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Abstract In this paper, a piecewise constant time-stepping discontinuous Galerkin
method combined with a piecewise linear finite element method is applied to solve
control constrained optimal control problem governed by time fractional diffusion
equation. The control variable is approximated by variational discretization approach.
The discrete first-order optimality condition is derived based on the first discretize
then optimize approach.We demonstrate the commutativity of discretization and opti-
mization for the time-stepping discontinuous Galerkin discretization. Since the state
variable and the adjoint state variable in general have weak singularity near t = 0
and t = T , a time adaptive algorithm is developed based on step doubling technique,
which can be used to guide the time mesh refinement. Numerical examples are given
to illustrate the theoretical findings.
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1 Introduction

In this paper, we mainly focus on developing a time-stepping discontinuous Galerkin
finite element approximation of optimal control problem governed by time fractional
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diffusion equation. Let � be a bounded domain of Rd(1 ≤ d ≤ 3) with sufficiently
smooth boundary ∂�. Set �T = � × (0, T ), �T = ∂� × (0, T ). We consider the
following optimal control problems governed by time-fractional diffusion equation:

min
q∈Uad

J (u, q) (1.1)

subject to

⎧
⎪⎪⎨

⎪⎪⎩

∂u

∂t
− R

0∂
β
t �u = q(x, t), (x, t) ∈ �T ,

u(x, t) = 0, (x, t) ∈ �T ,

u(x, 0) = u0(x), x ∈ �.

(1.2)

Here, R
0∂

β
t u denotes the left Riemann-Liouville fractional derivative of order

β (0 < β < 1) of the state u(x, t). The other details will be specified later.
Time fractional diffusion equation plays an important role in many fields, for

example, the evolution of probability density function for non-Markovian process
can be governed by time fractional diffusion equation. In recent years, lots of lit-
eratures are devoted to develop numerical methods and algorithms for this kinds of
problem. We refer to [1–5] for finite difference methods, [6–9] for Galerkin finite
element methods, [10, 11] for spectral methods, and [12, 13] for fast algorithms.

Compared to the extensive amount of work contributed to developing numeri-
cal methods and algorithms for fractional differential equations and optimal control
problem governed by integer order differential equations [14–16], the research for
optimal control problem governed by fractional differential equation is still immature
not only in theoretical analysis but also in numerical methods and algorithms. In [17],
the existence, uniqueness, and first-order optimality condition for time fractional
optimal control problem with Riemann-Liouville time fractional derivative were
studied. In [18], the authors discussed the time fractional optimal control problem
with pointwise state constraint. In [19], spectral method using Chebyshev polyno-
mials were used to approximate the optimal control problem governed by fractional
ordinary differential equation. An inverse problem of a time fractional diffusion equa-
tion was investigated in [20], where a spectral approximation was developed. In [21],
finite element method combined with L1-scheme was used to approximate the time
fractional optimal control problem with Caputo derivative. In [22], the authors devel-
oped a fast projection gradient algorithm for space fractional optimal control problem
based on finite difference discretization of the state equation.

In the present paper, a piecewise constant time-stepping discontinuous Galerkin
method combined with a piecewise linear finite element method is applied to solve
control constrained optimal control problem governed by time fractional diffusion
equation. The control variable is approximated by variational discretization approach.
The discrete first-order optimality condition is derived based on the first discretize
then optimize approach.We demonstrate the commutativity of discretization and opti-
mization for the time-stepping discontinuous Galerkin discretization scheme. Since
the state variable and the adjoint state variable in general have weak singularity near
t = 0 and t = T , a time adaptive algorithm is developed, which can be used to guide
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the time mesh refinement. Numerical examples are presented to verify the theoretical
findings.

The paper is organized as follows. In the next section, we recall some preliminary
knowledge to be used in the following sections and derive the first order optimality
condition for optimal control problem. In Section 3, we construct a time-stepping
discontinuous Galerkin scheme and derive the fully discrete first-order optimality
condition based on first discretize then optimize approach. A time adaptive algorithm
based on double step technique is developed in Section 4. In Section 5, we carry out
numerical experiments to confirm our theoretical findings.

2 Optimal control problem

In this section, we briefly recall some knowledge about fractional integrals and frac-
tional derivatives and then derive a continuous first-order optimality condition for the
optimal control problem.

The left Caputo and Riemann-Liouville time fractional derivative of order β ∈
(0, 1) are defined by

C
0∂

β
t v = 1

�(1 − β)

∫ t

0

v′(s)
(t − s)β

ds

and
R
0∂

β
t v = 1

�(1 − β)

d

dt

∫ t

0

v(s)

(t − s)β
ds.

Similarly, the right Caputo and Riemann-Liouville fractional derivative of order β

are given by

C
t ∂

β
T v = − 1

�(1 − β)

∫ T

t

v′(s)
(s − t)β

ds

and
R
t ∂

β
T v = − 1

�(1 − β)

d

dt

∫ T

t

v(s)

(s − t)β
ds.

Following [23] the following relations between Caputo and Riemann-Liouville
fractional derivative hold:

R
0∂

β
t v(t) = C

0∂
β
t v + v(0)t−β

�(1 − β)

and

R
t ∂

β
T v(t) = C

t ∂
β
T v + v(T )(T − t)−β

�(1 − β)
.

This implies that the Riemann-Liouville fractional derivative and the Caputo
fractional derivative are equal for the homogenous initial condition or terminal
condition.

Consider the following time-fractional optimal control problem

min
q∈Uad

J (u, q) := 1

2
‖u(x, t) − ud(x, t)‖2

L2(�T )
+ γ

2
‖q(x, t)‖2

L2(�T )
(2.1)
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subject to
⎧
⎪⎪⎨

⎪⎪⎩

∂u

∂t
− R

0∂
β
t �u = f + q, (x, t) ∈ �T ,

u(x, t) = 0, (x, t) ∈ �T ,

u(x, 0) = u0(x), x ∈ �.

(2.2)

Here, Uad is the admissible set defined by

Uad = {q ∈ L2(�T ) : a ≤ q(x, t) ≤ b a.e. in �T with a, b ∈ R and a ≤ b}.
f, ud ∈ L∞(0, T ; L2(�)) and u0(x) are given functions. Since the state equation is
linear and the objective functional is strictly convex, the existence and uniqueness
of the solution of above control problem can be guaranteed by standard theory(see,
[24]).

For above optimal control problem, we can derive the following first order
optimality conditions.

Theorem 2.1 Assume that q ∈ Uad is the solution to optimal control problem (2.1)–
(2.2) and u is the corresponding state variable given by (2.2). Then there exists an
adjoint state z such that (u, z, q) satisfies the following optimality conditions:

⎧
⎪⎪⎨

⎪⎪⎩

∂u

∂t
− R

0∂
β
t �u = f + q, (x, t) ∈ �T ,

u(x, t) = 0, (x, t) ∈ �T ,

u(x, 0) = u0(x), x ∈ �.

(2.3)

⎧
⎪⎪⎨

⎪⎪⎩

−∂z

∂t
− C

t ∂
β
T �z = u − ud, (x, t) ∈ �T ,

z(x, t) = 0, (x, t) ∈ �T ,

z(x, T ) = 0, x ∈ �.

(2.4)

and
∫

�T

(γ q + z)(v − q) ≥ 0, ∀v ∈ Uad. (2.5)

Proof Let Ĵ (q) := J (u(q), q) be the reduced functional over Uad . Then the optimal
control problem (2.1)–(2.2) can be written as the following optimization problem

min
q∈Uad

Ĵ (q). (2.6)

For above problem, the first-order optimality condition reads

Ĵ ′(q)(v − q) ≥ 0, ∀v ∈ Uad. (2.7)

By a simple calculation, we have

Ĵ ′(q)(v − q)=
∫

�T

γ q(v − q)+
∫

�T

u′(q)(v − q)(u − ud)≥0, ∀v ∈ Uad, (2.8)
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where u′(q)(v − q) denotes the the Frechét derivative in the direction v − q. Let
ũ = u′(q)(v − q), which satisfies

⎧
⎪⎨

⎪⎩

ũt − R
0∂

β
t �ũ = v − q, (x, t) ∈ �T ,

ũ(x, t) = 0, (x, t) ∈ �T ,

ũ(x, 0) = 0, x ∈ �.

Then (2.8) reduces to
∫

�T

γ q(v − q) +
∫

�T

ũ(u − ud) ≥ 0, ∀v ∈ Uad. (2.9)

To further simplify above condition, we introduce the following adjoint state
equation

⎧
⎪⎪⎨

⎪⎪⎩

−∂z

∂t
− C

t ∂
β
T �z = u − ud, (x, t) ∈ �T ,

z(x, t) = 0, (x, t) ∈ �T ,

z(x, T ) = 0, x ∈ �.

It is obvious that for the adjoint state z the Riemann-Liouville derivative is equiv-
alent to the Caputo derivative, since z(x, T ) = 0. Multiplying the adjoint state
equation by ũ and integrating over �T yields

∫

�T

(−∂z

∂t
− C

t ∂
β
T �z)ũ =

∫

�T

ũ(u − ud).

By the integration formula by parts, we deduce

−
∫

�T

ũ · ∂z

∂t
=

∫

�T

z · ũt .

By the Green formula, the definitions of fractional derivative and the integration
formula by parts (see, [23]) we can derive

−
∫

�T

C
t ∂

β
T �z · ũ = −

∫

�T

�ũ(x, t) · R
t ∂

β
T z(x, t)

= 1

�(1 − β)

∫

�

∫ T

0
�ũ(x, t)

d

dt

∫ T

t

z(x, s)
(s − t)β

dsdt

= − 1

�(1 − β)

∫

�

∫ T

0

d

dt
�ũ(x, t)

∫ T

t

z(x, s)
(s − t)β

dsdt

= − 1

�(1 − β)

∫

�

∫ T

0
z(x, t)

∫ t

0

d

ds
�ũ(x, s)

1

(t − s)β
dsdt

= −
∫

�T

z(x, t) · C
0∂

β
t �ũ(x, t).

Therefore, we have
∫

�T

ũ(u − ud) =
∫

�T

z(v − q). (2.10)

Combining (2.9) and (2.10) yields (2.5).
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Let

PUad
(q(x, t)) = max{a,min(q(x, t), b)}

denote the pointwise projection onto the admissible set Uad . Then (2.5) is equivalent
to

q = PUad
(− 1

γ
z).

3 Time-stepping discontinuous Galerkin approximation

In this section, we will investigate the time-stepping discontinuous Galerkin approx-
imation of optimal control problem (2.1)–(2.2). For the spatial discretization, we
employ the continuous and piecewise linear finite element space, while a piecewise
constant, discontinuous Galerkin method is used to approximate the time variable.

3.1 Time-stepping discontinuous Galerkin discrete scheme for the state
equation

Let Vh be the finite element space consisting of continuous piecewise linear functions
over the triangulation Th:

Vh = {vh ∈ H 1
0 (�) ∩ C(�); vh is a linear function over K, ∀K ∈ Th}.

To define the fully discrete scheme, we introduce a time partition. Let �τ : 0 =
t0 < t1 < · · · < tN−1 < tN = T be a time grid with τn = tn−tn−1, n = 1, 2, · · · , N

and τ = max
n

τn. Let In = (tn−1, tn] be a half-open interval. Define the fully discrete
finite element space

Vhk = {φ : � × [0, T ] → R; φ(x, ·) ∈ Vh, φ(·, t)|In ∈ P0, n = 1, 2, · · · , N}.
This implies that φ is a piecewise constant with respect to time. Thus for φ ∈ Vhk ,

we have

φ(·, t) = φn ∈ Vh, t ∈ In.

In particular φ(tn) = φn. We write φn+ = φ(t+n ) = lim
t→t+n

φ(t), and [φ]n = φn+−φn.

Since φ is a constant on In+1, we have [φ]n = φn+1 − φn.
Then the time stepping discontinuous Galerkin discrete scheme for the state

equation reads:

∫ T

0
(U ′, X) +

N−1∑

n=1

([Un], Xn+) +
∫ T

0
(R0∂

β
t ∇U, ∇X) + (U0+, X0+)

=
∫ T

0
(f + q, X) + (ũ0, X

0+),∀X ∈ Vhk. (3.1)
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Here, ũ0 is an approximation of u0(x). Note that U is a piecewise constant in time.
Then we have U ′ ≡ 0 and U(t) = Un = Un−1+ in In. Then by choosing X to vanish
outside In above discrete scheme reduces to

(Un, vh)+
∫

In

(R0∂
β
t ∇U, ∇vh) = (Un−1, vh)+

∫

In

(f + q, vh), ∀vh ∈ Vh, n = 1, 2, · · · , N. (3.2)

By the definition of fractional derivative, we have
∫

In

R
0∂

β
t U(t)dt = 1

�(1 − β)

∫ tn

0

U(s)

(tn − s)β
− 1

�(1 − β)

∫ tn−1

0

U(s)

(tn−1 − s)β

:= (0I
β
t U)(tn) − (0I

β
t U)(tn−1).

Since U is a piecewise constant in time, then we can derive

(0I
β
t U)(tn) = 1

�(1 − β)

n∑

k=1

∫ tk

tk−1

U(s)

(tn − s)β

= 1

�(1 − β)

(
U1 ·

∫ t1

t0

1

(tn − s)β
+ U2 ·

∫ t2

t1

1

(tn − s)β

+ · · · + Un ·
∫ tn

tn−1

1

(tn − s)β

)
.

Thus we have

(0I
β
t U)(tn)−(0I

β
t U)(tn−1) = 1

�(1 − β)

n−1∑

k=1

( ∫ tk

tk−1

1

(tn − s)β
−

∫ tk

tk−1

1

(tn−1 − s)β

)
Uk

+ Un

�(1 − β)
·
∫ tn

tn−1

1

(tn − s)β
.

For simplicity, we define

Cn,k =

⎧
⎪⎪⎨

⎪⎪⎩

1

�(1 − β)

∫ tk

tk−1

(
1

(tn − s)β
− 1

(tn−1 − s)β
), k = 1, 2, · · · , n − 1,

1

�(1 − β)

∫ tn

tn−1

1

(tn − s)β
, k = n.

By some simple calculations, we further derive

Cn,k =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1

�(2 − β)

(
(tn − tk−1)

1−β − (tn − tk)
1−β − (tn−1 − tk−1)

1−β

+(tn−1 − tk)
1−β

)
, k = 1, 2, · · · , n − 1,

τ
1−β
n

�(2 − β)
, k = n.

Then we have

(0I
β
t U)(tn) − (0I

β
t U)(tn−1) :=

n∑

k=1

Cn,kU
k.
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Using above notations, the time stepping discontinuous discrete scheme for the
state equation can be characterized by

(Un, vh)+
n∑

k=1

Cn,k(∇Uk,∇vh)=(Un−1, vh)+
∫

In

(f + q, vh), ∀vh ∈ Vh, n= 1, 2, · · · , N. (3.3)

Further, we can rewrite above discrete scheme as a modified backward Euler
scheme:

(
Un − Un−1

τn

, vh

)

+ 1

τn

n∑

k=1

Cn,k(∇Uk,∇vh)= 1

τn

∫

In

(f +q, vh), ∀vh ∈Vh.(3.4)

3.2 Time-stepping discontinuous Galerkin scheme for the control problem

In this section, we will discuss the time-stepping discontinuous Galerkin approxima-
tion of optimal control problem (2.1)–(2.2).

Firstly, we discretize the cost functional by the right rectangular rule:

Jh,τ (U
n, Qn) := 1

2

N∑

n=1

τn

(
‖ Un − ūn

d ‖2
L2(�)

+γ ‖ Qn ‖2
L2(�)

)
. (3.5)

Here, ūn
d = 1

τn

∫

In

uddt .

Collecting (3.4) and (3.5) gives the time-stepping discontinuous Galerkin discrete
scheme for the control problem (2.1)–(2.2): finding (Un, Qn) ∈ Vh × Uad such that

min
Un∈Vh,Qn∈Uad

Jh,τ (U
n, Qn) (3.6)

subject to
⎧
⎪⎪⎨

⎪⎪⎩

(
Un − Un−1

τn

, vh) + 1

τn

n∑

k=1

Cn,k(∇Uk, ∇vh) = (f̄ n + Qn, vh),

U0 = ũ0.

(3.7)

Here, f̄ n = 1

τn

∫

In

f dt and the control variable was implicitly discretized by

variational discretization concept. In general Qn is not a finite element function.
To obtain the discrete first-order optimality conditions of optimal control problem

(3.6)–(3.7), we define a Lagrange functional as

L( �U, �Z, �Q) :=
N∑

n=1

τn

(

(f̄ n + Qn, Zn−1) − 1

τn

n∑

k=1

Cn,k(∇Uk, ∇Zn−1)

−
(

Un − Un−1

τn

, Zn−1
))

+ (U0, Z0) + Jh,τ (U
n, Qn).
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Here, �U = (U1, U2, · · · , UN)T , �Z = (Z0, Z1, · · · , ZN−1)T and �Q = (Q1, Q2,
· · · , QN)T . The discrete first order optimality condition can be deduced by computing

∂L( �U, �Z, �Q)

∂Zn−1
(vh) = 0,

∂L( �U, �Z, �Q)

∂Un
(vh) = 0,

∂L( �U, �Z, �Q)

∂Qn
(wh) ≥ 0, n = 1, 2, · · · , N.

Now, we derive the discrete scheme for the adjoint state equation. Firstly, by
rearranging the terms, we can derive

N∑

n=1

τn

(
Un − Un−1

τn

, Zn−1
)

+ (U0, Z0)

= (U0, Z0) + (U1 − U0, Z0) + (U2 − U1, Z1) + · · · + (UN − UN−1, ZN−1)

= (Z0 − Z1, U1) + (Z1 − Z2, U2) + · · · + (ZN−1 − ZN, UN) + (UN, ZN).

By setting ZN = 0, we have

N∑

n=1

τn

(
Un − Un−1

τn

, Zn−1
)

+ (U0, Z0) =
N∑

n=1

τn

(
Zn−1 − Zn

τn

, Un

)

.

Secondly, note that

N∑

n=1

n∑

k=1

Cn,k(∇Uk,∇Zn−1)

= (C1,1∇U1, ∇Z0)

+(C2,1∇U1,∇Z1) + (C2,2∇U2, ∇Z1)

+(C3,1∇U1,∇Z2) + (C3,2∇U2, ∇Z2) + (C3,3∇U3,∇Z2)

· · ·
+(CN−1,1∇U1, ∇ZN−2) + (CN−1,2∇U2,∇ZN−2) + · · · + (CN−1,N−1∇UN−1, ∇ZN−2)

+(CN,1∇U1, ∇ZN−1) + (CN,2∇U2,∇ZN−1) + · · · + (CN,N∇UN, ∇ZN−1)

= (C1,1∇Z0,∇U1) + (C2,1∇Z1, ∇U1) + · · · + (CN−1,1∇ZN−2, ∇U1) + (CN,1∇ZN−1,∇U1)

+(C2,2∇Z1, ∇U2) + (C3,2∇Z2,∇U2) + · · · + (CN,2∇ZN−1,∇U2)

· · ·
+(CN,N∇ZN−1,∇UN).

Then we have

N∑

n=1

n∑

k=1

Cn,k(∇Uk, ∇Zn−1) =
N∑

n=1

N∑

k=n

Ck,n(∇Zk−1, ∇Un).

From

∂L( �U, �Z, �Q)

∂Un
(vh) = 0,
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we obtain the discrete scheme for the adjoint state:

⎧
⎪⎪⎨

⎪⎪⎩

(
Zn−1 − Zn

τn

, vh

)

+ 1

τn

N∑

k=n

Ck,n(∇Zk−1, ∇vh) = (Un − ūn
d , vh),

ZN = 0.

(3.8)

By

∂L( �U, �Z, �Q)

∂Qn
(wh) ≥ 0

we obtain

(γQn + Zn−1, wh − Qn) ≥ 0, ∀wh ∈ Uad.

Therefore, the discrete optimality conditions are given by:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
Un − Un−1

τn

, vh

)

+ 1

τn

n∑

k=1

Cn,k(∇Uk, ∇vh) = (f̄ n + Qn, vh), n = 1, 2, · · · , N,

(
Zn−1 − Zn

τn

, vh

)

+ 1

τn

N∑

k=n

Ck,n(∇Zk−1, ∇vh)=(Un − ūn
d , vh), n=N, N − 1, · · · , 1,

(γQn + Zn−1, wh − Qn) ≥ 0, ∀wh ∈ Uad, n = 1, 2, · · · , N,

U0 = ũ0, ZN = 0.

(3.9)

By the projection operator PUad
, the discrete control variable Qn can be expressed

as follows

Qn = PUad

(

− 1

γ
Zn−1

)

.

Above discrete first-order optimality condition is derived based on the first dis-
cretize then optimize approach. In the following, we shall show that discretization and
optimization are commutative for the time-stepping discontinuous Galerkin method.
This means that the first discretize then optimize approach and first optimize then
discretize approach lead to the same discrete optimality system.

For this purpose, we just need to check the discretization of fractional derivative
term in the adjoint state equation. By the definition of the right fractional integral and
derivative we derive

∫

In

R
t ∂

β
T Z(t)dt = − 1

�(1 − β)

∫ T

tn

Z(s)

(s − tn)β
+ 1

�(1 − β)

∫ T

tn−1

Z(s)

(s − tn−1)β

:= (tI
β
T Z)(tn) − (tI

β
T Z)(tn−1).
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Similar to the state variable, we deduce

(tI
β
T Z)(tn)

= − 1

�(1 − β)

N∑

k=n+1

∫ tk

tk−1

Z(s)

(s − tn)β

= − 1

�(1 − β)

(

Zn ·
∫ tn+1

tn

1

(s − tn)β
+ Zn+1 ·

∫ tn+2

tn+1

1

(s − tn)β

+ · · · + ZN−1 ·
∫ tN

tN−1

1

(s − tn)β

)

Then we have

(tI
β
T Z)(tn)−(tI

β
T Z)(tn−1) = 1

�(1 − β)

N∑

k=n+1

(∫ tk

tk−1

1

(s − tn−1)β
−

∫ tk

tk−1

1

(s − tn)β

)

Zk−1

+ Zn−1

�(1 − β)
·
∫ tn

tn−1

1

(s − tn−1)β
.

For simplicity, we set

C̃n,k =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1

�(1 − β)

∫ tk

tk−1

(
1

(s − tn−1)β
− 1

(s − tn)β

)

, k = n+1, n + 2, · · · , N,

1

�(1 − β)

∫ tn

tn−1

1

(s − tn−1)β
= τ

1−β
n

�(2 − β)
, k = n.

Then we obtain

(tI
β
T Z)(tn) − (tI

β
T Z)(tn−1) :=

N∑

k=n

C̃n,kZ
k−1. (3.10)

Now it remains to check the relationship of C̃n,k and Cn,k . Indeed, using integra-
tion by substitution, we can easily prove that C̃n,k = Ck,n for k = n+1, n+2, · · · , N .
This property guarantees the commutativity of optimization and discretization.

Finally, we shall derive the stability estimate for above discrete scheme.

Lemma 3.1 Let (Un, Zn−1, Qn) be the solution of (3.9). Then the following stability
estimates hold

‖Un‖ ≤ ‖ũ0‖ +
N∑

n=1

τn‖f̄ n + Qn‖

and

‖Zn−1‖ ≤
N∑

n=1

τn‖Un − ūn
d‖.
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Proof Taking vh = Un in the discrete state equation gives

(Un − Un−1, Un) +
n∑

k=1

Cn,k(∇Uk, ∇Un) = τn(f̄
n + Qn, Un).

It is easy to check that

(Un − Un−1, Un) ≥ 1

2
‖Un‖2 − 1

2
‖Un−1‖2

Summing from n = 1 to m leads to

1

2
‖Um‖2 − 1

2
‖U0‖2 +

m∑

n=1

n∑

k=1

Cn,k(∇Uk, ∇Un) ≤
m∑

n=1
τn‖f̄ n + Qn‖ · ‖Un‖.

According to [8, 12], we have
m∑

n=1

n∑

k=1

Cn,k(∇Uk, ∇Un) =
m∑

n=1

(

∫

In

R
0∂

β
t ∇U(t)dt, ∇Un)

=
∫ tm

0
(R0∂

β
t ∇U(t),∇U(t))dt ≥ 0.

Then we obtain

‖Um‖2 ≤ ‖U0‖2 +
m∑

n=1
τn‖f̄ n + Qn‖ · ‖Un‖.

Let ‖U∗‖ = max
0≤n≤N

‖Un‖. We further derive

‖U∗‖2 ≤ (‖U0‖ +
N∑

n=1
τn‖f̄ n + Qn‖) · ‖U∗‖. (3.11)

The stability estimate for the adjoint state can proved in an analogue way. Here,
we just skip it.

4 Time apaptive algorithm

As is shown in many references(see, for example, [25]), the solution of time fractional
diffusion equation in general has weak singularity near the initial value t = 0, which
reduces the convergence rate of numerical methods on uniform mesh. There are some
references developing numerical methods on graded mesh or nonuniform mesh to
improve the behavior of numerical solutions, for example, [4, 8, 9]. In the optimal
control problem governed by time fractional diffusion equation, the state variable
and adjoint state variable have weak singularity near t = 0 and t = T , respectively,
which make the problem become more complicated and more difficult to construct
graded mesh and carry out corresponding numerical analysis.

In order to improve the quality of numerical solution near t = 0 and t = T , we
resort to the time adaptive algorithm, where the mesh size of time partition is chosen
according to the behavior of the solution.
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As we know the key problem of adaptive algorithm is the error estimator. Based
on step-doubling technique [13, 26], we define the error indicators for the state and
adjoint state variables:

En
u :=

( ∫

�

(Un − Ûn)2dx
) 1

2

and

En
z :=

( ∫

�

(Zn−1 − Ẑn−1)2dx
) 1

2
.

Here, Un(Zn−1) and Ûn(Ẑn−1) are the discrete state and adjoint state solved on
(3.9) with a full step τn and a half step τn/2, respectively.

We define the error estimator En
all = En

u +En
z . For a given tolerance θt ime, we refine

the time mesh until the estimator En
all is smaller than the tolerance θt ime. Then we use

the last time step as the appropriate one. In the time adaptive algorithm, we use the
Dörfler’s (see, [27]) strategy as the marking strategy. Our time adaptive algorithm for
the time fractional optimal control problem is given below.

Algorithm 1 Time step adaptive algorithm for optimal control problem

1. Choose an initial spatial triangulation T h and time partition {In}0, and set m =
0. Given a tolerance θt ime > 0.

2. Loop

(a) Solve the discrete optimal system (3.9) on the time mesh {In}m and {I n
2
}m

to get (Un, Zn−1, Qn) and (Ûn, Ẑn−1, Q̂n).
(b) Evaluate the indicator En

u and En
z .

If En
all ≥ θt ime,

Mark the time intervals with Dörfler’s strategy and refine them to generate
a new time mesh {In}m+1.
end.

(c) Update m and mesh information.

3. End loop, if En
all < θt ime.

5 Numerical experiments

In this section, numerical experiments will be carried out to illustrate the numerical
scheme and algorithm presented in Sections 3 and 4. In the following example for
smooth function the mean term, f̄ n and ūn

d are approximated by f (tn) and ud(tn),
respectively. For the function with limited smoothness, we use numerical integral for-
mula to approximate them, for example, Gauss-Legendre formula with three points.
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The discrete norm l2(0; T ; L2(�)) is used to measure the error u − U, z − Z and
q − Q, for example,

‖u − U‖l2(0;T ;L2(�)) =
( N∑

n=1

τn‖u(tn) − Un‖2
L2(�)

) 1
2
.

Example 5.1 In this example, we consider problem (1.1)–(1.2) with � = [0, 1],
γ = 1 and T = 1.0. The exact solutions are given by

u = tνsin(2πx),

z = (1 − t)νcos(2πx),

q = max
(

− 0.5,min(−z, −0.1)
)
.

The right-hand term f and the desired state ud can be calculated by the exact
solutions and governing equations. ν > 0 is a parameter. In this example, the state
variable and adjoint state variable admit typical layers at t = 0 and t = T for small
ν, respectively.

In this example, the state variable and the adjoint state variable are approximated
by a time-stepping discontinuous Galerkin method combined with piecewise linear
polynomial spaces, while the control variable is discretized by a variational dis-
cretization concept. This means the control variable is not explicitly approximated
by finite element function. For more details about variational discretization concept,
one can refer to [28].

Firstly, we consider the case ν = 2. It is easy to see that the solution is smooth
with respect to time variable and space variable. The purpose of this case is to show
the accuracy of the time-stepping discontinuous Galerkin scheme. Figures 1 and 2
present the surface and space-time surface of the state variable, adjoint state variable
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Fig. 1 The surfaces of state (at t = T ), adjoint state(at t = 0) and control (at t = T ) with ν = 2
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Fig. 2 The space-time surface of discrete state U and control Q with ν = 2

and control variable, respectively. In order to investigate the spatial and temporal
convergence rates, we need to couple τ and h as τ = h2 and h = τ 2, respectively.
The spatial convergence rate of the state variable and the control variable in L2 norm
are displayed in Fig. 3 for different β. We can observe that the spatial convergence
rate is second order, which is optimal for piecewise linear polynomial approximation.
Figure 4 presents the temporal convergence rate for different β, which implies the
temporal convergence rate for the control variable is first order, while the temporal
convergence rates for the state is a little better than one.

Secondly, we carry out numerical experiments for small ν, for example ν =
0.2, 0.6. In this case, the state and adjoint state variable only have limited regularity
with respect to time variable and admit typical boundary layer near t = 0 and t = T ,
respectively, which leads to degenerated time convergence rate in the error of time
stepping discontinuous Galerkin approximation on uniform time grids. This is con-
firmed by the numerical results shown in Fig. 5, where we set h = τ 2. It is easy to
see that the convergence rate for the state and adjoint state are less than one, while
the convergence rate for the control variable seems to be better than those of state
and adjoint state.
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Fig. 3 The space convergence rate for state and control with ν = 2. Left for β = 0.4, right for β = 0.8
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Fig. 4 The temporal convergence rate for state and control with ν = 2. Left for β = 0.4, right for β = 0.8
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Fig. 5 The temporal convergence rate for state and control. Left for ν = 0.2, β = 0.4, right for ν =
0.6, β = 0.8
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Table 1 The error of state variable, adjoint state variable, and control variable on adaptive time grids and
uniform time grids with space dofs M = 100 and ν = 0.2 and β = 0.4

Grids ‖u − U‖l2(0,T ;L2(�)) ‖z − Z‖l2(0,T ;L2(�)) ‖q − Q‖l2(0,T ;L2(�))

Uniform grids N = 50 0.0332 0.0494 0.0268

N = 100 0.0241 0.0350 0.0159

N = 300 0.0153 0.0213 0.0069

Adaptive grids N = 30 0.0320 0.0526 0.0171

N = 56 0.0210 0.0327 0.0102

N = 108 0.0137 0.0206 0.0060

Finally, to improve the quality of numerical solution and reduce computational
cost we use the time adaptive algorithm to guide the time mesh refinement. In Fig. 6,
we plot the adaptive time grid for ν = 0.2. The adaptive refinement near the time
boundary t = 0 and t = T demonstrates that our indicator can efficiently capture
the singularities well. The errors of state variable, adjoint state variable and control
variable on uniform time grids and adaptive time grids are presented in Table 1.
We can observe that using adaptive time grids can greatly reduce the error and save
computational cost. The convergence rates of state, adjoint state and control variable
on adaptive time grids are presented in Fig. 7.
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Fig. 7 The convergence rate for state, adjoint state and control variable on adaptive time grids with
M = 200, ν = 0.2 and β = 0.4
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