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Abstract This investigation discusses the (2+1)-
dimensional complex modified Korteweg–de Vries
(cmKdV) system. The cmKdV system describes the
nontrivial dynamics of water particles from the sur-
face to the bottom of a water layer, providing a more
comprehensive understanding of wave behavior. The
cmKdV system finds applications in various fields
of physics and engineering, including fluid dynamics,
nonlinear optics, plasmaphysics, and condensedmatter
physics. Understanding the behavior predicted by the
cmKdV system can lead to insights into the underly-
ing physical processes in these systems and potentially
inform the design of novel technologies. A new ver-
sion of the generalized exponential rational function
method (nGERFM) is utilized to discover diverse soli-
ton solutions. This method uncovers analytical solu-
tions, including exponential function, singular periodic
wave, combo trigonometric, shock wave, singular soli-
ton, and hyperbolic solutions inmixed form.Moreover,
the planar dynamical system of the concerned equa-
tion is created, all probable phase portraits are given,
and sensitive inspection is applied to check the sensi-
tivity of the considered equation. Furthermore, after
adding a perturbed term, chaotic and quasi-periodic
behaviors have been observed for different values of
parameters, and multistability is reported at the end.
To gain a deeper understanding of the dynamic behav-
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ior of the solutions, analytical results are supplemented
with numerical simulations. These obtained outcomes
provide a foundation for further investigation, making
the solutions useful, manageable, and trustworthy for
the future development of intricate nonlinear issues.
This study’s methodology is reliable, strong, effective,
and applicable to various nonlinear partial differential
equations (NLPDEs). As far as we know, this type of
research has never been conducted to such an extent for
this equation before. TheMaple software application is
used to verify the correctness of all obtained solutions.

1 Introduction

In the modern era, NLPDEs and their solutions have
become more interesting and challenging research
areas for mathematicians and research communities.
These play a significant role in the study of nonlin-
ear physical phenomena in mathematical studies and
applied physics, with essential applications in sev-
eral areas of engineering and natural science. Exact
or analytical solutions have been the focus of schol-
ars due to their essential contribution to the analy-
sis of the real features of nonlinear problems. Due
to its wide utilization and applications in the domain
of nonlinear sciences, a momentous consideration for
studying NLPDEs has been increased [1–3]. There-
fore, extracting solitary wave solutions to NLPDEs is
becoming a fascinating field in the nonlinear sciences
day by day. Numerous NLPDEs can be solved using
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various mathematical strategies such as extended sim-
plest equationmethod [4], improved auxiliary equation
technique [5], modulation instability [6], F-expansion
technique [7], modified Sardar sub-equation method
[8], unified method [9], extended rational sine-cosine/
sinh-cosh method [10], generalized exponential ratio-
nal function method (GERFM) [11], extended sinh-
Gordon equation expansion method [12], generalized

Kudryashov method [13],
(

G ′
G2

)
-expansion method

[14], modified Khater method [15], advanced auxiliary
equationmethod [16], (w/g)-expansion approach [17],
extended hyperbolic function technique [18], modified
extended auxiliary equation mapping (MEAEM) tech-
nique [19], polynomial expansion technique [20].

The KdV equation is a partial differential equation
(PDE) that mathematically represents waves in shal-
low water. It is notable for being the classic illus-
tration of an integrable PDE, exhibiting many of the
common characteristics, including an abundance of
explicit solutions, especially soliton solutions, and an
infinite number of conserved quantities. The equation
has a wide range of applications, including the evolu-
tion of long, one-dimensional waves in many physi-
cal contexts. Its original intent was to describe shallow
water waves with weakly non-linear restoring forces.
The KdV equation is a significant mathematical model
that possesses soliton solutions. Solitons are localized
waves that can maintain their shape and speed even
after colliding with other solitons. These waves have
been extensively studied in the field of mathematical
physics [21–23].

To determine the explicit and individual wave solu-
tions of NLPDEs, the utilization of the traveling wave
solution method is imperative. Soliton solutions are
present in NLPDEs, representing a singular traveling
wave [24–26]. Specifically, the equilibrium between
the dispersion and nonlinear elements of nonlinear
equations results in soliton solutions, sparking inter-
est in solitary wave theory across various disciplines.
Solitonsmaintain stability, remaining localizedwithout
dispersion and defying the principle of superposition.
The concept of solitary waves in nonlinear mediums
has garnered significant attention due to their utility
in high-speed communications. Scholars have exten-
sively examined the well-posedness of nonlinear mod-
els, with a focus on solitary and shallow water waves.
Solitons propagate through monomode optical fibers,
commonly used in long-distance communication net-

works and fiber optic-based ultra-fast pulse analysis
devices. The prospect of transmitting high-bandwidth
data over vast distances through large erbium-doped
fiber amplifiers using optical solitons appears to be
technically viable in the foreseeable future.

In mathematical physics, the cmKdV equation is
important, especially when studying waves and soli-
tons. By describing the nontrivial motions of water
particles from a water layer’s surface to its bottom,
this equation helps to clarify wave behavior. A more
thorough explanation of wave phenomena is possible
thanks to the complex-valued extension of the classical
KdV equation, known as the cmKdV system [27]. The
cmKdV system is given by [28]:

ψt + ψxxy + iψϕ + (ψτ)x = 0,

ϕx + 2iρ(ψ∗ψxy − ψ∗
xyψ) = 0, (1)

τx − 2ρ
(
|ψ |2

)
y

= 0.

Here, ψ,ψ∗, ϕ, and τ functions depends on x, y, t.
Furthermore, ψ is a complex function, and its conju-
gate is ψ∗, ϕ and τ are real functions, ρ = ±1 and
the partial derivatives for x, y, and t are symbolized
by the subscripts. This prototype is a generalization of
the cmKdV system in the (2 + 1)-dimension and has
considerable significance for applied ferromagnetism
and nanomagnetism [28].

Numerous investigations have used the Darboux
transformation (DT) to examine the system (1). One-
soliton and two-soliton solutions are acquired using
DT, starting with the zero seed, according to
Yesmakhanova et al. [29]. In Yuan et al. [30], deformed
solitons are generated by n-fold DT. The method can
be started using a plane wave seed to produce peri-
odic line wave solutions and breather solutions [31].
Order-n-breather solutions are presented by Shaikhova
et al. [32]. Still, none of the aforementioned investi-
gations are traveling wave solutions. However, three
approaches- the sine-cosine, Kudryashov, and tanh-
coth methods- have been used in recent studies to build
traveling wave solutions for the system (1) [33].

The main objective of this work is to construct novel
optical soliton solutions for the system (1). We use the
nGERFM, a new method that is the primary subject
of our study, for this aim. One might easily conclude
that the new approach is quite effective and successful
in seeking the exact solutions of the NLPDEs. Moving
beyond analytical solutions, we unveil intricate system
behaviors through a comprehensive bifurcation analy-
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sis using planar dynamical systems. Subsequently, the
exploration delves into chaotic phenomena by intro-
ducing an external term to the system, followed by an
investigation of two- and three-dimensional phase por-
traits to uncover complex dynamics. To ensure solution
stability, sensitivity analysis using the Runge–Kutta
method is performed against minor initial perturba-
tions. Comprehensive bifurcation analysis and phase
portraits of the unperturbed system are presented. The
chaos analysis of the perturbed system employs vari-
ous techniques to detect chaotic patterns in time series
and phase portraits. The novelty of our investigation
lies in its unprecedented nature within the discussed
system’s context. It leads readers on an exciting jour-
ney into the world of nonlinear waves and dynamical
systems, offering additional revelations and insights.

The following are the remaining sections of this
study: The Lax pair for the (2+1) dimensional cmKdV
system is shown in Sect. 2. Section3 presents the
methodology of the selected method. Applications of
the selected method are displayed in Sect. 4. Section5
addresses qualitative analysis, which includes bifurca-
tion analysis, sensitivity analysis, quasi-periodic and
chaotic behaviors, andmultistability analysis. Section6
offers comparisons. Section7 presents graphical expla-
nations and Sect. 8 explains the conclusions.

2 The Lax pair system of the equation

For the system (1), the Lax pair system is

�x = K�, �t = 4μ2�y + M�, (2)

in which

K = μH + K0, M = μM1 + M0, (3)

with

H =
(−i 0

0 i

)
, K0 =

(
0 ψ

−s 0

)
,

M1 =
(

iτ 2iψy

2isy −iτ

)
,

M0 =
(

− iϕ
2 −ψxy − τψ

sxy + τ s iϕ
2

)
,

� =
(

φ1(μ, x, y, t)
φ2(μ, x, y, t)

)
.

The compatibility condition

Kt − Mx + K M − M K − 4μ2Ky = 0 (4)

infers the following cmKdV system:

ψt + ψxxy + iψϕ + (τψ)x = 0,

st + sxxy − iϕs + (τ s)x = 0,

ϕx + 2i(sψxy − sxyψ) = 0,

τx − (ψs)y = 0, (5)

in which ϕ, τ are real functions, ψ and s are complex
functions. By setting s = ρψ∗ Eq. (5) become the
cmKdV system (1).

3 Methodology

In this section, the procedures employed will be
described. Consider the NLPDE as follows:

Y1[ψ(x, y, t),
∂

∂t
ψ(x, y, t),

∂

∂x
ψ(x, y, t),

∂2

∂t2
ψ(x, y, t),

∂2

∂x2
ψ(x, y, t), . . .] = 0. (6)

Usingψ = ψ(x, y, t) = 	(ξ), and ξ = x + y + ct ,
Eq. (6) is transferred to

Y2[c	,	′′,	′′′, . . .] = 0. (7)

3.1 Details of the nGERFM

This subsection provides the nGERFM-the revised
methodology results in novel and differentiated find-
ings [34].

Step 1 Let we set up the solution of Eq. (7) as:

	(ξ) = k0 +
n0∑

n=1

kn

(
�′(ξ)

�(ξ)

)n

+
n0∑

n=1

ln

(
�′(ξ)

�(ξ)

)−n

,

(8)

in which

�(ξ) = ς1 exp(j1ξ) + ς2 exp(j2ξ)

ς3 exp(j3ξ) + ς4 exp(j4ξ)
. (9)

In the pre-assumed structures Eqs. (9) and (8),
k0, kn, ln(1 ≤ n ≤ n0), and ςi , ji (1 ≤ i ≤ 4) are
unknown coefficients. Further, to determine the posi-
tive integer n0, we can use some known balancing rules
in the literature.

Step 2 Inserting solution Eq. (8) into account in
Eq. (7) introduces a polynomial equation �(�1, �2,

�3, �4) = 0 in terms of �n = exp(jvξ) for v =
1, 2, 3, 4.

Step 3 Eventually, analytical solutions for Eq. (6)
are obtained after insetting the results obtained from
solving this system in the general structure Eq. (8).
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4 Extraction of solution

The primary purpose of this section is to compile a
diverse set of solutions to the given prototype. By oper-
ating wave transformation

ψ(x, y, t) = 	(x, y, t) × exp(i(b1x + b2y + b3t)),

(10)

the system (1) reduces to ordinary differential equation
(ODE):

	t − 2b1b2	x − b21	y + 	xxy + 	xτ + 	τx

+i
((

b3 − b21b2
)

	 + 2b1	xy + b2	xx

+b1	τ + 	ϕ) = 0, (11)

ϕx − 4ρ(b2		x + b1		y) = 0, (12)

τx − 2ρ(	2)y = 0. (13)

Here b1, b2, and b3 denote real constants.
Inserting the wave transformation

ψ(x, y, t) = 	(ξ) = 	(x + y + ct), (14)

ϕ(x, y, t) = ϕ(ξ) = ϕ(x + y + ct), (15)

τ(x, y, t) = τ(ξ) = τ(x + y + ct), (16)

in the system of (11)-(13), we get

(c − 2b1b2 − b21)	
′ + 	′′′ + 	′τ + 	τ ′

+i
((

b3 − b21b2
)

	 + (2b1 + b2)	
′′

+b1	τ + 	ϕ) = 0, (17)

ϕ′ − 4ρ(b2 + b1)		′ = 0, (18)

τ ′ − 2ρ(	2)′ = 0. (19)

Integrating Eqs. (18) and (19) one time concerning
ξ and taking integration to zero, we reach

ϕ = 2ρ(b2 + b1)	
2, τ = 2ρ	2. (20)

Substituting Eq. (20) into Eq. (17), we reach the
following ODE:

(c − 2b1b2 − b21)	
′ + 	′′′ + 2ρ(	3)′

+i
((

b3 − b21b2
)

	 + (2b1 + b2)	
′′

+2ρ(2b1 + b2)	
3
)

= 0. (21)

The prime above denotes the derivative concerning
ξ.Now, separating imaginary and real parts of Eq. (21),
we reach

(c − 2b1b2 − b21)	
′ + 	′′′

+2ρ(	3)′ = 0, (22)

(
b3 − b21b2

)

(2b1 + b2)
	 + 	′′ + 2ρ	3 = 0. (23)

By calculating the anti-derivative of Eq. (22) once,
concerning ξ , and setting the integration constant to
zero, we arrive at

(c − 2b1b2 − b21)	 + 	′′ + 2ρ	3 = 0. (24)

Only in the event that the constraint condition is met
are the Eqs. (23) and (24) equal

c − 2b1b2 − b21 =
(
b3 − b21b2

)

(2b1 + b2)
. (25)

Solving for

c = 2b1b2 + b21 +
(
b3 − b21b2

)

(2b1 + b2)
, (26)

we re-write Eq. (23) as:

	′′ +
(
b3 − b21b2

)

(2b1 + b2)
	 + 2ρ	3 = 0. (27)

4.1 Application of the nGERFM

Employing some common balancing rules in Eq. (27)
between 	3 and 	′′ yields 3n0 = n0 + 2. Hence, one
should take n0 = 1. As a result, Eq. (8) can be written
as:

	(ξ) = k0 + k1

(
�′(ξ)

�(ξ)

)
+ l1

(
�′(ξ)

�(ξ)

)−1

. (28)

�(ξ) is defined by Eq. (9).

Class 1
Taking [ς1, ς2, ς3, ς4] = [1, 1, 1, 0] and [j1, j2, j3,

j4] = [0, 1, 2, 0] in Eq. (9) yields

�(ξ) = 1 + exp(ξ)

exp(2ξ)
. (29)

To obtain parameter values, we use package pro-
grams (Maple orMathematica) to solve algebraic equa-
tions. The set of answers that are produced can be pro-
vided as:
Type 1.1

b1 = ±
∓1 +

√
1 + 4b2b3 − 2b22

2b2
,

k0 = ∓5

2

√
− 1

ρ
, k1 = ±

√
− 1

ρ
, l1 = 0.
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By plugging the aforementioned values of k0, k1, l1
into Eq. (28), we obtain

	±(ξ) = 1

2

√
− 1

ρ
×

(
exp(ξ) − 1

exp(ξ) + 1

)
. (30)

By using Eq. (30), we discover the following expo-
nential function solution for system (1)

ψ±
1,1(x, y, t) = 1

2

√
− 1

ρ
×

(
exp(x + y + ct) − 1

exp(x + y + ct) + 1

)

× exp(i(±
∓1 +

√
1 + 4b2b3 − 2b22

2b2
x + b2y + b3t)),

(31)

ϕ±
1,1(x, y, t) = 2ρ(b2 ±

∓1 +
√
1 + 4b2b3 − 2b22

2b2
)

×
[
1

2

√
− 1

ρ
×

(
exp(x + y + ct) − 1

exp(x + y + ct) + 1

)]2

, (32)

τ±
1,1(x, y, t) = 2ρ

×
[
1

2

√
− 1

ρ
×

(
exp(x + y + ct) − 1

exp(x + y + ct) + 1

)]2

. (33)

Type 1.2

b1 = ±
∓1 +

√
1 + 4b2b3 − 2b22
2b2

,

k0 = ∓5

2

√
− 1

ρ
, k1 = 0, l1 = ±6

√
− 1

ρ
.

By inserting the aforementioned values of k0, k1, l1
into Eq. (28), we get

	∓(ξ) = 1

2

√
− 1

ρ
×

(
3 exp(ξ) − 2

3 exp(ξ) + 2

)
. (34)

Using Eq. (34), the exponential function solution is
found for system (1) as follows:

ψ∓
1,2(x, y, t) = 1

2

√
− 1

ρ
×

(
3 exp(x + y + ct) − 2

3 exp(x + y + ct) + 2

)

× exp(i(±
∓1 +

√
1 + 4b2b3 − 2b22

2b2
x + b2y + b3t)),

(35)

ϕ∓
1,2(x, y, t) = 2ρ(b2 ±

∓1 +
√
1 + 4b2b3 − 2b22

2b2
)

×
[
1

2

√
− 1

ρ
×

(
3 exp(x + y + ct) − 2

3 exp(x + y + ct) + 2

)]2

, (36)

τ∓
1,2(x, y, t) = 2ρ

×
[
1

2

√
− 1

ρ
×

(
3 exp(x + y + ct) − 2

3 exp(x + y + ct) + 2

)]2

. (37)

Class 2
When we pick [ς1, ς2, ς3, ς4] = [1,−1, 2i, 0] and

[j1, j2, j3, j4] = [i,−i, 1, 0] in Eq. (9), we attain
�(ξ) = sin(ξ)

exp(ξ)
. (38)

Using package programs, we solve algebraic equa-
tions to acquire parameter values; the set of answers
that arise can be provided as:

Type 2.1

b1 = ±
±2 +

√
4 + b2b3 + 2b22

b2
,

k0 = k1 = ±
√

− 1

ρ
, l1 = 0.

By plugging these values into Eq. (28), we yield

	±(ξ) =
√

− 1

ρ
× cot (ξ) . (39)

By using Eq. (39), we reach the following singular
periodic optical soliton solution for system (1)

ψ±
2,1(x, y, t) =

√
− 1

ρ
× cot (x + y + ct)

× exp

⎛
⎝i

⎛
⎝±

±2 +
√
4 + b2b3 + 2b22

b2
x + b2y + b3t

⎞
⎠

⎞
⎠ ,

(40)

ϕ±
2,1(x, y, t) = 2ρ

⎛
⎝b2 ±

±2 +
√
4 + b2b3 + 2b22

b2

⎞
⎠

×
[√

− 1

ρ
× cot (x + y + ct)

]2

, (41)

τ±
2,1(x, y, t) = 2ρ ×

[√
− 1

ρ
× cot (x + y + ct)

]2

. (42)

Type 2.2

b1 = ±
±2 +

√
4 + b2b3 + 2b22

b2
,

k0 = ±
√

− 1

ρ
, k1 = 0, l1 = ±2

√
− 1

ρ
.
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By plugging these values into Eq. (28), we yield

	±(ξ) =
√

− 1

ρ
×

(
cos (ξ) + sin (ξ)

cos (ξ) − sin (ξ)

)
. (43)

By using Eq. (43), the combo trigonometric soliton
solution is obtained for system (1) as follows:

ψ±
2,2(x, y, t)

=
√

− 1

ρ
×

(
cos (x + y + ct) + sin (x + y + ct)

cos (x + y + ct) − sin (x + y + ct)

)

× exp(i(±
±2 +

√
4 + b2b3 + 2b22

b2
x + b2y + b3t)),

(44)

ϕ±
2,2(x, y, t) = 2ρ(b2 ±

±2 +
√
4 + b2b3 + 2b22

b2
)

×
[√

− 1

ρ
×

(
cos (x + y + ct) + sin (x + y + ct)

cos (x + y + ct) − sin (x + y + ct)

)]2

,

(45)
τ±
2,2(x, y, t) = 2ρ

×
[√

− 1

ρ
×

(
cos (x + y + ct) + sin (x + y + ct)

cos (x + y + ct) − sin (x + y + ct)

)]2

.

(46)

Class 3
For [ς1, ς2, ς3, ς4] = [1,−1, 2, 0] and [j1, j2, j3,

j4] = [1,−1,−1, 0] in Eq. (9) provides
�(ξ) = sinh(ξ)

exp(−ξ)
. (47)

Proceeding as the outline of nGERFM, we achieve

b1 = ±
∓2 +

√
4 + b2b3 − 2b22

b2
,

k0 = k1 = ±
√

− 1

ρ
, l1 = 0.

By plugging these values into Eq. (28), we yield

	∓(ξ) =
√

− 1

ρ
× tanh (ξ) . (48)

By using Eq. (48), we obtain the following shock
wave solution for system (1)

ψ∓
3 (x, y, t) =

√
− 1

ρ
× tanh (x + y + ct)

× exp

⎛
⎝i

⎛
⎝±

∓2 +
√
4 + b2b3 − 2b22

b2
x + b2y + b3t

⎞
⎠

⎞
⎠ ,

(49)

ϕ∓
3 (x, y, t) = 2ρ

⎛
⎝b2 ±

∓2 +
√
4 + b2b3 − 2b22

b2

⎞
⎠

×
[√

− 1

ρ
× tanh (x + y + ct)

]2

, (50)

τ∓
3 (x, y, t) = 2ρ ×

[√
− 1

ρ
× tanh (x + y + ct)

]2

. (51)

Class 4
In Eq. (9), picking [ς1, ς2, ς3, ς4] = [2, 0, 1, 1] and

[j1, j2, j3, j4] = [1, 0, i,−i] produces
�(ξ) = exp(ξ)

cos(ξ)
. (52)

We also arrive at

Type 4.1

b1 = ±
±2 +

√
4 + b2b3 + 2b22

b2
,

k0 = ∓
√

− 1

ρ
, k1 = ±

√
− 1

ρ
, l1 = 0.

Combining these results with Eq. (28) generates

	±(ξ) =
√

− 1

ρ
× tan (ξ) . (53)

As anoutcome,weuncover that the singular periodic
solution may be characterized as:

ψ±
4,1(x, y, t) =

√
− 1

ρ
× tan (x + y + ct)

× exp

⎛
⎝i

⎛
⎝±

±2 +
√
4 + b2b3 + 2b22

b2
x + b2y + b3t

⎞
⎠

⎞
⎠ ,

(54)

ϕ±
4,1(x, y, t) = 2ρ

⎛
⎝b2 ±

±2 +
√
4 + b2b3 + 2b22

b2

⎞
⎠

×
[√

− 1

ρ
× tan (x + y + ct)

]2

, (55)

τ±
4,1(x, y, t) = 2ρ ×

[√
− 1

ρ
× tan (x + y + ct)

]2

. (56)

Type 4.2

b1 = ±
±2 +

√
4 + b2b3 + 2b22

b2
,
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k0 = ±
√

− 1

ρ
, k1 = 0, l1 = ∓2

√
− 1

ρ
.

Combining these results with Eq. (28) produces

	±(ξ) =
√

− 1

ρ
×

(
2 cos (ξ) sin (ξ) − 1

2 cos (ξ)2 − 1

)
. (57)

As a result, the combo trigonometric soliton solution
is obtained as follows:

ψ±
4,2(x, y, t)

=
√

− 1

ρ
×

(
2 cos (x + y + ct) sin (x + y + ct) − 1

2 cos (x + y + ct)2 − 1

)

× exp

⎛
⎝i

⎛
⎝±

±2 +
√
4 + b2b3 + 2b22

b2
x + b2y + b3t

⎞
⎠

⎞
⎠ ,

(58)

ϕ±
4,2(x, y, t) = 2ρ

⎛
⎝b2 ±

±2 +
√
4 + b2b3 + 2b22

b2

⎞
⎠

×
[√

− 1

ρ
×

(
2 cos (x + y + ct) sin (x + y + ct) − 1

2 cos (x + y + ct)2 − 1

)]2

,

(59)
τ±
4,2(x, y, t) = 2ρ

×
[√

− 1

ρ
×

(
2 cos (x + y + ct) sin (x + y + ct) − 1

2 cos (x + y + ct)2 − 1

)]2

.

(60)

Class 5
In Eq. (9), considering [ς1, ς2, ς3, ς4] = [2, 0, 1, 1]

and [j1, j2, j3, j4] = [0, 0, 1,−1] create

�(ξ) = 1

cosh(ξ)
. (61)

We accomplish

Type 5.1

b1 = ±
∓2 +

√
4 + b2b3 − 2b22

b2
,

k0 = k1 = 0, l1 = ±
√

− 1

ρ
.

By plugging the values of k0, k1, l1 into Eq. (28), we
gain

	∓(ξ) =
√

− 1

ρ
× coth (ξ) . (62)

Hence, we uncover the singular soliton solutions can
be derived as:

ψ∓
5,1(x, y, t) =

√
− 1

ρ
× coth (x + y + ct)

× exp

⎛
⎝i

⎛
⎝±

∓2 +
√
4 + b2b3 − 2b22

b2
x + b2y + b3t

⎞
⎠

⎞
⎠ ,

(63)

ϕ∓
5,1(x, y, t) = 2ρ

⎛
⎝b2 ±

∓2 +
√
4 + b2b3 − 2b22

b2

⎞
⎠

×
[√

− 1

ρ
× coth (x + y + ct)

]2

, (64)

τ∓
5,1(x, y, t) = 2ρ ×

[√
− 1

ρ
× coth (x + y + ct)

]2

. (65)

Type 5.2

b1 = ±
∓8 +

√
64 + b2b3 − 8b22

b2
,

k0 = 0, k1 = l1 = ±
√

− 1

ρ
.

Thus, concerning these solutions and Eq. (28), it is
likely to reach the subsequent outcome

	∓(ξ) =
√

− 1

ρ
×

(
2 cosh (ξ)2 − 1

cosh (ξ) sinh(ξ)

)
. (66)

The hyperbolic solution inmixed formmaybe stated
as follows:

ψ∓
5,2(x, y, t)

=
√

− 1

ρ
×

(
2 cosh (x + y + ct)2 − 1

cosh (x + y + ct) sinh(x + y + ct)

)

× exp

⎛
⎝i

⎛
⎝±

∓8 +
√
64 + b2b3 − 8b22

b2
x + b2y + b3t

⎞
⎠

⎞
⎠ ,

(67)

ϕ∓
5,2(x, y, t) = 2ρ

⎛
⎝b2 ±

∓8 +
√
64 + b2b3 − 8b22

b2

⎞
⎠

×
[√

− 1

ρ
×

(
2 cosh (x + y + ct)2 − 1

cosh (x + y + ct) sinh(x + y + ct)

)]2

,

(68)
τ∓
5,2(x, y, t) = 2ρ
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×
[√

− 1

ρ
×

(
2 cosh (x + y + ct)2 − 1

cosh (x + y + ct) sinh(x + y + ct)

)]2

.

(69)

Class 6
As long as, and if it is taken into account in Eq. (9),

[ς1, ς2, ς3, ς4] = [2, 0, 1, 1] and [j1, j2, j3, j4] =
[−2, 0, 1,−1] generates
�(ξ) = exp(−2ξ)

cosh(ξ)
. (70)

Type 6.1

b1 = ±
∓2 +

√
4 + b2b3 − 2b22

b2
,

k0 = ∓ 2

ρ
√

− 1
ρ

, k1 = ±
√

− 1

ρ
, l1 = 0.

By entering the values of k0, k1, l1 into Eq. (28), one
obtains

	±(ξ) = 1

ρ
√

− 1
ρ

× tanh(ξ). (71)

By using Eq. (71), we recovered the following shock
wave solutions

ψ±
6,1(x, y, t) = 1

ρ
√

− 1
ρ

× tanh(x + y + ct)

× exp

⎛
⎝i

⎛
⎝±

∓2 +
√
4 + b2b3 − 2b22

b2
x + b2y + b3t

⎞
⎠

⎞
⎠ ,

(72)

ϕ±
6,1(x, y, t) = 2ρ

⎛
⎝b2 ±

∓2 +
√
4 + b2b3 − 2b22

b2

⎞
⎠

×
⎡
⎣ 1

ρ
√

− 1
ρ

× tanh(x + y + ct)

⎤
⎦
2

, (73)

τ±
6,1(x, y, t) = 2ρ

×
⎡
⎣ 1

ρ
√

− 1
ρ

× tanh(x + y + ct)

⎤
⎦
2

. (74)

Type 6.2

b1 = ±
∓2 +

√
4 + b2b3 − 2b22

b2
,

k0 = ±2

√
− 1

ρ
, k1 = 0, l1 = ±3

√
− 1

ρ
.

By entering the values of k0, k1, l1 into Eq. (28), one
obtains

	±(ξ) =
√

− 1

ρ
×

(
2 sinh(ξ) + cosh(ξ)

2 cosh(ξ) + sinh(ξ)

)
. (75)

By using Eq. (75), we reach the combo soliton solu-
tion

ψ±
6,2(x, y, t)

=
√

− 1

ρ
×

(
2 sinh(x + y + ct) + cosh(x + y + ct)

2 cosh(x + y + ct) + sinh(x + y + ct)

)

× exp

⎛
⎝i

⎛
⎝±

∓2 +
√
4 + b2b3 − 2b22

b2
x + b2y + b3t

⎞
⎠

⎞
⎠ ,

(76)

ϕ±
6,2(x, y, t) = 2ρ

⎛
⎝b2 ±

∓2 +
√
4 + b2b3 − 2b22

b2

⎞
⎠

×
[√

− 1

ρ
×

(
cosh(x + y + ct) + 2 sinh(x + y + ct)

2 cosh(x + y + ct) + sinh(x + y + ct)

)]2

,

(77)
τ±
6,2(x, y, t) = 2ρ

×
[√

− 1

ρ
×

(
cosh(x + y + ct) + 2 sinh(x + y + ct)

2 cosh(x + y + ct) + sinh(x + y + ct)

)]2

.

(78)

Class 7
If we take [ς1, ς2, ς3, ς4] = [1, 1, 2, 0] and [j1, j2,

j3, j4] = [i,−i, 0, 0] in Eq. (9) offers
�(ξ) = cos(ξ). (79)

We have,

b1 = ±
∓4 +

√
16 + b2b3 − 4b22

b2
,

k0 = 0, k1 = l1 = ±
√

− 1

ρ
.

If these outcomes are taken into account along with
Eq. (28), the next result is got

	∓(ξ) =
√

− 1

ρ
× 1

cos (ξ) sin(ξ)
. (80)

Thus, we have the following periodic solution

ψ∓
7 (x, y, t) =

√
− 1

ρ

× 1

cos (x + y + ct) sin(x + y + ct)
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× exp

⎛
⎝i

⎛
⎝±

∓4 +
√
16 + b2b3 − 4b22

b2
x + b2y + b3t

⎞
⎠

⎞
⎠ ,

(81)

ϕ∓
7 (x, y, t) = 2ρ

⎛
⎝b2 ±

∓4 +
√
16 + b2b3 − 4b22

b2

⎞
⎠

×
[√

− 1

ρ
× 1

sin(x + y + ct) cos (x + y + ct)

]2

, (82)

τ∓
7 (x, y, t) = 2ρ

×
[√

− 1

ρ
× 1

sin(x + y + ct) cos (x + y + ct)

]2

. (83)

5 Qualitative analysis

This section provides a thorough examination of the
governing equation’s bifurcation analysis, sensitivity
analysis, quasi-periodic and chaotic behaviors, and
multistability analysis.

5.1 Bifurcation analysis

Depending on the equilibrium points, phase pictures of
dynamical systems can undergo considerable changes.
The phase image of a dynamical system implies a wave
solution for the underlying nonlinear equation for each
orbit. The study of nonlinear dynamics relies heavily
on the bifurcation theory of planar dynamical systems
(PDSs) [35–39].

Equation (27) defined as:

	′′ +
(
b3 − b21b2

)

(2b1 + b2)
	 + 2ρ	3 = 0.

Let’s modify the above equation tomake things sim-
pler

	′′ + �1	
3 + �2	 = 0, (84)

in which 2ρ = �1, and
(
b3−b21b2

)
(2b1+b2)

= �2.

Denote	′ = T in Eq. (84) to obtain the PDS, which
is as follows:{

d	
dξ

= T,

dT
dξ

= −�1	
3 − �2	.

(85)

The roots of −�1	
3 − �2	 are the equilibrium

points (EPs) on the axis T = 0 that correspond to the
PDS (85). The obtained result is

g(	) = −�1	
3 − �2	. (86)

Consequently, the aforementioned system (85) has
unique EP ϒ1 = (0, 0) if �1�2 > 0 also �1�2 < 0
then, (85) contains these EPs: ϒ1 = (0, 0), ϒ2 =(√

−�2
�1

, 0
)

, and ϒ3 =
(
−

√
−�2

�1
, 0

)
.

Let W (	, T ) represent the linearized system’s coef-
ficient matrix at EP (	, T ). This matrix is referred to
as the system’s ”Jacobian” matrix. The determinant of
the Jacobian matrix, denoted by PDS (85), is expressed
as:

det[J (	, T )] = 3�1	
2 + �2, (87)

in which (	, 0) is system’s EP for (85). Based on the
bifurcation theory, if det[J (	, 0)] = 0, the EP of PDS
(85) is a cusp point, if det[J (	, 0)] < 0 the EP of (85)
is a saddle point, and if det[J (	, 0)] > 0 the EP of
(85) is a center point along the Poincare index of the
EP is zero. The bifurcation of the PDS depending on
the parameters �1, and �2.

When we consider�1 > 0, �2 > 0 then, the center
point of (85) is EP ϒ1 = (0, 0), since det[J (	, T )] >

0 in (87). If we choose �1 > 0, �2 < 0 then, (85) has

three EPs: ϒ1 = (0, 0), ϒ2 =
(√

−�2
�1

, 0
)

, and ϒ3 =(
−

√
−�2

�1
, 0

)
. Because of this, the Jacobi matrix’s

determinant for ϒ1 = (0, 0) is negative, suggesting
that this point is the saddle. Moreover, this indicates

that ϒ2 =
(√

−�2
�1

, 0
)

, and ϒ3 =
(
−

√
−�2

�1
, 0

)
are

center points because they are both positive. When we
take �1 < 0, �2 > 0 then, (85) has three EPs: ϒ1 =
(0, 0), ϒ2 =

(√
−�2

�1
, 0

)
, and ϒ3 =

(
−

√
−�2

�1
, 0

)
.

Because of this, the center of ϒ1 = (0, 0) is indicated
by the positive determinant of the Jacobi matrix. Addi-

tionally, ϒ2 =
(√

−�2
�1

, 0
)

, ϒ3 =
(
−

√
−�2

�1
, 0

)

have negative Jacobi matrix determinants, suggesting
that they are saddle. If we regard�1 < 0, �2 < 0 then,
ϒ1 = (0, 0) is the only EP for (85), and it is classified
as a saddle point due to the negative determinant of the
Jacobi matrix in (87).

5.2 Sensitivity analysis

In this subsection, we operate the Runge–Kutta method
to scrutinize the sensitivity of the dynamical system
described by PDS (85) [40]. The PDS (85) is chosen
for investigation in this subsection utilizing sensitiv-
ity inspections. Keeping the parameters as they are
in Figs. 2, 3, 4 and 5, respectively, yields four non-
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Fig. 1 Phase portraits for the system (85)

identical initial values. It may be shown that the PDS
(85) exhibits a quasi-periodic pattern under the ini-
tial tested circumstances. It is evident from the figures
that evenminor modifications to the starting conditions
result in significant shifts in the system’s behavior. A
comprehensive analysis of these graphical representa-
tions unmistakably reveals that evenminor adjustments

in the initial conditions yield significant disparities in
the overall dynamics exhibited by the system. This phe-
nomenon underscores the system’s inherent sensitivity
to its initial state, where even slight deviations can trig-
ger substantial divergences in the subsequent trajectory
and behavior.
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Fig. 2 Plot of the
sensitivity of the dynamical
structure (85) for
(	(0), T (0)) = (0.6, 0.0)
in the red hue,
(	(0), T (0)) = (0.5, 0.0)
in the green hue, for
�1 = −1, �2 = 1 when
b1 = 2, b2 = −2, b3 = −6,
ρ = 1

2 , and stepsize= 0.05

Fig. 3 Plot of the
sensitivity of the dynamical
structure (85) for
(	(0), T (0)) = (0.61, 0.0)
in the red hue,
(	(0), T (0)) = (0.51, 0.0)
in the green hue, for
�1 = −1, �2 = 1 when
b1 = 2, b2 = −2, b3 = −6,
ρ = 1

2 , and stepsize= 0.05

Fig. 4 Plot of the
sensitivity of the dynamical
structure (85) for
(	(0), T (0)) =
(0.061, 0.0) in the red hue,
(	(0), T (0)) =
(0.051, 0.0) in the green
hue, for �1 = −1, �2 = 1
when b1 = 2, b2 = −2,
b3 = −6, ρ = 1

2 , and
stepsize= 0.05
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Fig. 5 Plot of the
sensitivity of the dynamical
structure (85) for
(	(0), T (0)) = (0.6, 0.0)
in the red hue,
(	(0), T (0)) = (0.7, 0.0)
in the green hue, for
�1 = −1, �2 = 1 when
b1 = 2, b2 = −2, b3 = −6,
ρ = 1

2 , and stepsize= 0.05

Fig. 6 The nonlinear dynamical system for �1 = 1.5, �2 = 0.1, ε = 5.1, and � = 1.28 with the initial condition (	(0), T (0)) =
(0.20, 0.15) is shown, when b1 = 1, b2 = 8, b3 = 9, ρ = 3/4
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Fig. 7 The nonlinear dynamical system for �1 = 1.5, �2 = 0.1, ε = 5.3, and � = 1.28 with the initial condition (	(0), T (0)) =
(0.20, 0.15) is shown

5.3 Quasi periodic and chaotic behaviors

By introducing the perturbation term �, formulation
(85) may be interpreted into the perturbed dynamical
system (pDS) � sin(εξ) :
{

d	
dξ

= T,

dT
dξ

= −�1	
3 − �2	 + � sin(εξ)

(88)

where � and ε represent the magnitude and frequency
of the external force exerted on the system (88). In this
analysis, we will investigate how the factors � and ε

of the perturbation term effect the pDS (85). For this
reason, we will fix all other physical parameters of the
(88) and then observe the effects of � and ε.

5.4 Multistability analysis

This subsection handles the multistability of a system
like (88) for the perturbed term. To explore a dynami-
cal system’s tendency toward multistability (88), mul-
tistability [40–42] is the concurrent combination of
numerous, even massive, solutions for a given range of
physical variables and variable beginning values. For
�1 = 0.5, �2 = 0.1 (b1 = 1, b2 = 8, b3 = 9, and
ρ = 1/4), � = 8.1, ε = 8.923, and stepsize= 0.1
two distinct phase portrait types can be created for
the beginning conditions (	, T ) = (1.8, 1.25) and
(	, T ) = (0.20, 0.15), which represents the hues
red and black. A quasi-periodic style is detected in
the beginning value (1.8, 1.25) by the tested system,
although the periodic style indicated a similar number
of variables with the initial condition (0.20, 0.15).
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Fig. 8 The nonlinear dynamical system for �1 = 1.5, �2 = 0.1, ε = 5.8, and � = 1.28 with the initial condition (	(0), T (0)) =
(0.20, 0.15) is shown

6 Comparisons

This section compares the results of this investiga-
tion with other studies that were acquired using dif-
ferent analytical techniques and published in the lit-
erature. The purpose of this comparative analysis is
to draw attention to the distinctive features and novel
contributions of the present study. In [28], the (2+1)-
dimensional cmKdV system was studied by using the
Darboux transformation to find soliton solutions. In
[43], the author uncovered analytical solutions, includ-
ing dark solitons, bright solitons, and periodic waves
by using the the improved Sardar equationmethod. Our
work synthesizes this research to apply the more effec-
tive technique, namely the nGERFM. Thus, by imple-
menting the above methodology, we give novel soli-
ton solutions, such as exponential function solutions,
singular periodic wave solutions, combo trigonometric

solutions, shock wave solutions, singular soliton solu-
tions, and hyperbolic solutions in mixed form. Further-
more, the examination of bifurcation in themodel men-
tioned above is explored, a crucial aspect in the study of
dynamical systems. Chaos theory and bifurcation the-
ory are essential instruments for comprehending intri-
cate systems and are widely applicable in various sci-
entific fields. This assessment plays a significant role
in elucidating the resilience and enduring dynamics of
solitons in diverse physical systems.

It becomes clear that several of the conclusions in
this study, which were attained by carefully choosing
the parameters, are consistent with findings from ear-
lier research. It is important to remember that, despite
possible similarities, the original expressions of these
results are not the same as ours. Despite an extensive
search of relevant publications, no solution identical to
the one revealed in this work could be found. Because
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Fig. 9 The nonlinear dynamical system for �1 = 1.5, �2 = 0.1, ε = 5.1, and � = 4.18 with the initial condition (	(0), T (0)) =
(0.20, 0.15) is shown

they do not seem to have been published before, it is
notable that the remaining results we have obtained
are new and inventive. The results presented in this
research were obtained by applying the nGERFM. On
the other hand, the retrieved results differ from the pre-
vious ones obtained by [33] as well.

7 Graphical explanation

This section showcases graphical representations of
the obtained solutions. 3D, contour and density plots
were created for some solutions obtained using the
nGERFM. These graphs were generated using the
Mathematica program by taking the absolute value of
the obtained solutions. By using the Maple program,
graphs for bifurcation analysis, sensitivity analysis,
quasi-periodic and chaotic behaviors, and multistabil-
ity analysis are also included.

For Fig. 1a shows the phase portrait for �1 = 1,
�2 = 1 (�1 > 0, �2 > 0) when b1 = 2, b2 = −2,
b3 = −6, ρ = 1

2 .

For Fig. 1b depicts the phase graph for �1 = 1,
�2 = −1 (�1 > 0,�2 < 0) when b1 = 2, b2 = −2,
b3 = −10, ρ = 1

2 .
ForFig. 1c illustrates the phasepicture for�1 = −1,

�2 = 1 (�1 < 0,�2 > 0) when b1 = 2, b2 = −2,
b3 = −6, ρ = − 1

2 .
For Fig. 1d demonstrates the phase image for �1 =

−1, �2 = −1 (�1 < 0,�2 < 0) when b1 = 2, b2 =
−2, b3 = −10, ρ = − 1

2 .
In our simulations for Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11

and 12, we observe a variety of intricate and anomalous
phenomena within natural systems. Upon examination
of the graphical representations, it becomes evident that
evenminor alterations in initial conditions yield signifi-
cant disruptions within the system, leading to the emer-
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Fig. 10 The nonlinear dynamical system for �1 = 1.5, �2 = 0.1, ε = 5.1, and � = 4.38 with the initial condition (	(0), T (0)) =
(0.20, 0.15) is shown

gence of novel and peculiar behaviors. These observa-
tions underscore the profound impact of slight modifi-
cations in the initial state, revealing a pronounced sen-
sitivity of the system under scrutiny to its initial param-
eters. It is within the dynamic interplay between order
and disorder that we witness the genesis of innovative
phenomena, where minute perturbations can precipi-
tate divergent outcomes on a grand scale. As we probe
deeper into the realm of chaos, we encounter elusive
attractors and fractal structures, which provide tanta-
lizing glimpses of underlying stability amidst apparent
randomness. The exploration of chaotic systems poses
formidable challenges to conventional notions of pre-
dictability, necessitating the utilization of sophisticated
mathematical methodologies to elucidate discernible
patterns amidst the apparent disorder while embracing
the enigmatic essence of these intricately intertwined
systems (Figs. 13, 14, 15, 16, 17).

8 Conclusion

This paper considered the (2+1) dimensional cmKdV
system. The cmKdV is a complex extension of thewell-
known Korteweg–de Vries (KdV) equation, which
describes the propagation of long waves in shallow
water.

To begin with, we regarded the nGERFM. Thanks
to the nGERFM, we obtained various types of soli-
ton solutions, such as exponential function solutions,
singular periodic wave solutions, combo trigonomet-
ric solutions, shock wave solutions, singular soliton
solutions, and hyperbolic solutions in mixed form. Pre-
dicted arrangements for solutions are established from
the outset, which is one of these methodologies’ major
advantages. To visualize the graphical representation of
the acquired soliton solutions, 3D, density, and contour
curveswere plotted by choosing suitable parameter val-
ues via Mathematica. The approach used is clear and
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Fig. 11 The nonlinear dynamical system for �1 = 1.5, �2 = 0.1, ε = 5.1, and � = 4.58 with the initial condition (	(0), T (0)) =
(0.20, 0.15) is shown

Fig. 12 Multistability of the dynamical system for (	, T ) = (1.8, 1.25) in red hue, and (	, T ) = (0.20, 0.15) in a black hue
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Fig. 13 The 3D, contour, and density plots for the solution
∣∣ψ1,1(x, y, t)

∣∣ in (31) when b1 = 1, b2 = 2, b3 = 4, ρ = 2, c = 11/2,
and y = 1

Fig. 14 The 3D, contour, and density plots for the solution |ψ3(x, y, t)| in (49) when b1 = −2, b2 = 1, b3 = −2, ρ = 2, c = 2, and
y = 1

Fig. 15 The 3D, contour, and density plots for the solution
∣∣ψ5,1(x, y, t)

∣∣ in (67) when b1 = 1, b2 = 1, b3 = 25, ρ = 2, c = 11, and
y = 1

methodical, enabling interested individuals to apply it
immediately to solve their NLPDEs. The results of this
study suggest that the proposed method is promising
for exploring various soliton solutions of nonlinear
equations in optical physics. Secondly, similar two-
dimensional PDSs were developed, and the equilib-

rium points of the system were determined through
the application of bifurcation theory. Examination was
conducted on the periodic, quasi-periodic, and chaotic
responses of traveling waves under the influence of an
external periodic disturbance. As the intensity of the
periodic disturbance increases, the perturbed system
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Fig. 16 The 3D, contour, and density plots for the solution
∣∣ϕ6,1(x, y, t)

∣∣ in (73) when b1 = −2, b2 = 1, b3 = −2, ρ = 2, c = 2,
and y = 1

Fig. 17 The 3D, contour, and density plots for the solution |τ7(x, y, t)| in (83) when b1 = 1, b2 = 1, b3 = 3, ρ = 2, c = 7, and
y = 1

exhibits a transition to quasi-periodic behavior, lead-
ing to chaos. The occurrence of quasi-periodic and
chaotic movements was documented in the presence
of an external perturbation term, with sensitivity anal-
ysis employed to validate the findings. Graphs were
drawn using the Maple program.

The soliton solutions we obtain are new and unique
for the (2+1)-dimensional cmKdV system. Also, com-
pared to many other works, our findings contain a more
comprehensive range of functions, including trigono-
metric, hyperbolic, exponential, etc. Moreover, these
accepted solutions will apply to studying analytically
NLPDEs in mathematical physics, plasma physics,
applied sciences, non-linear dynamics, and engineer-
ing. In the future, we could explore the stability and
long-term behavior of the identified solitary wave solu-
tions in more detail. Additionally, examining how dif-
ferent parameters affect the system dynamics may help
us discover more interesting phenomena.WithMaple’s

assistance, we double-checked the results by substitut-
ing them back into the original formula.
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