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Abstract Physics-informed neural networks (PINNs)
are an emerging method for solving partial differential
equations (PDEs) and have been widely applied in the
field of scientific computing. In this paper, we introduce
a novel adaptive PINN model for solving PDEs. The
model draws on the idea of traditional adaptive meth-
ods and incorporates the adaptive collocation point
movement method into the PINNs model. It can use
residual information from the PDE or characteristics
of the solution function itself to guide the movement of
collocation points, giving an appropriate distribution
of collocation points for specific problems, improv-
ing the predictive accuracy of the model, and avoid-
ing overfitting. Additionally, the model introduces an
adaptive loss weighting strategy, which updates adap-
tive weights continuously by minimizing negative log-
likelihood estimation to achieve adaptive weighting of
the loss function, thereby improving the convergence
rate and accuracy of the model. Finally, we conduct
extensive experiments, including the one-dimensional
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Poisson equation, two-dimensional Poisson equation,
Burgers equation, Klein—-Gordon equation, Helmholtz
equation, and Lid-Driven problem, to demonstrate the
effectiveness and accuracy of the proposed model. The
experimental results show that the model can signifi-
cantly improve predictive accuracy and generalization
ability. The data and code can be found at https://github.
com/hsbhc/ AMAW-PINN.

Keywords Physics-informed neural networks -
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1 Introduction

PDEs [1,2] are an important mathematical tool for
describing a variety of physical and engineering phe-
nomena, including heat conduction, sound waves, elec-
tromagnetic waves, and fluid flow [3,4]. The applica-
tions of PDEs are extensive in natural and engineer-
ing sciences, involving numerous practical problems in
weather forecasting, astrophysics [5, 6], fluid dynamics
[7,8], chemical reactions, and materials science, among
others [9]. However, since analytical solutions of PDEs
are usually only obtainable in special cases, numerical
methods have become the primary approach for solv-
ing PDEs. Traditional numerical methods have strict
theoretical foundations, high accuracy, and reliability
[10-12]. Nonetheless, these methods can be computa-
tionally expensive and typically require specific treat-
ment for dealing with complex problems.
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In recent years, deep neural networks (DNNs) [13]
have become a focal point of research across nearly all
scientific and engineering domains, exhibiting remark-
able capabilities for tackling a variety of challenging
problems. In fields such as image recognition [14],
natural language processing [15], speech recognition
[16], medical image diagnosis [17], and cancer dis-
covery [18,19], DNNs have achieved substantial suc-
cess. In the field of scientific computing, DNNs also
have shown great potential in solving both forward and
inverse problems of PDEs [20,21]. Many researchers
have investigated methods for solving PDEs based
on deep neural networks, such as the deep Galerkin
method (DGM) [22], physics-informed neural net-
works (PINN5s) [23], auxiliary physics-informed neural
networks (A-PINN) [24], gradient-enhanced physics-
informed neural networks (gPINNs) [25], the Deep-
ONet operator learning framework [26,27], and the
PDE-Net framework [28]. As a result, DNNs have
emerged as important tools for solving mathematical
and physical equations as well as various engineering
problems.

PINNs suggested by Raissi et al. [23] as a repre-
sentative model have been proven to be a flexible and
effective approach. In PINNs, the governing equation
of PDE is encoded as a loss function that is integrated
into the neural network architecture. By optimizing
this loss function, the governing equations are satis-
fied after training the neural network, thereby enforcing
the physical constraints of the problem. This approach
provides a flexible and computationally efficient way
to incorporate prior knowledge about physics into the
neural network training process, allowing for accurate
and robust solutions to be obtained for a wide range of
PDE problems. PINNs and their variants [29-35] have
achieved promising results in solving both forward and
inverse PDE problems, including Navier—Stokes equa-
tions [36], fractional PDEs [37], differential-integral
equations [24], stochastic differential equations [38],
high-dimensional PDEs [39], and more. Moreover,
PINNs have been applied to a range of engineering
problems and achieved significant results, including
fluid simulation [40], materials [41], thermal simula-
tion [42], medical applications [43], and geological sur-
veying [44], among others [45,46].

Despite their remarkable success, PINNs still face
challenges in solving complex problems. Therefore,
further refinement and targeted improvements are nec-
essary to enhance their adaptability to specific prob-
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lems, accuracy, computational efficiency, and gener-
alization capabilities [47]. Continuous refinement and
optimization can lead to significant improvements in
the performance of PINNs and enable them to play a
more important role in a wider range of scientific and
engineering applications. Recently, researchers have
found that when the number of collection points is
insufficient, the loss function of PINNs may become
an under-constrained optimization problem, resulting
in training errors that approach zero but the solution
differs significantly from the true solution [48]. To
address this issue, the researchers proposed a novel
coupled-automatic-numerical differentiation method
(CAN-PINN), which combines automatic differentia-
tion and numerical differentiation techniques to accu-
rately solve the problem even with an insufficient num-
ber of collection points. It is worth noting that the col-
lection points in the PINNs model resemble the grid
points in traditional numerical methods, their positions
have an important impact on the performance of the
model [49].

Therefore, there have been efforts to develop adap-
tive methods for the distribution of collection points in
PINNS . Lu et al. [21] proposed a residual-based adap-
tive refinement (RAR) method that adds new collection
points to locations with high PDE residuals. Nabian et
al. [50] proposed a collection point resampling strat-
egy that resamples all residual points according to a
probability density function proportional to their PDE
residuals. Additionally, Wu et al. [49] conducted a com-
prehensive study on non-adaptive and residual-based
adaptive sampling in PINNs and proposed two unified
methods, residual-based adaptive distribution (RAD)
and residual-based adaptive refinement with distribu-
tion (RAR-D), which include the collection point sam-
pling strategies proposed in studies [51-55]. These
residual-based adaptive methods have improved the
performance of PINNs, especially in shock problems.
However, these methods only focus on the residuals
and overlook the inherent characteristics of the solution
function. They only attend to locations with large resid-
uals, which may lead to an excessive number of colloca-
tion points at these locations while leaving other loca-
tions with insufficient collocation points, thus affecting
the generalization capability of the model. In addition,
these methods usually require computing the residu-
als, which increases the computational and time costs.
Therefore, more efficient and accurate methods are
needed to adapt to different types of PDE problems.
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Currently, most research focuses on developing
residual-based adaptive algorithms, and there is little
attention paid to the role of solution characteristics in
guiding the distribution of collection points, such as
the gradient information of the solution. In traditional
adaptive methods [56,57], grid refinement or coarsen-
ing can be performed in corresponding regions based
on the error indicators, which can be defined by the vari-
ation of the numerical solution on the grid, the gradient
of the numerical solution [58], etc. This paper draws
inspiration from traditional adaptive mesh refinement
methods and proposes a new adaptive collection point
movement method. This method can ensure that collec-
tion points are more densely distributed in regions with
rapid changes, while being evenly distributed in smooth
regions, thereby improving the predictive accuracy of
the model, avoiding the neural network paying extreme
attention to difficult-to-fit regions, and preventing over-
fitting.

Different from previous adaptive collocation point
methods, the method proposed in this paper that divides
collocation points into fixed and movable sets. During
the adaptive process, only movable collocation points
are updated to provide a suitable distribution of the col-
location points, and without increasing the number of
collocation points. In the proposed method, in addition
to using residual information to guide collocation point
movement, we also fully consider the characteristics of
the solution itself and design a sampling method based
on gradient information. In addition, the convergence
of PINNs models can be effectively accelerated and
their accuracy can be improved by appropriately bal-
ancing different loss terms through the use of suitable
weights [59,60]. Hence, this paper integrates the adap-
tive collection point movement method with the adap-
tive loss weighting technique proposed by Kendall et al.
[61] and introduces the adaptive collection point move-
ment and adaptive loss weighting for physics-informed
neural network (AMAW-PINN) to improve the per-
formance of the model, resulting in enhanced predic-
tion accuracy, improved computational efficiency, and
increased training robustness.

The model has a wide range of extended applica-
tions for solving complex partial differential equations
and related problems in the fields of science, engineer-
ing, and applied mathematics. In particular, the model
shows significant advantages in dealing with shock
wave problems. With the model, we can obtain accu-

rate numerical solutions, which provide powerful tools
and methods for solving practical problems.

Specifically, our main contributions can be summa-
rized as follows:

e A new adaptive collection point movement method
is proposed, which can provide a suitable distribu-
tion of collection points according to the specific
problem, improving the accuracy of the model.

e The adaptive process for the collection points can
be guided by the gradient information of the solu-
tion, which is more in line with the physical char-
acteristics of the problem and has a smaller com-
putational cost.

e The utilization of adaptive loss weighting tech-
nology to balance the weight of the loss func-
tion improves prediction accuracy and convergence
rate.

The remaining parts of this paper are organized as
follows. Section 2 first reviews the principle of PINN,
then introduces in detail the proposed adaptive col-
lection point movement method and model details. In
Sect. 2.3, the principle of adaptive loss weighting tech-
nology is introduced, and it is combined with the adap-
tive collection point movement method. In Sect. 3, we
conduct a number of numerical experiments on bench-
mark problems to evaluate the efficiency and precision
of the proposed method. In Sects.4 and 5, we discuss
the advantages of this work and summarize this work.

2 Methods
2.1 The brief overview of PINNs

In this section, we give a quick introduction to PINNs,
which are used to solve nonlinear PDEs. PINNs can
infer a continuous solution function u(x, t) based on
physical equations. Consider a general nonlinear PDE:

ur +Nyul =0, xeQ,rel0,T],
ulx,0) =1(x), x € Q, (D)
u(x,t) = B(x,t), xe€dQ,te[0,T],

where x and ¢ represent the spatial and temporal coor-
dinates, respectively. u; is the time derivative term, and
Nx[]is a differential operator. The aim is to find the
solution function u(x, t) under these known conditions.
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Based on the original work of PINNs, we utilize a
neural network f(x,t; 0) to approximate the solution
function u(x, t), where 6 denotes the set of parameters
for the neural network. We can express a neural network
with an input layer, L — 1 hidden layers, and an output
layer as follows:

X! =[x, 117,

% (xl_1> =wOx=14p® 1 =1,... L.
f(x,t;@):(fLo~-~ooofl)(X0>, )

where xU is the input vector, 6 = {W(l), b(l)}lL:1 is the
collection of weights and biases in the neural network,
o denotes the composition operator, and o is the activa-
tion function. The activation function commonly used
in PINNS is the hyperbolic tangent function, denoted
as tanh (x).

Subsequently, we substitute f(x, ¢; ) into Eq. (1)
and define the residual:

9
r(x,t;0) = Ef(x,t;é') + N [f(x,150)], (3)

where the partial derivatives concerning the variables
can be effortlessly obtained utilizing automatic differ-
entiation. The loss function of the PINNs model con-
sists of multiple loss components, and its general form
is expressed as:

L©O) = 1iLi(0) + rpLp(0) + 1L (6), “4)

where A;, Ap, and XA, are the weight parameters for
the corresponding loss terms, while £;(9), L, (6), and
L, () represent the initial condition loss term, bound-
ary condition loss term, and residual loss term, respec-
tively. The specific forms of these loss terms are:

o eh0) D)

>
£00) = & 50 [ (i) — 8 (< )]
£0) = & X0 [ (e il0)]

Li(0) = 5

®)

where {x7, I (x! )};-V;l denotes the initial point data,
{ (xi, tg ), B(xl];, tl{ )}yil represents the boundary point

data, and {x], ¢/ };v;l refers to the internal collocation
points, N;, Np, N, are the respective number of data
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points. The initial point data serves to enforce the initial
condition on the neural network, while the boundary
point data is used to ensure that the neural network sat-
isfies the boundary condition. The internal collocation
points are randomly selected coordinate points from the
domain 2 to compute the residual loss, which forces
the neural network f(x,t;0) to fulfill the governing
equation. Once the training data is prepared, we can
employ gradient descent methods commonly used in
deep learning, such as Adam, SGD, or L-BFGS, to opti-
mize the neural network parameters. By minimizing the
loss function and bringing £(6) as close to zero as pos-
sible, we can consider the neural network f(x,t;6)
as an approximate solution function u(x, t) for Eq. (1)
when the loss reaches a minimum value.

2.2 Adaptive collocation point movement for PINNs

The PINNs model is highly concise and efficient, and
has been widely applied to the solution of various PDEs
with good results. However, in some cases, the solution
obtained by PINNs may not be ideal. By observing the
form of the PINNS loss function, it can be seen that the
initial and boundary conditions belong to the labeled
learning in traditional machine learning, which is a typ-
ical supervised training. Neural networks easily con-
verge in supervised learning. However, the residual loss
term has no labels, and it is a soft constraint. This soft
constraint may lead to the neural network being unable
to optimize in the right direction when there are few
collocation points or the collocation point distribution
is unreasonable [62]. On the other hand, the importance
of each region in the computational domain is differ-
ent. In some regions, the solution function is relatively
smooth, and the neural network can easily fit it; while
in other regions, the solution function has strong non-
linearity, and more points are needed in these difficult-
to-fit regions to obtain good solution results. There-
fore, when the distribution of collocation points cannot
adapt to the specific problem, PINNs cannot provide
good solutions, especially when there are few colloca-
tion points. Therefore, a reasonable strategy for select-
ing collocation points tailored to the specific problem
is crucial, and the distribution of collocation points can
be adjusted through adaptive methods to obtain better
solution results.

In traditional numerical methods, adaptive moving
mesh technology can continuously adjust the mesh



Enhancing PINNS for solving PDEs via adaptive collocation

15237

Minimize

No: Move the points

Fig. 1 AM-PINN: Adaptive collocation point movement for
PINNs. Py, is the set of fixed collocation points, which are
fixed during the model training and generated by the uniform

in regions with significant variations, refine the mesh
points during the iteration process, couple the distri-
bution of mesh points with the physical solution, and
thus improve the accuracy and resolution of the solution
without increasing the number of mesh points. In the
PINNs model framework, we do not need to consider
the issue of mesh partitioning and only need to focus
on the positions of the collocation points. Therefore,
adaptive technology can be easily introduced.

Inspired by traditional moving mesh methods, this
paper introduces adaptive moving mesh technology
into the PINNs model and proposes an iterative model
of adaptive collocation point movement PINN (AM-
PINN). This model allows the dynamic movement of
collocation points during the training process, making
the collocation points densely distributed in important
areas and uniformly distributed in regular areas, thus
finding a suitable collocation point distribution for spe-
cific problems. The AM-PINN framework is illustrated
in Fig. 1.

Specifically, we denote the initial point set as Py;,
the boundary point set as Py, , and the set of N, collo-
cation points as Py, . Thus,

. N,
Py, = {xl.if} p 6)
]:

Yes—mmm > 0*

sampling strategy. Py, is the set of movable collocation points
which can be dynamically changed during the training process

Then, the collocation points Py, are divided into two
parts, Py,, and Py, .

PN, = PNm U PNrm’ @)
where Py,, = {x{n, trjn };V;"l refers to a fixed set of collo-
cation points that remain unchanged during the model
training process. These points are generated through a
uniform sampling strategy. On the other hand, Py, =
{xim, tr]m}?/:] represents a set of movable collocation
points that gradually aggregate to the important com-
puting areas during the training process, similar to the
grid moving process in the moving mesh method (i.e.,
gradually aggregating in regions with large gradients of
the solution). By combining these two sets of colloca-
tion points, we can achieve adaptive movement of the
collocation points that participate in the training pro-
cess. We demonstrate the approach using a simple 2D
function, as shown in Fig. 2.

u(x, y) = 100e~106%+5%), (8)

The movement of movable collocation points is achieved
by resampling this set of points during the training pro-
cess, similar to the process of grid refinement or coars-
ening in the moving mesh method based on the error
estimator. Many works [21,49] have shown that adding
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collocation points with larger residuals can help the
PINN model converge quickly during the training pro-
cess. Therefore, some adaptive PINN training methods
that use the residual of collocation points as an error
estimator have been designed, such as RAR and RAD.
RAR requires constantly adding points with larger
residuals to the collocation point set, while RAD resam-
ples the collocation points across the entire domain
based on the residual distribution.

In contrast to previous approaches in adaptive col-
location point methods, this paper introduces a novel
adaptive collocation point movement. This method
divides the collocation points into two sets: fixed and
movable. Unlike traditional methods, where all collo-
cation points are updated during the adaptive process,
our approach focuses solely on updating the movable
collocation points. The proposed method not only uti-
lizes residual information to guide the movement of
collocation points but also takes into account the char-
acteristics of the solution itself. Firstly, we define Eq.
(9) as an indicator of the variation of the solution func-
tion.

=1 +aluP + B 1Vul® +y |V2ul.

€))

where «, B, and y are adjustable coefficients. This
formula includes the function value, gradient value,
and second-order derivative value, which is sufficient
to measure the variation of the solution in the local
area and is highly flexible. For most problems, the
commonly used gradient indicator is sufficient, which
means that we only need to set ¢ = 0, 8 = 1, and
y = 0. Thus,

wx) =1+ [Vux)|?. (10)

Next, we define a probability density function and
resample the movable collocation points in the compu-
tational domain based on the probability density func-
tion:

wk(x)

T W)’ (b

px) =

where k is a hyperparameter. p(x) becomes a uniform
distribution when k = 0, and as k increases, the sam-
pling points will be more concentrated in the high-
gradient areas. We still use the simple two-dimensional
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function Eq. (8) as an example to demonstrate the effect
of the parameter k on sampling, as shown in Fig.3.
Additionally, if we replace w(x) with the absolute
value of the collocation point residual |r(x)|, where
r(x) is calculated by Eq. (3), the gradient indicator
can be replaced by the residual indicator. In this paper,
the adaptive collocation point movement based on the
residual indicator is called RAM, while that based on
the gradient indicator is called WAM.

The movement of movable collocation points Py,
during model training is achieved by resampling based
on the probability density function p(x), which results
in the aggregation of collocation points in important
computational areas. Additionally, fixed collocation
points Py, ensure that collocation points are evenly
distributed in regular computational areas, prevent-
ing the model from focusing too much on difficult-
to-fit areas and ignoring smooth areas. By combining
Py, and Py, , collocation points can achieve adap-
tive movement, with uniform distribution in smooth
areas and dense distribution in difficult-to-fit areas,
thus adapting to specific problems and automatically
providing appropriate collocation point distributions to
improve model accuracy.

During the specific iterative training, we move the
collocation points Py, every certain number of train-
ing iterations. A more general approach is to use the
L-BFGS optimizer for optimization, which will auto-
matically stop training after convergence, allowing for
the movement of collocation points and the start of the
next round of training. However, the L-BFGS optimizer
is prone to falling into local minima. Therefore, in each
training round, we can first use the Adam optimizer to
optimize for a certain number of iterations to update the
parameters to appropriate initial values, and then use
the L-BFGS optimizer to converge [63]. The specific
algorithm of AM-PINN is shown in Algorithm 1. AM-
count is the number of rounds for adaptive collocation
point movement.

2.3 Adaptive loss weighting for AM-PINN

In the previous section, we introduced the AM-PINN
model in detail. In this section, to achieve automatic
weighting of the loss function, we introduce the adap-
tive loss weighting technique into AM-PINN and pro-
pose the AMAW-PINN model to further improve per-
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Fig. 2 An example of collocation points: Py, = Py,, U Pn,,, Nr = 2000, N;y = Ny = 1000
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Fig. 3 The parameter k can control the degree of concentration of sampling points, where w(x, y) = u(x, y) and k = 0.5, 1,2

Algorithm 1: Training for AM-PINN
Input: A;, Ap, Ar,Ni,Nim, RAM/WAM, AM-count.
Output: 6*

1 Initialize Pn,,, PN .PN; PN,

2fori =0,1,---, AM — count do

3 Optimize with Adam optimizer for a certain number of
iterations;

4 Train the model with L-BFGS optimizer until
convergence;

5 Calculate the probability density function p(x);

6 Move Py, according to p(x);

7 if error < € then

8 | break;

9 end

10 end

11 return 6*

formance. The model structure of AMAW-PINN is
shown in Fig.4.

The loss function of AM-PINN is the same as that
of PINNs, consisting of multiple loss terms. Many
studies have shown that the loss function of PINNs
is a multi-task loss function, and balancing the differ-
ent loss terms using appropriate weights A;, Ap, A, can
effectively accelerate the convergence of the PINNs
model and improve its accuracy [59,60]. It is essen-
tial to introduce the adaptive loss weighting technique
in the AM-PINN model. This technique eliminates the

tedious and time-consuming process of manually tun-
ing the loss weights. Moreover, when one round of
training AM-PINN converges, and the movable col-
location points Py, get updated, the distribution of
the collocation points changes, resulting in a change
of the training data used to compute the residual loss
L (0). Thus, AM-PINN requires constantly using an
adaptive loss balancing technique to determine appro-
priate weights A;, Ap, A, that can adapt to the entire
training iteration process of the AM-PINN model.

In this paper, to balance the loss of each task, we
use the multi-task learning approach described in [61].
The homoscedastic uncertainty of each task is used to
modify the weights of the loss function. Specifically,
this method updates the adaptive weights through max-
imum likelihood estimation to automatically weight the
loss of each task. We incorporate this method into the
AM-PINN model and propose AMAW-PINN. The spe-
cific adaptive weight algorithm is as follows.

First, we model the output of the neural network as
a Gaussian probability distribution:

pu|NN(x,1,0)) = Nu|NN(x,1,6),0°), (12)

where o is the noise parameter, representing the uncer-
tainty of the task. Assuming there are K tasks in total,
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No: Move the points

Yes > 0%, s*

e

e e

Minimize

Fig. 4 AMAW-PINN: Adaptive loss weighting for AM-PINN. s;, s, s, are trainable adaptive parameters

we maximize the joint probability distribution of all
tasks.

K
plur ug. .. ugINN(x,1,0)) = [ [ purINN(x. 1, 0)).
k=1
(13)

Next, we take the negative logarithm of the likelihood
function to get the negative log-likelihood as the desired

loss function.

—log p(uy, us, ..., ug|NN(x,t,0))

K
== log pu|NN(x.1,0)) (14)
k=1
K
== logN NN (x..0).0) (15)
k=1
K L+ Soga? 16
ocgzak2 k+20gak. (16)

The first term in Eq. (16) represents the weighted loss
function for each task, and the second term is a regular-
ization term that penalizes tasks with high uncertainty.
Minimizing Eq. (16) is equivalent to maximizing the
joint probability distribution of all tasks, thereby adap-
tively assigning appropriate weight coefficients to each
task to balance their loss functions. Each task corre-
sponds to an uncertainty parameter o, and if a task is

@ Springer

easy to learn with low uncertainty, it will be assigned
a higher weight, while a task with high uncertainty
will have its weight reduced. The regularization term
ensures that o does not become too large and prevents
the model from ignoring difficult tasks.

In summary, the final adaptive loss function of
AMAW-PINN based on uncertainty is given by:

1
—L,(6) +
2%2 »(0)

1

1
L@, 0) = Eﬁi(e) + 207

1

L)

+§logoi +§logab —{—zlogar, 17)

where trainable uncertainty parameters ¢ = oj, 0, 0
are added. During actual training, in order to avoid
the denominator becoming zero as much as possible
and since logo? is more stable than o2, we intro-
duce trainable adaptive parameters s = {s;, sp, S;},
where s; = log akz. Then, the adaptive loss function
of AMAW-PINN can be expressed as:

1 1
£, s) = zer)L,- ) + Ee“%)cb(e)

1
+ 3¢ TLO)

111
+ 55 + 55 + 55 (18)
o e Li ) 4+ T Ly(0) + T L, (0)
+ 8 + 5p + 5p. (19)
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We use Eq. (19) as the final loss function for AMAW-
PINN. The trainable parameters s = {s;, sp, 5} are
incorporated into the model, and they can be optimized
using gradient-based optimizers such as SGD or Adam,
and can have different learning rates(denoted as AW-Ir)
than the network parameters 6. In comparison with the
standard PINNs model, A corresponds to e %), Algo-
rithm 2 shows the training algorithm for AMAW-PINN.
Adam — iters is the number of Adam optimizations
per training round.

Algorithm 2: AMAW-PINN
Input: A;, Ap, Ar,Nm,Nim, RAM/WAM, AM-count,
Adam-iters, AW-Ir.
Output: 6*, s*
1 Initialize the adaptive weight parameters s = {s;, sp, 5, };
2 Initialize Pn,,,Pn,,Pn;,PN,;
3fori =0,1,---, AM — count do
for j =0,1,---, Adam — iter do
sj+1 < Adam L0}, 5;);
9_,‘+1 <« Adam [:(9_1‘, Sj);
end
Train the model with L-BFGS optimizer until
convergence;
9 Calculate the probability density function p(x);
10 Move Py, according to p(x);

® N u

11 if error < € then
12 | break;

13 end

14 end

15 return 6%, s*

3 Results

In this section, we consider a variety of partial dif-
ferential equations and provide a series of numerical
experiments to verify the efficacy of the proposed meth-
ods. We use standard PINN as the baseline, and name
the adaptive collocation point movement PINN as AM-
PINN (based on residual sampling referred to as RAM
and based on gradient sampling referred to as WAM).
Additionally, we name the model with the introduction
of adaptive loss weighting as AMAW-PINN (based on

residual sampling referred to as RAM-AW and based
on gradient sampling referred to as WAM-AW). In the
WAM and WAM-AW models, we use a uniform gradi-
ent indicator to compute w(x). The formula is as fol-
lows:

() = 1+ [ (e O + - + [y, (x: ) (20)

In the RAM and RAM-AW models, the formula for
calculating w(x) is as follows:

w(x) =|r(x;0) | 2y

We first study the performance of the AM-PINN model
on a one-dimensional Poisson equation. The results
show that the predictions given by the AM-PINN model
are more accurate. Then, we study the performance
of both the AM-PINN and AMAW-PINN models on
a two-dimensional Poisson equation. The experiments
not only validate the effectiveness of the AM-PINN
model but also demonstrate that the adaptive weights
can automatically balance the loss functions, improv-
ing the accuracy of the model. Next, we conduct exper-
iments on a series of benchmark examples, includ-
ing the Burgers equation, Klein—-Gordon equation, and
Helmholtz equation. Finally, we use the WAM-AW
model to solve the Navier—Stokes equation in fluid
dynamics, which serves to further validate the efficacy
of our proposed model.

The prediction accuracy is measured by the rela-
tive L2 error. To compare the performance of differ-
ent models fairly, all comparative experiments are con-
ducted under the same conditions. Key parameters such
as Adame-iters (number of Adam iterations), Adam-Ir
(Adam learning rate), LBFGS-iters (maximum num-
ber of L-BFGS iterations), AM-k (parameter k of the
probability density function p(x)), and AW-Ir (learn-
ing rate of the adaptive weight parameter s) are kept
the same across all experiments. The values are listed
in Table 1. Table 8 shows the summary of the main
symbols and notations used in this work. PyTorch is
used to implement the neural network.

\/ZiNzl [ (xi, 1) — u (xi, 1)

VI T (i )]

L2error = (22)

@ Springer



15242

J. Hou et al.

Table 1 Uniform hyperparameter values

Adam-iters Adam-Ir LBFGS-iters AM-k AW-Ir

5000 0.001 50000 1 0.001

3.1 One-dimensional Poisson equation

We first consider the one-dimensional Poisson equation
with Dirichlet boundary conditions:

w=h@), xeiQ 23)

{u” =g(x), xeQ=[-1,1]
where the boundary function 4(x) and forcing term
g(x) are known. We aim to solve for the function u(x)
in the domain x € [—1, 1] that satisfies the Poisson
equation with Dirichlet boundary conditions.

The solution to this equation is chosen as u(x) =
0.1sin(4wx) + tanh(50x), which exhibits a steep
change near x = 0. In this example, we utilize a fully
connected neural network f(x; 6) to approximate the
function u(x), which has four hidden layers and each
layer is composed of 20 neurons. Subsequently, the
residual of the PDE can be expressed as:

r(x;0) = frx(x;0) — g(x) (24)
The loss function £(0) is constructed using the equa-

tion and boundary conditions, and it consists of two
components:

L) = mpLs(©O) + 2y Ly (6) (25)
where
1 X . 12
Ly(0) = Vb;[f (5h:0) = n (x])] (26)
Lo~ LY [ ;9)]2 27)
N,

In this example, we conduct experiments using
PINN, WAM, and RAM, respectively. To better illus-
trate the positive effect of adaptive collocation point
movement on the solution accuracy, we also set up
a randomly uniform sampled Random-PINN model
by setting the probability density function parameter
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k to 0. In this experiment, all neural network struc-
tures are identical, and the weights of the loss func-
tion are set to A, = 10, A, = 1. The boundary points
{xé }yi 1» Np = 2 are the two endpoints of the com-
putational domain, and the internal collocation points
Py, are divided into two parts, Py, and Py, , where
Ny = Nm + Nim = 60, Ny = Ny = 30. The
fixed collocation points Py, are chosen as equidistant
points within the [—1, 1] interval. During the training
of PINN, we use 60 equidistant collocation points. The
training process employs the Adam optimizer with a
0.001 learning rate, and each model is optimized for
a total of 100,000 epochs. For the WAM, RAM, and
Random models, the collocation points Py,,, are moved
every 10,000 epochs. To compare the accuracy of dif-
ferent models, we sample 10,000 test points at equal
intervals within the [—1, 1] range and calculate the test
loss and the relative L2 error every 2,000 epochs.

The experimental results are shown in Figs.5 and
6. Both the standard PINN and Random-PINN cannot
accurately solve the equation. They fail to fit the true
solution in the vicinity of x = 0 where the function
has large gradients. In contrast, the RAM and WAM
methods can solve the problem well, and can obtain
accurate results even near x = 0, thanks to the fact
that they move a portion of the collocation points close
to x = 0. In addition, it can be observed from Fig.5
that after training, the residuals of the four models near
x = 0 are relatively higher compared to other regions.
Compared with PINN, the RAM and WAM models
have smaller residuals near x = 0. This fully demon-
strates that the AM-PINN can adjust the distribution of
collocation points according to specific problems, so
that the distribution of collocation points adapts to the
problem to be solved, and thereby improves the accu-
racy of solutions. Figure 6 shows the testing results of
the four models during training. The relative L2 error
and residual of the standard PINN experience a phe-
nomenon of first decreasing and then increasing, which
indicates that these collocation points cannot provide
more information for training and the model suffers
from overfitting. Since the collocation points used by
Random-PINN are randomly sampled, its relative L2
error and residual fluctuate greatly. In contrast, the AM-
PINN method has a lower testing error and test residual,
and its residual decreases more steadily.

To further demonstrate the advantages of the AM-
PINN model, we varied the number of collocation
points. Specifically, we start with 30 points and increase
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Fig. 5 The solution results of the one-dimensional Poisson equation, with a total of 60 collocation points
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Fig. 6 The changes in relative L2 error and test residual for the four models
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Table 2 The one-dimensional Poisson equation: the relative L2 error of the four methods with N, equal to 30, 50, 70, 90, and 110

N, 30 50 70 90 110
PINN 0.2213068 0.21227087 0.00694599 0.09327888 0.00613681
Random 0.2971648 0.12158904 0.02824025 0.00277377 0.00579698
RAM 0.16465099 0.01065355 0.00446645 0.00244714 0.00439695
WAM 0.05506437 0.00188192 0.00556956 0.00348987 0.00403545
—— PINN
104 4
—— Random
R 107 4 _— RAM
S S — WAM
5 3
0 1024
3 o
I I
-~ o+ 101 4
1%)
g o g
100 4
1071 4

30 40 50 60 70 80 90 100 110
N,

30 40 50 60 70 80 90 100 110
N,

Fig. 7 The test residual and the relative L2 error of the four models as the number of collocation points varies

them by 20 at each step, up to a maximum of 110
points. In each configuration, we keep the number of
fixed and movable collocation points equal, that is,
N = Ny = %Nr, while keeping other settings con-
stant. The results are presented in Table 2 and Fig.7.
The AM-PINN approach attains greater precision com-
pared to alternative models, both for RAM and WAM
cases. With the increase in collocation points, the dif-
ferences in accuracy among the four models become
smaller. From the testing residual in Fig.7, the AM-
PINN method has a smaller test residual, which indi-
cates that its results are more reliable and the model
has better generalization ability.

3.2 Two-dimensional Poisson equation

Next, let us consider the following two-dimensional
Poisson equation to further test the model proposed in
this paper:

Uy + iy = g(x,y), x,y € Q=[—1,1% 28)
u=nh(x,y)), X,y € 09,
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where g(x, y) and h(x, y) are known functions. We
assume that the solution to this problem has two peaks,
with the form given as:

Ko=x12+(=yD?] | p=kl(—22)*+(=32)°]

(29)

u(x,y)=e"

where the magnitude of k represents the steepness of
the function, and (x1, y1), (x2, y2) are the coordinates
of the two peaks. In this experiment, we choose k to
be 500, with the peak coordinates set as (0.5, 0.5) and
(—0.5, -0.5).

We employ a fully connected neural network,
denoted as f(x,y;#), to approximate u(x,y). The
residual expression for this problem is as follows:

r(x,y;0) = fix(x,y;0) + fyy(x, y;0) — g(x, y)
(30)
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Fig. 8 Two-dimensional Poisson equation: the absolute error, cross-sectional views, and distribution of movable collocation points for
PINN and AM-PINN

Following this, we formulate the loss function as fol- is defined as N, = 400, N, = 2000. Specifically, 100
lows: data points are uniformly sampled at each boundary,
resulting in a total of 400 boundary data points. Ny, and
LO) = ApLpO) + 1L, (6) (€2)) N are both chosen as 1000, with collocation points
initialized as uniformly sampled points within the com-
where putational domain. The number of iteration rounds for
| Np o RN AM-PINN is set to 10. For testing, a 256 x 256 uniform

Ly(0) = i Z [f (x}f i 9) —h (x[{ ylf)] (32) grid is used to compute the relative L2 error.
b= Figure 8 illustrates the absolute error, cross-sectional
| M o 5 views, and distribution of movable collocation points
L,6) = — Z [r(xr/ Vi 9)] (33) for PINN and AM-PINN. As seen in 8, the adaptive
Nr j=1 movement of collocation points leads to their cluster-
ing in steep regions, which reduces the error of the

In this example, the loss function weights are set as
model. In RAM, movable collocation points are more

Ap = 100, A, = 1, and the training data configuration

@ Springer



J. Hou et al.

15246
061 T
0.5 1
5 % —— PINN
.
E osl —— RAM
N WAM
0.2 4
0.14 'S
VA
\/\_‘
0.0 1 . . . . .
2 4 6 8 10

AM — count

Fig. 9 The relative L2 error of the two-dimensional Poisson
problem with the number of iterative rounds

dispersed and gather in areas with larger residuals,
while in WAM, they are more densely distributed in
regions where the function is steep and uniformly dis-
tributed in other areas. Both RAM and WAM models
achieve a good approximation of the solution function.
Additionally, Fig.9 shows the convergence curves of
AM-PINN with iterations increases. It can be observed
that both RAM and WAM converge quickly to minimal
error.

To further demonstrate the effectiveness of AM-
PINN, we conduct experiments with varying numbers
of collocation points. In these experiments, we change
the number of fixed collocation points while keeping
the number of movable collocation points constant, and
set the number of iteration rounds for AM-PINN to 5.
The experimental results are shown in Table 3, indicat-
ing that AM-PINN can achieve higher accuracy.

In previous experiments, we manually set the loss
function weights as 1, = 100, A, = 1. Now, instead of
manually setting the weights, we employ an adaptive
loss weighting method to automatically learn appro-
priate weights. According to the AMAW-PINN model,
we modify the loss function as follows:

LB, s)=e "D LO) + L 0) + 55+ 5 (34)

where s = {sp, 5,-} are both initialized as 0, which is
equivalent to setting the weights to 1 in the standard
loss function. The parameters s are optimized using the
Adam optimizer with a learning rate of AW-1r = 0.001.
The number of movable collocation points is still set
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as Ny = 1000, and experiments are conducted for
N = 500 and Ny, = 1000, respectively.

Figure 10 presents the iteration convergence curves
for both the RAM-AW and WAM-AW models. As
seen in Fig. 10, incorporating the adaptive loss weight-
ing technique into the AM-PINN model significantly
improves the accuracy of the model and convergence
speed. As shown in Fig. 11, adaptive weights gradually
change with iterations and ultimately converge. Conse-
quently, AMAW-PINN can adaptively allocate weights
to the loss terms, which enhances the solution accu-
racy of the model. Observing Fig. 11, it can be seen
that the weight of the boundary condition is signifi-
cantly larger than the weight of the internal collocation
point residual loss, which validates the effectiveness
of the adaptive loss weighting. By employing adap-
tive weighting, the model can dynamically adjust the
weights, which enables it to focus more on learning eas-
ier tasks while still addressing tasks with higher uncer-
tainty. This approach helps the model strike a balance
between all the tasks and optimize its performance.

The relative L2 error of the experiments is shown
in Table 4. The standard PINN cannot correctly solve
the problem when the loss function weights are set as
Ap = 1, A, = 1, regardless of whether Ny, = 500 or
N = 1000. However, using the adaptive collocation
point movement model can improve the accuracy by an
order of magnitude. The integration of adaptive weights
in the model can further improve accuracy by another
order of magnitude. This fully validates the effective-
ness of the AMAW-PINN model, which can not only
find suitable collocation point distributions for specific
tasks but also automatically weight the loss function,
balancing the loss of each task and achieving the desired
prediction accuracy.

Next, we give a series of benchmark numeri-
cal experiments to investigate the effectiveness and
high performance of the AMAW-PINN model. This
includes testing the performance of the proposed model
on shockwave problems and strongly time-dependent
problems.

3.3 Burgers equation

Initially, we examine the Burgers equation, which is
a fundamental partial differential equation in fluid
dynamics, describing the dynamics of viscous fluids
[64,65]. It exhibits shockwave behavior, making it ana-
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Table 3 The relative L2 error of the two-dimensional Poisson equation with Ny, = 1000 movable collocation points

N 500 1000 1500 3000

PINN 3.43E-01 6.18E—01 4.15E-01 2.29E-01
RAM 3.41E-02 3.35E-02 4.65E—02 6.60E—02
WAM 2.41E-02 6.29E—02 4.70E-02 5.14E-02

A — . — . — .
0.8
0.6
o o
S —+— PINN S
f. i
g —+— RAM I3
Qo RAM-AW 2
0.2
00 1 T T T T T 00 1 T T T T T
2 4 6 8 10 2 4 6 8 10
AM — count AM — count

Fig. 10 Left: Ny, = 500, a comparison between RAM and RAM-AW models. Right: N, = 1000, a comparison between WAM and
WAM-AW models
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Fig. 11 Left: Ny, = 500, the change in weights ¢(*) for RAM-AW. Right: N, = 1000, the change in weights =) for WAM-AW

Table 4 the relative L2 errors for various models with Ny, = 1000

N 500 1000

Method PINN RAM WAM PINN RAM WAM

w/o AW 8.52E—01 1.23E-01 1.44E—01 1.30E+00 1.01E-01 1.89E—01
w/ AW 9.06E—01 2.79E—-02 4.00E—-02 1.00E+00 9.03E-02 4.86E—02
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lytically challenging to solve and a research focus in the
field of nonlinear dynamics. The equation is given as
follows:

Ur + uty = puyy, x € [—=1,1], t € [0, 1],
u(0, x) = —sin(wx), (35)
u(t,—1)=u(,1) =0,

In this work, 1 = %2 is taken. The AMAW-PINN
model is used to solve this equation with a network
structure consisting of 4 hidden layers, each with 20

neurons. The equation’s residual is defined as follows:

0.01
r(x,t;0):= ft+ffx_7fxx (36)

The derivative terms in 7 (x, ¢; ) can be obtained using
automatic differentiation. The loss function is defined
as follows:

L£O,s) =L 0) 4+ T Ly0) + T L,.(0)

+5i +5p+ ¢ 37)
where
L i . INC
L) = > [£ (. 0:0) +sina)]” G3®)
Np
_ 1 i\
G0 =5 2 [/ (x4 11:0)] (39)
L o 2
_ J .
Lo =5 )3 [red 0] (40)

where {x/ }7’: | represents the initial points, {x}, #; }jvi |
represents the boundary points, and {x}, #/ }?];1 repre-
sents the randomly sampled collocation points within
the computational domain.

In this experiment, we initialize s; = s, = s, = 0.
The training data is composed of 100 initial points
(N; = 100), 200 boundary points (N, = 200) ran-
domly sampled at each of the two boundaries x = —1
and x = 1, and 2000 collocation points (N, = 2000)
within the computational domain, with 1500 fixed col-
location points (N, = 1500) and 500 movable collo-
cation points (N = 500). The weight parameters s
are optimized by the Adam optimizer. The total num-
ber of iteration rounds for adaptive movement is set to
10.
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Figures 12 and 13 show the comparison between the
predicted solutions by RAM-AW and WAM-AW mod-
els and the exact solution for the Burgers equation. The
results demonstrate that AMAW-PINN can effectively
solve Burgers equation. From Fig. 14a and b, it can be
observed that the convergence paths of the loss function
weights of RAM-AW and WAM-AW models are quite
similar, with the weights of the boundary and initial
conditions becoming larger. Figure 14¢ indicates that,
compared with the standard PINN, AMAW-PINN can
achieve an error level of 10~# using only 2000 collo-
cation points, while PINN can only reach an error level
of 1072, Additionally, after the first training iteration,
it can be seen that the error of AMAW-PINN is larger
than that of PINN, which may be because the weights
of the loss function have not yet converged. Figure 15
shows the absolute error, residual, and distribution of
movable collocation points for PINN, RAM-AW, and
WAM-AW models. RAM-AW and WAM-AW models
have smaller errors and residuals, and the movable col-
location points are concentrated at the location of the
shock.

We also conduct on the AMAW-PINN model with
varying numbers of fixed points Ny, while maintaining
a constant count of 500 movable points (N, = 500).
Training the model for 10 iteration rounds, the pre-
diction accuracy is assessed by computing the arith-
metic mean and standard deviation of the relative L2
errors over the final 5 iteration rounds. The results are
recorded in Table 5. WAM-AW achieves good results
when Ny, is set to 1000, 1500, and 2000, with a pre-
diction accuracy about two orders of magnitude higher
than that of the baseline model under the same con-
ditions. The RAM-AW model obtains relatively poor
results when Ny, = 1000, but achieves the best predic-
tion accuracy at Ny, = 1500 and Ny, = 2000.

3.4 Klein—Gordon equation

In the experiment on the Burgers equation, we validate
the capacity of the proposed method to handle nonlin-
ear shock problems. We further validate the ability of
AMAW-PINN to handle time-dependent problems by
considering the Klein—Gordon equation. The problem
not only provides the initial values of the solution but
also the first-order time derivative at the initial time.
The Klein—Gordon equation is the most basic equa-
tion in relativistic quantum mechanics and quantum
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Fig. 12 The exact solution and predicted solution of Burgers equation
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Fig. 13 Predicted cross-sectional plots of Burgers equation using RAM-AW and WAM-AW
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Fig. 14 The weight variation of the loss function and iteration convergence curves of RAM-AW and WAM-AW for Burgers equation

field theory, and it is a nonlinear equation that plays an nonlinear. The functions g(x, t), h1(x), ha(x), h3(t), ha(t)
important role in many scientific fields such as quan- are known functions, and the function u(x, ) is the
tum mechanics, particle physics, and nonlinear optics solution to the problem. In this experiment, we choose
[66,67]. The problem can be expressed as: a=—-1,8=0,y =1, k = 3. The following function

is used as the solution to Eq. (41) to evaluate our model:

uy +aAu+ Bu+yuk = g(x, 1), x €10, 11,7 € [0, 1]
u(x,0) = hy(x)

ur (x, 0) = hy (x) 1) u(x, t) = x cos(5mt) + (x1)>. (42)
u(0,1) = h3(1)
u(l, 1) = ha() The external forcing term g(x, ¢) and the initial and

boundary conditions /1(x),hy(x),h3(t), ha(t) can all
where «, 8, y, and k are known constants, and A is the be obtained from Eqs. (41) to (42).
Laplacian operator acting on the spatial variable. The The equation is solved using the RAM-AW and
parameter k indicates that this equation is k-th order WAM-AW models, with a fully connected neural net-
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Fig. 15 Burgers equation: the absolute error, residual, and distribution of movable collocation points for PINN and AMAW-PINN

Table 5 The relative L2 error for Burgers equation when Ny, = 500

Nm 1000 1500 2000

PINN 3.24E-02 2.25E-02 1.16E—02

RAM-AW 3.93E-01 £ 1.25E-01 3.94E—04 £9.66E—05 4.84E—04 £1.39E—-04
WAM-AW 1.38E—03 £4.69E—04 7.36E—04 £2.94E—-04 7.29E—04 £2.61E—-04

work f(x, t; 0) with 4 hidden layers, each containing
20 neurons, used to approximate u(x, ¢). The residual
of the equation is defined as follows:

r(x,1;0) = fu— Af + f7 —g(x,0). (43)

@ Springer

The various derivative terms in the equation can
be obtained using automatic differentiation. We then
define the loss function, which is given by:

L0, s) = e TVLiO) + e T Liy(60) + T L,(0)
+eTILO) + 5i + i +sp+ 5, (44)
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Exact u(x, t)

RAM-AW u(x, t)

WAM-AW u(x, t)

Fig. 16 The exact solution and predicted solution of Klein—Gordon equation
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Fig. 17 Predicted cross-sectional views of Klein—-Gordon equation using PINN, RAM-AW, and WAM-AW
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Fig. 18 The weight variation of the loss function and iteration convergence curves of RAM-AW and WAM-AW for Klein—-Gordon

equation
where
N;
£i0) = b» [ (/.0:0) =meh] . @)
Cwe .
L@ = 5= 3 [ (6 0:0) —mae))] . @o)
it S
1 jvh - -
L46) = 5 [f(x,g,z,j;e)—u(x;,rbf)] . (47
P
1 X o 2
Lo =5 [r (x,f,r,f;e)] , (48)
j=1

where {xij }j.v;] and {xijt}j.vil are the initial points,
{xl{, tl{}?[i | are the boundary points, and {xrj , trj }j.vél
are the collocation points.

In this experiment, we initialize the adaptive weight
parameters s; = sj; = sp = 5 = 0. The training data
consist of N; = N;; = 100 initial points, N, = 200
boundary points, and N, = 2000 internal collocation
points. The initial points are evenly spaced on the inter-
val [0, 1], and the boundary points consist of 100 ran-
domly sampled points on each of the two boundaries.
Among the internal collocation points, Ny, = 1500 are
fixed and Ny, = 500 are movable. The weight parame-
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Fig. 19 Klein—Gordon: the absolute error, residual, and distribution of movable collocation points for PINN and AMAW-PINN

ters s are optimized using the Adam optimizer, and the
total number of iteration rounds for adaptive movement
is set to 10.

Figure 16 shows the true solution and predicted solu-
tion by the model. Figure 17 shows the predicted slices
of PINN, RAM-AW, and WAM-AW. From the exper-
imental results, we can see that both RAM-AW and
WAM-AW can correctly solve the problem. Figure 18a
and b shows the changes in adaptive weights, and we
find that RAM-AW and WAM-AW have similar trends,
with the internal residual loss having the lowest weight
after weight convergence. Figure 18c shows the con-
vergence curves of the relative L2 error for RAM-AW
and WAM-AW with iteration rounds. From the curves,
we can see that RAM-AW and WAM-AW can quickly
reach a minimum error. Figure 19 shows the absolute
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error, residual, and distribution of movable colloca-
tion points for PINN, RAM-AW, and WAM-AW. From
Fig. 19, we can see that the errors and residuals of
RAM-AW and WAM-AW are relatively low. Observ-
ing the distribution of movable collocation points, we
found that Py, of RAM-AW mainly distributes in the
lower right corner, and the residual plot of the model
shows that the residual in the lower right corner is rel-
atively large. The distribution of Py, of WAM-AW is
closely related to the gradient of the function, and it is
denser in the area with a larger gradient.

In addition, tests are conducted on the RAM-AW and
WAM-AW models with different fixed points Ny, and a
constant number of movable points Ny, = 500. Table
6 reports the relative L2 error and its standard deviation
for each model. The PINN model fails to learn the cor-
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Table 6 The relative L2 error for Klein—Gordon equation with Ny, = 500

N 500 1000 1500
PINN 4.88E—02 5.13E-02 1.76E—01
RAM-AW 1.02E-03 £+ 2.37E—-04 3.33E—03 +£7.45E—-04 1.89E—03 £2.21E—04

WAM-AW 1.30E—03 £6.90E—04

3.21E-03 +£3.07E—-04 2.20E—03 £ 3.46E—04

rect solution when Ny, = 1500. The results show that
both RAM-AW and WAM-AW achieve good results
when Ny, is set to 500, 1000, and 1500, with a predic-
tion accuracy of about 1-2 orders of magnitude higher
than the baseline model under the same conditions.

3.5 Helmholtz equation

In this section, we consider the two-dimensional
second-order Helmholtz equation. The Helmholtz equa-
tion is fundamental in physics, engineering, and math-
ematics, and can be used to describe various wave
phenomena, including sound waves, electromagnetic
waves, and heat conduction [68]. The equation takes
the form of:

Au(x,y) +ku(x,y) = q(x, ), x,y € @ = [-1, 1]
u=hx,y), X,y € 0

(49)

where A is the Laplace operator, and & is a constant.
For this problem, we can easily construct a solution as
follows:

u(x,y) = sin(ajwx) sin(army) (50)

where a; and a; are parameters. By substituting this
solution function into Eq. (49), we can obtain the source
term ¢(x,y) and the boundary condition A(x, y).
g (x, y) has the following forms:

q(x,y) = —(a1m)*u — (aam)*u + K*u (51)

In this experiment, we choose k = 1,a; = 1,and ay =
4. We use the RAM-AW and WAM-AW models to solve
this equation. We use a fully connected neural network
f(x,y;6) with 4 hidden layers, each containing 20
neurons, to approximate u(x, y). The residual of the

equation is defined as follows:

r(x, y:0) = Af(x,y;0)+ f(x,y:0) —q(x,y) (52)

The term Af can be obtained using automatic differ-
entiation. The loss function is defined as follows:

L0, s) =T Lp0) + L 0) + 55+ 5, (53)

where

TR o SN2
Eb(9)=EZ[f(xé,té;@)—h(xg,tb])] (54)
=1

Z

L,0) = Ni [r (x,f,z,f';e)]2 (55)
, =

-
I

where the set {x], tlf}j:1
points, and {x}, #/ }j.v;l represents randomly sampled
collocation points within the computation domain.

In this experiment, we initialize the adaptive weight
parameters s, = s, = 0. The training data con-
sists of 400 boundary points and 800 interior points.
The boundary points consist of 100 randomly sampled
points on each of the four boundaries. In the interior
points, 300 points are fixed and 500 points are movable.
We use the Adam optimizer for updating the weight
parameters s, and the total number of iteration rounds
for adaptive movement is set to 10.

Figure 20 shows the true solution and the predicted
solution given by the model. Figure21 compares the
true solution and the predicted solution on the cutting
plane. The results show that RAM-AW and WAM-AW
can solve the Helmholtz equation well. From Fig.22a
and b, we can see that the weight changes of the loss
function of RAM-AW and WAM-AW are similar, and
after convergence, the weight of the boundary condition
is much larger than that of the residual loss. Figure 22¢
shows that compared with the standard PINN, RAM-
AW and WAM-AW can quickly reduce the relative L2
error to around 10~3 with only 800 collocation points,

Ne represents the boundary
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Fig. 22 The weight variation of the loss function and iteration convergence curves of RAM-AW and WAM-AW for Helmholtz equation

Table 7 The relative L2 error for Helmholtz equation with Ny, = 500

N 300 500 1000

PINN 3.02E-02 1.47E-02 2.36E—02

RAM-AW 1.51E—-03 £ 2.81E—-04 2.00E—03 £7.26E—04 8.36E—04 +1.48E—-04
WAM-AW 1.89E—03 £3.39E—04 1.30E—-03 £1.75E—04 9.47E—04+ 3.23E—-04
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Fig. 23 Helmholtz equation: the absolute error, residual, and distribution of movable collocation points for PINN and AMAW-PINN

while PINN can only achieve 102, Figure 23 plots the
absolute error, residual, and distribution of movable
collocation points for the PINN, RAM-AW, and WAM-
AW models. It can be seen that the errors and residuals
of RAM-AW and WAM-AW are smaller, and the mov-
able collocation points of RAM-AW are distributed in
areas with relatively large residuals, while the movable
collocation points of WAM-AW are distributed in areas
with larger function gradients.

In addition, we conduct tests on the RAM-AW and
WAM-AW models with different values of the fixed
points Ny, while keeping the movable points Ny, =
500 fixed. Table 7 records the relative L2 error and its
standard deviation for each model. From Table 7, we
can see that RAM-AW and WAM-AW achieve good
results when Ny, is set to 300, 500, and 1000, with

a prediction accuracy at least one order of magnitude
higher than that of the baseline model under the same
conditions.

3.6 Flow in a lid-driven cavity

Finally, we apply the proposed method to study the
Lid-Driven cavity flow problem, which is a benchmark
problem in computational fluid dynamics and has a
wide range of applications in engineering and scientific
fields. In the Lid-Driven flow [69], the upper bound-
ary of the cavity is given a fixed x-direction velocity,
while the other edges of the cavity are stationary and
do not move. The incompressible Navier—Stokes equa-
tions may be used to analyze this example and can be
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expressed as follows:

u-Vu—i—Vp:%Au, in Q
V.u=0, in Q
u(x) = (1,0), on I'y
u(x) = (0,0), on [

(56)

where u(x, y) = (u(x, y), v(x, y)) is the velocity vec-
tor field, p is the scalar pressure field, and Re is the
Reynolds number. In this paper, the Reynolds num-
ber is 100. The computational domain €2 is a two-
dimensional cavity, where (x,y) € Q = [0, 1]%. I’
is the upper boundary of the cavity with a velocity of
1 in the x-direction, and I'; represents the other three
boundaries with a velocity of 0. By solving this equa-
tion, the motion state of the fluid inside the cavity, such
as the distribution of the velocity and pressure fields,
can be obtained.

In this problem, three unknown scalar functions need
to be solved: u(x, y), v(x, y), and p(x, y). Therefore,
we use a fully connected neural network f(x, y;6)
with 5 hidden layers, each containing 20 neurons, and
3 output neurons to approximate the solution of the
problem. In this case, the neural network needs to learn
all three unknown functions simultaneously, that is,

fx,y;0) = (ux, y), v(x, y), p(x, y)). (57)
Next, we express Eq. (56) in scalar form:

1

umy + vy + px = EAM (58)
1

uvy +vvy + px = R—eAv %59)

uy +vy =0 (60)

The residual is defined as:

1

r'(x, y; 0) == uuy + vuy + p, —R—Au 61)
e
1

r’(x, y:6) == uvy +vvy, + py — R—Av (62)
e

ré(x, y;0) = uy + v, (63)

where terms (u, v, p) are outputs of the neural network,
and their derivatives can be obtained using automatic
differentiation. Then, we define the loss function for
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the neural network as:

LB, s)=e"Ly©O) + L 0) + 55+ 50 (64)

where
1 Np . . .
Ly (6) =V ;{[u(x,i, i 0) — ul1?
+ v, y]:6) — o)1) (65)

N,
_L ~ o J /. g2
L,(0) = N ;{[r i,y 01

+ 1P, vl )P
e, v )17 (66)

where {(xl{, yg), (ui, vl{};vil are the boundary data of

the velocity vector, and {xf , yrj }j.v;] are the interior col-
location points used for minimizing the residual.

In this experiment, the WAM-AW model is utilized
to solve the problem. The adaptive weight parameters
sp and s, are initialized to zero. The training data con-
sists of 400 boundary points and 1000 interior points,
where the former are randomly sampled with 100 points
on each of the four boundaries. Among the interior
points, 500 are fixed and the remaining 500 are mov-
able. The Adam optimizer is employed to update the
weight parameters s, and the total number of iteration
rounds for adaptive movement is set to 4.

Figure 24 shows | u(x, y) |= v/u2(x, y) + v2(x, y)
the reference and the predicted velocity fields by the
PINN and WAM-AW models. From the experimental
results, it can be seen that the PINN model does not fully
capture the flow velocity changes, while the WAM-AW
model successfully predicts the accurate velocity field.
Figure 25a illustrates the changes in the loss function
weights, and for this problem, the weights of the bound-
ary conditions and residual terms are not significantly
different. Figure 25b shows the distribution of the mov-
able collocation points in the WAM-AW model. It can
be observed that the movable collocation points are
mainly concentrated near the upper boundary, indicat-
ing that the neural network will pay more attention to
the areas with dramatic velocity changes. Therefore,
the WAM-AW model has effectively learned the solu-
tion to the problem.
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Fig. 24 The reference solution and predicted solution of Lid-Driven problem
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Fig. 25 The weight variation of the loss function, distribution of movable collocation points of WAM-AW for Lid-Driven problem

4 Discussion

In this work, we propose an AMAW-PINN model for
solving partial differential equations. We perform a
series of numerical tests, which demonstrate that the
proposed model can significantly improve generaliza-
tion ability and prediction accuracy. This work pro-
vides a new model that can adaptively offer suitable
collocation point distributions for specific problems.
Due to the introduction of adaptive loss weighting tech-
niques, the model can also adaptively allocate weights
to the loss function. The proposed model can effec-
tively solve various partial differential equations and
can well address shock wave and interface problems.
The proposed model displays significant advantages,
particularly when the number of collocation points is
limited.

Despite the promising progress made in the cur-
rent research, there are still some open questions to

be addressed. How should the number of fixed and
movable collocation points be selected when facing a
specific problem? Can residual information and gradi-
ent information be combined to provide a more suit-
able collocation point distribution for the problem? We
believe that the distribution of collocation points and
the weighting of loss terms play a crucial role in the
performance of the model. Exploring and researching
these issues can not only help us better understand the
mechanisms of models and equations but also provide
more reliable theories and methods for key applications
in the field of scientific computing and engineering.

5 Conclusion

In this paper, we propose a novel adaptive PINN
method for solving partial differential equations, called
AMAW-PINN. Firstly, we introduce the adaptive collo-
cation point movement PINN (AM-PINN). AM-PINN
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has the ability to autonomously move collocation points
throughout the training process, which enables dense
distribution in difficult-to-fit regions and even distri-
bution in smooth areas. This results in a suitable col-
location point distribution tailored to specific prob-
lems and improving model performance. In the AM-
PINN model, we can use common residual informa-
tion to guide the movement of collocation points. Fur-
thermore, inspired by traditional adaptive techniques,
we propose that using the characteristics of the solu-
tion function itself to guide the movement of collo-
cation points and design a gradient-based collocation
point movement method. Secondly, to achieve adaptive
weighting of the loss function, we introduce adaptive
loss weighting techniques into the AM-PINN model
and propose the AMAW-PINN model. This model can
automatically assign weights to the losses of respective
tasks based on their uncertainties, which enables adap-
tive weighting of the loss function and enhances model
convergence rate and accuracy.

To investigate the efficiency and accuracy of the
proposed method, we first conduct ablation experi-
ments on one-dimensional Poisson equations and two-
dimensional Poisson equations to verify the effective-
ness of each part of the proposed model. Subsequently,
we conduct experimental studies on Burgers equations,
Klein—Gordon equations, Helmholtz equations, and
Lid-Driven problems. The experimental results demon-
strate that the proposed method can improve the predic-
tion accuracy and generalization ability of the model.
It is worth noting that the current model still uses either
residual information or gradient information separately
to guide the movement of collocation points. Effec-
tively combining both to provide a more efficient col-
location point distribution will be discussed in future
research reports.

6 Nomenclature

See Table 8.
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Table 8 Nomenclature Summary of the main symbols and nota-
tions used in this work

Notation Description

PINN Physics-informed neural network

PDE Partial differential equation

AM-PINN Adaptive collocation point movement for
PINN

RAM AM-PINN based on the residual indicator

WAM AM-PINN based on the gradient indicator

AMAW-PINN  Adaptive loss weighting for AM-PINN

RAM-AW AMAW-PINN based on the residual indicator

WAM-AW AMAW-PINN based on the gradient indicator

u(-) Solution of a PDE

Nyl A linear or nonlinear differential operator

1[-] A initial condition

B[] A boundary condition

f(;0) Neural network representation of the latent
PDE solution

0 All trainable parameters of a neural network

r(;0) Residual of PDE

Li () Initial condition loss

Ly(0) Boundary condition loss

L,(0) Residual loss

Aiy Aby Ay The weight parameters for the corresponding
loss terms

L(O) Aggregate training loss

N; Number of initial points

Np Number of boundary points

N, Number of collocation points

N Number of fixed collocation points

Nim Number of movable collocation points

Pny, A set of points

o An uncertainty parameter for each task

sk = log ok2 Trainable adaptive parameters

AM-count The number of rounds for Adaptive
collocation point movement

Adam-iters Number of Adam optimizations per training

round

LBFGS-iters Maximum number of L-BFGS optimizations

per training round
Adam-Ir the Adam learning rate for Adam optimizer

AM-k Parameter & of the probability density
function p(x)

AW-Ir Learning rate of the adaptive weight
parameter s
e (=¥ corresponds to Ag
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