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Abstract The fault diagnosis of gearboxes and

bearings in wind turbines is crucial to extend their

service life and reduce maintenance costs. This paper

proposes a novel fault diagnosis method combining

the refined generalized composite multi-scale state

joint entropy (RGCMSSJE), robust spectral feature

selection (RSFS) unsupervised learning framework,

and extreme learning machine (ELM). The method

enables feature extraction, dimensionality reduction,

and pattern recognition to identify the different

condition states of gearboxes. In this method, multi-

scale average Euclidean divergence is adopted to

assist the RGCMSSJE in parameter selection. Then,

the RGCMSSJE is utilized to extract multi-scale

features from the gearbox vibration signal and

construct a high-dimension feature set. The RSFS

method is subsequently used to reduce the dimension-

ality of the RGCMSSJE feature set. Finally, the

reduced low-dimensional features are fed into an ELM

classifier for fault pattern recognition. The effective-

ness of the proposed fault diagnosis method is verified

using two experimental datasets, for which the average

accuracy reached 99.9% and 99.3%, respectively. The

analysis results show that the method can effectively

and accurately identify different fault types in wind

turbine gearboxes.

Keywords State joint entropy � Refined generalized

composite multi-scale state joint entropy �Multi-scale

average Euclidean divergence � Robust spectral
learning framework for unsupervised feature

selection � Feature selection

Abbreviations

AA Average accuracy

EED Entropy Euclidean distance

AM-FM Amplitude modulation and frequency

modulation

ANOVA Analysis of variance

ARI Adjusted rand index

ARX Average refined generalized

composite multi-scale state joint

entropy

SDED Standard deviation Euclidean distance
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AWOA Adaptive whale optimization

algorithm

CM Confusion matrix

CMSPE Composite multi-scale permutation

entropy

CMSWPE Composite multi-scale weighted

permutation entropy

CS Classified states

CVA Cluster validity assessment

DE Dispersion entropy

ELM Extreme learning machine

FM Frequency modulated

FS Fisher score

FE Fuzzy entropy

GA Genetic algorithm

GRCMS Generalized refined composite multi-

scale

HC Healthy condition

KNN K-nearest neighbor

LS Laplacian score

MSAED Multi-scale average Euclidean

divergence

MEP Maximum entropy partition

MIP Precision

MIR Recall

MLM Modified linear mapping

MRMR Max-relevance and min-redundancy

MSD Multi-scale standard deviations

MT Missing tooth

NCDF Normal cumulative distribution

function

NMI Normalized mutual information

O&M Operation and maintenance

ORF Outer race fault

PE Permutation entropy

RC Root crack

RCFOA Reverse cognitive fruit fly

optimization algorithm

RCHFE Refined composite hierarchical fuzzy

entropy

RCMSA Refined composite multi-scale

analysis

RCMSDQC Refined composite multi-scale

dispersion q-complexity

RF Random forest

RGCMSSJE Refined generalized composite multi-

scale state joint entropy

RSFS Robust spectral learning framework

for unsupervised feature selection

SE Sample entropy

SJE State joint entropy

SHLFFNN Single-hidden layer feed forward

neural network

SP Spalling

SR Softmax regression

SVM Support vector machine

STFT Short time Fourier transform

GWN Gaussian white noise

WTGF Wind turbine gearbox fault

WT Wind turbine

1 Introduction

As a clean and environment-friendly renewable

energy source, wind power has become the focus of

global search for new energy and has achieved large-

scale development and utilization all over the world

[1, 2]. Unfortunately, wind turbine (WT) failures

occur frequently because of the complex and harsh

environments they operate in. This leads to high

operation and maintenance (O&M) costs and signif-

icant economic losses. In particular, gearboxes and

bearings are some of the most critical components of

WTs, which are also most susceptible to failures. [3]

Therefore, it is crucial to develop reliable fault

diagnosis methodologies for timely and accurate

monitoring of the operation status of gearboxes and

bearings in order to reduce O&M costs [4, 5]. To that

end, health monitoring and identification systems have

widely been adopted in engineering practice [6–8].

It is advisable to apply the detection and identifi-

cation technologies which have been widely used in

other fields to WTs [9]. The analysis of gearbox

condition usually uses vibration signals, which can be

more easily acquired and processed than photoelectric,

acoustic emission, temperature and other types of

signals [10]. However, due to the instability of wind

speed and strong background noise, the vibration

signals are usually nonlinear, non-stationary, and

noisy. The weak characteristics of vibration signals

usable for fault identification are difficult to extract,

especially in different working conditions [11, 12].
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Nevertheless, various useful approaches have been

proposed utilizing data-driven and machine learning

methods. These schemes comprise two main steps:

feature extraction and pattern recognition [13], where

the former step significantly affects the latter [14].

Traditional time–frequency analysis methods require

advanced knowledge and detailed information of

mechanical components, which greatly limits their

applications [15–18]. Recently, with the development

of nonlinear methods, feature extraction based on

entropy has gradually developed into a promising

alternative for WT fault diagnosis [19, 20].

Entropy is a measure of the dynamic characteristics

of time series. Various types of entropy, including

sample entropy (SE) [21], permutation entropy (PE)

[22], fuzzy entropy (FE) [23], and dispersion entropy

(DE) [24], have been widely applied to damage feature

extraction for monitoring gearboxes and bearings.

Among them, the time consumption of SE is large,

especially when dealing with long time series [25]. PE

is markedly faster than SE, but it ignores the time

series amplitude information. The feature extraction

ability of FE is limited by the fuzzy membership

function it adopts [26]. On the other hand, DE has

exhibits significantly higher computational efficiency

compared to SE, PE, and FE, and its entropy

estimation is stable and effective. This can be

attributed to the symbolic mapping based on statistics

and the probability distribution based on embedding

pattern adopted in the DE algorithm [27]. However, all

these entropy algorithms ignore the dynamic charac-

teristics of time series, i.e., the transition probability of

data from the current state to the next state. Therefore,

harnessing the advantages of DE, we propose a new

entropy estimation algorithm called state joint entropy

(SJE). The algorithm considers the joint probability

distribution of the current state and the subsequent

state. Analyses of numerically simulated and exper-

imental signals showed that SJE not only inherits the

efficiency and stability of the DE algorithm, but can

also extract richer fault information. Moreover, a large

number of studies demonstrated that these entropy

algorithms only estimate the irregularity and com-

plexity of the signal at a single time scale and hence

some important fault information at other scales will

be missed [28, 29]. In order to extract fault features at

multiple time scales, refined composite multi-scale

analysis (RCMSA) was proposed by Azami et al. [30].

It not only addresses the problem of undefined entropy

in the original composite multi-scale analysis, but also

increases the stability of results for long time series.

However, the RCMSA mainly considers the average

process, which means that with the increase in scale

factor the variance of entropy values will increase

rapidly and become statistically unstable. Therefore,

this paper proposes a refined generalized composite

multi-scale analysis (RGCMSA) to ameliorate the

above shortcomings by using the mean and variance of

the whole time series. Finally, this paper combines the

SJE and RGCMSA into the refined generalized

composite multi-scale state joint entropy

(RGCMSSJE) method, which is used for feature

extraction for monitoring gearboxes and bearings.

It is well known that after extracting high-dimen-

sional multi-scale features it is usually necessary to

reduce the computational burden. At present, the

Laplacian score (LS) [31], Fisher score (FS) [32], and

max-relevance and min-redundancy (MRMR) [33]

have been widely used for feature selection in various

fields. However, the LS only focuses on the similarity

of adjacent samples and ignores the global information

separation. On the other hand, the FS has the opposite

characteristics, i.e., it focuses on the global separation

of samples and does not consider the similarity of

adjacent samples [34]. Therefore, the features selected

by the FS and LS cannot effectively represent the

separability of multi-class samples. The MRMR

approach is based on the principle of maximizing the

between-class distance and minimizing the within-

class distance, but it is computationally demanding

and not suitable for fast calculations. In order to

address these problems, this paper introduces the

robust spectral feature selection (RSFS) method into

the feature selection process. This method uses a

robust local learning method to address the cluster

assignment error to improve the local information

retention, while simultaneously taking into account

the global information [35]. Two experimental cases

show that the multi-class features extracted by RSFS

are more separable compared to methods that do not

use RSFS, while computational efficiency of feature

selection is ensured.

The next key step is to design a multi-classifier for

intelligent fault identification in WT gearboxes [36].

Peña et al. [37] used k-nearest neighbor (KNN) for

bearing fault diagnosis, and analysis of variance

(ANOVA) and cluster validity assessment (CVA) for

feature extraction. In Zheng [38], the softmax
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regression (SR) algorithm was used to identify the

fault features of rotating machinery extracted by the

short time Fourier transform (STFT). Zheng et al. [39]

adopted the extreme learning machine (ELM) to

identify the fault features of rotating machinery

extracted by composite multi-scale weighted permu-

tation entropy (CMSWPE) method. Li et al. [40], used

a genetic algorithm optimized support vector machine

(GA-SVM) method to diagnose fault of rotating

machinery, and refined composite multi-scale Lem-

pel–Ziv algorithm for feature extraction. Wei [41]

proposed the random forest (RF) and the refined

composite hierarchical fuzzy entropy (RCHFE)

method for intelligent identification and extraction of

features. However, after conducting a comparison we

concluded that the CPU running times of the SVM and

RF algorithms were excessive, and the accuracy of the

SR and KNN algorithms was low. The ELM algorithm

is superior in terms of both computational time and

accuracy. It not only has a higher generalization ability

compared to the SR, SVM, RF and KNN algorithms,

but also requires less manual intervention [42, 43].

Hence, we adopted the ELM in this study for the

identification of different fault types in gearboxes and

bearings. Table 1 provides a detailed comparison of

the soft computing and machine learning methods

discussed in this section.

The contributions of this paper can be summarized

as follows:

1. The SJE method is proposed to extract the current

and the subsequent states of the time series, which

enables extracting more fault features while

maintaining the efficiency of DE algorithm.

2. The RGCMSSJE method is proposed to extract

fault features at multiple time scales, which

addresses the deficiency of the RCMSA. Multi-

scale average Euclidean divergence (MSAED) is

proposed for automatic selection of the parameters

for the RGCMSSJE method.

3. The RSFS is introduced for the first time to select

fault sensitive features with higher distinguisha-

bility as the input for the ELM intelligent classifier.

4. The RGCMSSJE-RSFS-ELM fault diagnosis

method is systematically developed, and its

effectiveness is enhanced using MSAED param-

eter selection and verified through comparative

studies using experimental data.

The reminder of the paper is organized as follows.

Section 2 introduces the theory of SJE and discusses its

performance, such as computational efficiency, stabil-

ity, and information richness of extracted features.

Section 3 describes in detail the RGCMSSJE and

MSAED procedural steps. Section 4 introduces the

Table 1 Literature-based comparison between soft computing and machine learning methods

Study Applications Classifiers and variables CS AA

(%)

Advantages Limitations

[37] Rolling

bearings

KNN and ANOVA, CVA 10 100 Richer feature information Tedious parameter

debugging

[38] Rotary

machinery

SR and STFT 10 91.1 Simple structure Low accuracy

[39] Rolling

bearings

ELM and CMSWPE 7 99.04 Fast calculation speed and high

accuracy

Undefined entropy

appears

[40] Rotary

machinery

RCMS-Lempel–Ziv and

GA-SVM

9 98.87 Richer feature information Long computational

time

[41] Planetary

gearboxes

RCHFE and RF 6 100 High accuracy Long computational

time

[42] Rolling

bearings

RCFOA-ELM and CMPE 10 98.34 High accuracy Long computational

time

[43] Rolling

bearings

AWOA-ELM and

RCMSDQC

6 99.1 High accuracy and richer feature

information

Long computational

time

Peña et al. [37], Zhang et al. [38], Zheng et al. [39], Li et al. [40], Wei et al. [41], He et al. [42], Dong et al. [43]

CS classified states, AA average accuracy, RCFOA reverse cognitive fruit fly optimization algorithm, AWOA adaptive whale

optimization algorithm, RCMSDQC refined composite multi-scale dispersion q-complexity
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RSFS of fault sensitive features. Section 5 explains the

ELM algorithm and the procedural steps of the

proposed RGCMSSJE-RSFS-ELM method. Section 6

introduces two experiments and discusses the results of

the application of the proposed method to the exper-

imental data. Finally, conclusions are drawn in Sect. 7.

2 State joint entropy

Table 2 provides the control variables and their roles

and values discussed in this section.

2.1 State joint entropy calculation procedure

For a given univariate discrete time series of length N,

denoted by xiði ¼ 1; 2; . . .;NÞ, the SJE algorithm

comprises the following six main steps:

1. Mapping from the original time series to a

symbolic series. First, the range of the original

time series is divided into c categories, labeled

from 1 to c. Each value in the time series is mapped

into a unique category. Then the normal cumula-

tive distribution function (NCDF) is employed to

map each xi into set ei ¼ fe1; e2; . . .; eNg, where
0� ei� 1. Finally, the modified linear mapping

(MLM) is employed to map ei to zci that ranges

from 1 to c. The MLM mapping process comes

from the DE, which eliminates the undefined

mapping by adding constraints as follows [44]:

zci ¼ round c � ei þ 0:5ð Þ if 0� ei\1

zci ¼ c if ei ¼ 1

�
ð1Þ

where zci represents the i-th member of the

classified time series.

2. Constructing the embedding and state vectors

from the symbolic series zci ði ¼ 1; 2; . . .;NÞ as

follows:

zm;ck ¼ zck; z
c
kþd; . . .; z

c
kþðm�1Þd�1

n o

z
T m;cð Þ
k ¼ zckþd; z

c
kþ2�d; . . .; z

c
kþðm�1Þd

n o
8><
>:

k ¼ 1; 2; . . .;N � ðm� 1Þd

ð2Þ

where zm;ck are the embedding vectors and z
T m;cð Þ
k

are the state vectors, m is the embedding dimen-

sion, and d is the time delay. The dispersion

patterns of zm;ck and z
T m;cð Þ
k are denoted as pVb and

pTVb
, respectively, where b ¼ 1; 2; . . .;N � m. The

number of possible dispersion patterns is cm,

because zm;ck or z
T m;cð Þ
k have m elements and each

element may have c possible values.

3. The corresponding state value from embedded

vector zm;ck to state vector z
T m;cð Þ
k is denoted as

qa;m;db a ¼ 1; 2; . . .; cð Þ. Therefore, we can calcu-

late the probability of state vector z
T m;cð Þ
k corre-

sponding to state value qa;m;db a ¼ 1; 2; . . .; cð Þ as
follows:

p z
T m;cð Þ
k

� �
¼

Number k k�N � ðm� 1Þd; zT m;cð Þ
k has type pTVb

� ����n o
N � ðm� 1Þd � 1

ð3Þ

where typeð�Þ represents the type of the dispersion
pattern.

Table 2 Roles and values

of control variables
Control variables Role Value

c Dividing time series range [2, 8]

m Defining embedded vector dimension [2, 8]

d Limiting time series dispersion 1

A0 Controlling signal amplitude 3

B Controlling signal damping coefficient 0.1

si Controlling simulated signal time lag 0

f0 Limiting failure frequency 124 Hz

fs Limiting sampling frequency 12 kHz

L Controlling data length 10,000

T Limiting sampling interval 0.01

M Limiting signal cycles 6
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4. Constructing a state values matrix, Qa;m;d
b , accord-

ing to the state values qa;m;db as follows:

Qa;m;d
b ¼

q1;m;d1 q2;m;d1 � � � qc;m;d1

..

. ..
. ..

.

q1;m;dr q2;m;dr � � � qc;m;dr

..

. ..
. ..

.

q1;m;dcm q2;m;dcm � � � qc;m;dcm

2
6666664

3
7777775

ð4Þ

where 1\r\cm. Then, the state transition matrix

conditional on Qa;m;d
b can be obtained as follows:

Ta;m;d
b ¼

q1;m;d1 jpTV1

� �
q1;m;d1 jpTV1

� �
� � � qc;m;d1 jpTV1

� �

..

. ..
. ..

.

q1;m;dr jpTVr

� �
q2;m;dr jpTVr

� �
� � � qc;m;dr jpTVr

� �

..

. ..
. ..

.

q1;m;dcm jpTVcm

� �
q1;m;dcm jpTVcm

� �
� � � qc;m;dcm jpTVcm

� �

2
66666666664

3
77777777775

ð5Þ

where pTVr
is the r-th dispersion pattern. The state

transition matrix describes how the symbolic time

series changes from one state to another with time.

5. Calculating the probability of the state transition

matrix, as follows:

P qa;m;db jpTVb

� �
¼

Number k k�N � ðm� 1Þd; qa;m;db jpTVb

� �
has type pTVb

� ����n o
sumðNumberÞ

ð6Þ

6. Using the formulas for joint entropy and condi-

tional entropy [45], the following can be obtained:

H zm;ck ; qa;m;db

� �
¼ H qa;m;db jzT m;cð Þ

k

� �
þ H zm;ck

� �
ð7Þ

Finally, the value of SJE is calculated as follows:

SJEðx;m; d; cÞ ¼ �
Xcm
k¼1

P z
T m;cð Þ
k ; qa;m;db

� �

�
Xcm
k¼1

p zm;ck

� �
ln p zm;ck

� �� �
ð8Þ

The value of PðzT m;cð Þ
k ; qa;m;db Þ is defined as follows:

P z
T m;cð Þ
k ; qa;m;db

� �
¼ p z

T m;cð Þ
k

� �
p qa;m;db jzT m;cð Þ

k

� �

ln p z
T m;cð Þ
k

� �
p qa;m;db jzT m;cð Þ

k

� �� �

ð9Þ

p zm;ck

� �
¼

Number k k�N � ðm� 1Þd; zm;ck has type pVb

� ���� 	
N � ðm� 1Þd � 1

ð10Þ

A flowchart of the SJE calculation procedure is

shown in Fig. 1.

In order to explain the details of the calculation

process of SJE, an illustrative example is given.

Consider time series {x} = {1.2, - 2.1, - 0.5, 0.4,

- 1.7, 1.4, 3.6, 1, 0.9, - 1, - 2.5, 2} with d ¼ 1,

m ¼ 2, and c ¼ 2. First, the dispersion space ei is

obtained according to the NCDF algorithm. Then the

symbolized time series z2i ¼
2; 1; 1; 2; 1; 2; 2; 2; 2; 1; 1; 2f g can be obtained using

Eq. (1). There are cm = 22 = 4 possible dispersion

patterns, i.e. (p11; p12; p21; p22). Then the embedded

and the state vectors can be obtained as follows:

Discrete time series

Symbolic mapping

Construct embedding vector and state vector

Value of SJE

Probability of 
embedding vector

Probability value of 
state vector

Construct state transition 
matrix

Probability of state 
transition matrix

Fig. 1 Flow chart of SJE calculation procedure
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The number of embedded and state vectors is

N � ðm� 1Þd � 1 ¼ 10. The probabilities of state

vector values are as follows:

p zTð1;1Þ
� �

; p zTð1;2Þ
� �

; p zTð2;1Þ
� �

; p zTð2;2Þ
� �h i

¼ 2

10
;
3

10
;
2

10
;
3

10


 �
ð11Þ

The probability matrix of the state transition matrix

can be obtained using Eq. (6) as follows:

P q1;2;11 jpT 2;2ð Þ
Vð11Þ

� �
P q2;2;11 jpT 2;2ð Þ

Vð11Þ

� �
P q1;2;12 jpT 2;2ð Þ

Vð12Þ

� �

P q1;2;13 jpT 2;2ð Þ
Vð21Þ

� �

P q1;2;14 jpT 2;2ð Þ
Vð22Þ

� �

P q2;2;12 jpT 2;2ð Þ
Vð12Þ

� �

P q2;2;13 jpT 2;2ð Þ
Vð21Þ

� �

P q2;2;14 jpT 2;2ð Þ
Vð22Þ

� �

2
66666664

3
77777775

¼

0 1
1=2
2=3
1=3

1=2
1=3
2=3

2
6664

3
7775 ð12Þ

Finally, the SJE value is calculated according to

Eq. (8) as follows:

SJEðx;m; d; cÞ ¼ �
Xcm
k¼1

P z
T m;cð Þ
k ; qa;m;db

� �

�
Xcm
k¼1

p zm;ck

� �
� ln p zm;ck

� �� �
¼ 3:2585 ð13Þ

From Eqs. (7) and (8), we can find that the total

number of all possible dispersion modes of the

embedded and state vectors are cm and cmþ1, respec-
tively. The normalized SJE is calculated as follows:

NSJEðx;m; d; cÞ ¼
H qa;m;db jzT m;cð Þ

k

� �
ln emþ1ð Þ þ

H zm;ck

� �
ln emð Þ

¼ 1:8955

ð14Þ

According to Eq. (8), the greater the irregularity of

the time series, the bigger the value of its SJE. In order

to further illuminate the above example, it is illustrated

in Fig. 2, where the process of obtaining the values of

PðzT m;cð Þ
k ; qa;m;db Þ, pðzT m;cð Þ

k Þ, and pðqa;m;db jzT m;cð Þ
k Þ is

shown. Figure 3 shows all possible dispersion patterns

of the embedded vectors and state vectors. The

number of state dispersion patterns is cmþ1 ¼ 8, and

each of them is presented in Fig. 3b, where blue dots

represent the original state values, red dots the newly

emerged state values, and red lines the newly emerged

state dispersion mode, respectively.

2.2 Symbolization performance comparison

To explore the performance of the MLM algorithm for

mapping time series, a numerical fault signal model of

rolling bearing from Ref. [46] was employed to

simulate the outer race fault (ORF). The model signal

was symbolized using a mapping algorithm [47, 48],

and then the time-domain and frequency-domain

analyses were performed on the symbolized sequence.

Finally, the ability of different mapping algorithms to

retain the original time signal information was com-

pared using time-domain and frequency-domain

z2;21 ¼ f2; 1g p21ð Þ; z2;22 ¼ f1; 1g p11ð Þ; z2;23 ¼ f1; 2g p12ð Þ; z2;24 ¼ f2; 1g p21ð Þ;
z2;25 ¼ f1; 2g p12ð Þ; z2;26 ¼ f2; 2gðp22Þ; z2;27 ¼ f2; 2g p22ð Þ; z2;28 ¼ f2; 2g p22ð Þ;
z2;29 ¼ f2; 1g p21ð Þ; z2;210 ¼ f1; 1g p11ð Þ:

z
Tð2;2Þ
1 ¼ f1; 1g p11ð Þ; z

Tð2;2Þ
2 ¼ f1; 2g p12ð Þ; z

Tð2;2Þ
3 ¼ f2; 1g p21ð Þ; z

Tð2;2Þ
4 ¼ f1; 2g p12ð Þ;

z
Tð2;2Þ
5 ¼ f2; 2g p22ð Þ; z

Tð2;2Þ
6 ¼ f2; 2g p22ð Þ; z

Tð2;2Þ
7 ¼ f2; 2g p22ð Þ; z

Tð2;2Þ
8 ¼ f2; 1g p21ð Þ;

z
Tð2;2Þ
9 ¼ f1; 1g p11ð Þ; z

Tð2;2Þ
10 ¼ f1; 2g p12ð Þ:
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images. The mathematical expression of the fault

signal model is as follows:

xðtÞ ¼
PM

i¼1 Aisðt � iT � siÞ þ wðtÞ
Ai ¼ A0 cos 2pQt þ /Að Þ þ CA

sðtÞ ¼ e�Bt sin 2pfnt þ /wð Þ

8<
: ð15Þ

where sðtÞ is a harmonic function, T = 0.01 is the

interval time, Ai is the amplitude modulation signal

with a frequency Q ¼ 33 Hz, M is the number of

signal harmonics (M ¼ 6), A0 is the amplitude of the

modulation signal (A0 ¼ 3), CA is a constant CA [A0

(CA ¼ 4), B is the signal exponential decay coefficient

(B ¼ 0:1), fn is the natural frequency of the system

(fn ¼ 3000 Hz), si is the time lag (si ¼ 0), wðtÞ is a

Gaussian white noise (GWN) (which was ignored in

our simulations), and /A and /w are the initial phases

of Ai and sðtÞ, respectively. The other parameters of

the problem are set as follows: the fault frequency of

outer race f0 is 124 Hz, the sampling frequency

fs = 12 kHz, and the data length used for analysis is

10,000 samples.

The time-domain waveform of the simulation series

and the symbolic series obtained by the MLM and

MEP algorithms are shown in Fig. 4. For the compar-

ative analysis in this section, without loss of general-

ity, the following parameters of the MLM and MEP

algorithms were used: number of symbol categories

c = 3, embedding dimension m = 3, and time delay

d = 1. As shown in Fig. 4, the MLM algorithms

captured more details of the bearing failure simulation

series than the MEP algorithms. The MEP algorithm

mapped too many data points to the maximum symbol

category 3, resulting in redundant amplitude informa-

tion suppression of the original series periodicity. It

should be noted that the symbolic sequence obtained

by theMLM algorithm not only retained the amplitude

information, but also protected the periodicity of the

signal.
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In order to further explore the information con-

tained in the symbolic series obtained by the two

mapping algorithms, we calculated their fast Fourier

transform and envelope spectra and displayed them in

Figs. 5 and 6, respectively. From Fig. 5b, it can be

concluded that the frequency spectrum of the symbolic

sequence obtained by the MLM algorithm was almost

the same as the frequency spectrum of the simulated

bearing fault time series, and the natural frequency and

its sidebands were clearly visible. However, in Fig. 5c

it can be observed that the spectral amplitude at the

natural frequency and the first right-hand sideband of

1 2 1 2 1 2 1 2
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Fig. 3 Illustration of dispersion patterns: a Possible dispersion patterns of embedded vectors. b Possible dispersion patterns of state
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T

Fig. 4 Comparison of symbolic capabilities of MLM and MEP

recorded at sampling time of 0.025 s from ORF simulation time

series
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(b)

(c)
0.403

0.278

Fig. 5 Fast Fourier Transform spectra: a Simulated bearing

fault time series. bMLM symbolic series cMEP symbolic series
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the MEP symbolic sequence were enhanced, while the

remaining sidebands were strongly attenuated. This

was caused by the redundancy and periodicity weak-

ening of the amplitude information. It should be noted

that the fault frequency was the sideband interval

frequency. The envelope spectra in Fig. 6b and c also

confirm these observations. The MLM symbolic

sequence retained the fault frequency of 124 Hz,

while in the envelope spectrum of the MEF symbolic

sequence it was strongly suppressed. Thus, the MLM

mapping effectively protected the amplitude and fault

information in the original signal and its performance

was better than the MEF algorithm.

2.3 Comparison between SJE, DE, SE, and PE

To study the performance of the proposed SJE method

in describing the complexity of time series, four

simulated signals were analyzed, and their DE, PE,

and SE were compared to SJE. All the simulated

signals had a length of 360 s and a sampling frequency

of 150 Hz. A 12-s long sliding window with 75%

overlap was adopted to divide the data into 3-s-long

segments.

Without loss of generality, the embedding dimen-

sion m = 3 and the time delay d = 1 were adopted for

the four methods. For the SE algorithm, the tolerance

was r ¼ 0:15r. At the same time, in order to ensure the

same symbolic mapping range, the number of cate-

gories c = 3 was adopted in the SJE and DE

algorithms.

To compare the sensitivity of the SJE method for

variable to frequency signals, a frequency modulated

(FM) signal was used in this study, whose frequency
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(c)
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increased from 0.1 to 8.5 Hz in 360 s. The time-

domain waveform and the comparison results of FM

signal are shown in Fig. 7. We observed that the SJE

had a highest accuracy in detecting frequency changes

compared to PE, DE, and SE. The SE curve tended to

be stable beyond the 35th sliding window, which

indicated that SE did not detect the frequency changes

with time. Although the PE and DE detected the

frequency changes, the PE plot fluctuated significantly

at the beginning, and the growth rate of the two curves

was smaller than that of SJE curve.

To study the sensitivity of the SJE method for

variable frequency and amplitude signals, an ampli-

tude and frequency-modulated (AM-FM) signal

shown in Fig. 8a was studied. The signal, whose

frequency increased nonlinearly from 0.1 to 8.5 Hz in

360 s, was created by using pure sine wave modula-

tion with a frequency of 0.1 Hz. It can be observed that

after the 30th sliding window, the SE plot did not show

an upward trend and fluctuated noticeably. This

indicates that SE did not detect the frequency changes,

and its performance was unstable. Although the PE

values increased monotonously with frequency, com-

pared to the SJE and DE, it was insensitive to the

amplitude change. Both SJE and DE plots showed an

upward trend, but the upward trend and periodic

fluctuations of the SJE were more obvious. Thus, the

SJE accurately detected the changes in both frequency

and amplitude.

To explore the sensitivity of the SJE method to the

level of noise, a quasi-periodic signal with different

levels of noise shown in Fig. 9a was created. The

signal was modulated by two sinusoidal signals with

frequencies of 0.5 and 1 Hz, respectively. There was

no noise in the first 24 s of the sequence. Then, GWN

sequences with gradually increasing noise levels were

added to the signal every 12 s. The analysis results are

shown in Fig. 9b. The PE value remained constant

from the 10th sliding window onward, which indicates

that the method did not detect the changes in noise

level. The SE plot increased monotonously with the

increase in noise level, but it fluctuated fast from the

40th sliding window onward, which indicated that the

SE method was vulnerable to noise. It is worth noting

that the SJE and DE plots increased steadily with the

increase in noise level, which indicates that both SJE

and DE methods detected noise level and maintained

stable performance.

To investigate the ability of SJE method to detect

sudden changes in signal amplitude, a signal compris-

ing a series of impulses added to a GWN sequence was
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created, as shown in Fig. 10a. Three impulses with

amplitudes of 20, 30, and 50, respectively, were added

at 80-s intervals. The entropies are compared in

Fig. 10b. It can be observed that the PE values were

constant, which indicates that the method did not

detect the impulses. The SE method detected the

amplitude changes, but its plot fluctuated violently,

which indicated an unstable performance of the

method. The SJE and DEmethods effectively detected

the changes in signal amplitude, but the SJE method

was more sensitive. These results show that the SJE

method not only inherited the stability of DE method,

but also had stronger amplitude sensing ability.

To compare the computational complexity of the

SJE, DE, SE, and PE methods, we analyzed their CPU

times. The hardware used for the simulations com-

prised a 2.80 GHz CPU (Intel (R) CoreTM i5-8400), a

PC with 8 GB RAM, which run Windows 10 (64-bit)

operating system and Matlab software version

R2016a. The CPU times listed in Table 3 are the

averages of 50 runs. It can be seen from Table 3 that

the SJE and DE methods consumed very little CPU

time, with average CPU times for the four simulation

signals in the order of milliseconds. The SE method

required the longest CPU times exceeding 13 s, while

the PEmethod consumedmore than 1 s. This indicates

that the SJE method not only inherited the high

efficiency of the DE method, but had also lower

computational complexity.

3 Refined generalized composite multi-scale state

joint entropy algorithm

Table 4 provides the control variables and their roles

and values discussed in this section.

3.1 Refined generalized composite multi-scale

analysis

The RCMSA effectively addresses the problem of

entropy uncertainty in multi-scale analysis. However,

in the coarse-grained RCMSA, the variance of entropy

increases with the scale factor, which leads to the low

stability and distinguishability of the feature space. In

order to overcome these shortcomings, a new

RGCMSSJE method is proposed. The detailed steps

of the RGCMSSJE method are as follows:

(1) For a given time series xiði ¼ 1; 2; . . .;NÞ, in
order to obtain a stable feature space, calculate

the mean, lx, and standard deviation, rx, of the
time series. The k-th coarse-grained time series,

y
ðsÞ
k;j ¼ fy

ðsÞ
k;1; y

ðsÞ
k;2; . . .; y

ðsÞ
k;N=sg, is defined as

follows:

y
ðsÞ
k;j ¼

1

s

Xkþsj�1
i¼kþsðj�1Þ

xi; 1� j�N; 1� k� s

ð16Þ

(2) Compute the average probability of embedding

vector P zm;ck

� �
, average probability of state

vector, P z
Tðm;cÞ
k

� �
, and average probability of

state transition matrix, P qa;m;db jzTðm;cÞk

� �
, for all

embedding vectors, zm;ck , and state vectors,

z
Tðm;cÞ
k , as follows.

P zm;ck

� �
¼ 1

s

Xs

k¼1
P zm;ck

� �
ð17Þ

P z
Tðm;cÞ
k

� �
¼ 1

s

Xs

k¼1
P z

Tðm;cÞ
k

� �
ð18Þ

P qa;m;db jzTðm;cÞk

� �
¼ 1

s

Xs

k¼1
P qa;m;db jzTðm;cÞk

� �

ð19Þ

(3) At scale factor s, the RGCMSSJE is defined as

the Shannon entropy of the joint state model

after shifting the time series as follows:

Table 3 CPU times of SJE, DE, SE, and PE methods

Simulated signal CPU time (s)

SJE DE SE PE

FM 0.307 0.239 13.649 1.074

AM-FM 0.308 0.245 13.451 1.032

Quasi-periodic 0.285 0.234 15.103 2.329

Impulse series 0.307 0.254 15.658 1.042
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RGCMSJEðy;m; c; d; sÞ

¼ �
Xcm
k¼1

P z
T m;cð Þ
k ; qa;m;db

� �

�
Xcm
k¼1

p zm;ck

� �
ln p zm;ck

� �� �
ð20Þ

The calculation process of RGCMSSJE is illus-

trated in Fig. 11.

It is noteworthy that in Ref. [49], the generalized

multi-scale processes are extended to second-order

statistics by y
ðsÞ
k;j ¼ 1=s

Pjsþk�1
b¼ðj�1Þsþk ðxb � xbÞ2. This

approach has proven suitable for the SE and PE,

which are sensitive to the relationship between

adjacent amplitudes. However, it was found that this

method is not suitable for the SJE, because a

significant portion of amplitude information will lost

after adopting the second moment, which will lead to

the loss of some useful information [49]. In this paper,

the RGCMSSJE method is introduced to address these

problems. The RGCMSSJE method has been

improved in two aspects. First, the RCMSA in Step

(1) can stably extract the changes in time series at

multiple scales and avoid the appearance of undefined

entropy. Secondly, in order to reduce the fluctuations

of the variance of time series at large scales, Step (1)

uses the unified mapping of standard deviation and

mean value instead of step-by-step mapping, thus

providing the RGCMSSJEwith a stronger fault feature

extraction ability.

3.2 Parameter selection of RGCMSSJE

The selection of parameters for an entropy algorithm is

very important, because appropriately selected param-

eters will producemore informative fault features. The

traditional entropy parameter selection method is to

traverse the parameter space and then observe the

entropy curve to determine the parameter values.

However, this approach is only qualitative and

depends on the analyst experience. This not only

reduces the efficiency of fault diagnosis, but also

restricts the fault recognition rate. Recently, the

average Euclidean distance (AED) was proposed as

an index for entropy parameter selection [50], but that

method did not consider the multi-scale factors and the

stability of feature space. In the multi-scale analysis,

the scale factor is an important parameter the needs to

be selected. At the same time, we found that when the

stability of feature space was poor, even if the AED

value was large, the correct detection rate of gearbox

operation state was greatly reduced. Therefore, a new

index for the selection of multi-scale entropy

Table 4 Values and roles

of control variables

discussed

Control variable Role Value

c Dividing time series range [2, 8]

m Defining embedded vector dimension [2, 8]

d Limiting time series dispersion 1

s Limiting multi-scale factor 20

N Controlling data length cmþ1 � N

Fig. 11 Flowchart of RGCMSSJE calculations
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parameters, namely the MSAED, is proposed in this

paper by considering jointly multi-scale analysis,

feature space stability, and AED.

There are five parameters in the RGCMSSJE

calculation process, including sample data length, N,

scale factor, s, embedding dimension, m, number of

categories, c, and time delay, d. Without loss of

generality, in order to simplify the calculation process,

the sample data length, N, and time delay, d, are

usually set to 2048 and 1, respectively. Suppose that

the dataset to be tested has s different classes, and each
class has n samples of length nl. The detailed steps of

MSAED calculation are as follows:

(1) Initialize parameters ðc;mÞ in RGCMSSJE. Set

c 2 ½2; 8� andm 2 ½2; 8�½2; 8�, while c andm also

need to satisfy cmþ1 � nl.

(2) Calculate the average RGCMSSJE (ARX) and

multi-scale standard deviation (MSSD) of sam-

ple for i-th class and s-th scale as follows:

ARXi;sðpÞ ¼
1

n

Xn
p¼1

RGCMSJEi;sðpÞ ð21Þ

MSSDi;sðpÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
p¼1 RGCMSJEi;sðpÞ � ARX

� �2
n� 1

s

ð22Þ

where 1� s� 20.

(3) Calculate the Euclidean distances and standard

deviation between i-th and j-th classes as

follows:

EEDi;sði; jÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
p¼1

ARXi;sðpÞ � ARXj;sðpÞ
� �2

vuut

ð23Þ

SDEDi;sði; jÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
p¼1

MSSDi;sðpÞ �MSSDj;sðpÞ
� �2

vuut

ð24Þ

where EED is the entropy Euclidean distance

and SDED is the standard deviation Euclidean

distance.

(4) Calculate MSAED as follows:

MSAEDs ¼
Xs

i¼1

Xs

j¼1;j6¼1
EEDsði; jÞ

,Xs

i¼1

Xs

j¼1;j6¼1
SDEDsði; jÞ

ð25Þ

(5) Update parameters c and m, and then repeat

Steps (1)–(4) to calculate the required MSAED

value.

The flowchart of the RGCMSSJE parameter selec-

tion process is shown in Fig. 12.

The RGCMSSJE method can extract the informa-

tion of different gearbox health state signals at

multiple scales. The RGCMSSJE values obtained for

different parameters can be quantified using the

MSAED index. The larger the MSAED value, the

greater the distinguishability between different health

states at multiple scales, and the better the stability of

entropy values. This means that RGCMSSJE can

extract more information from the gearbox vibration

signals and offers higher distinguishability. In the

process of traversing parameters c and m, we can

determine the optimum combination of c and m yield-

ing the larger MSAED value.

Fig. 12 Flowchart of RGCMSSJE parameter selection process
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4 Unsupervised feature selection using RSFS

High-dimensional fault features can be extracted by

the RGCMSSJE method. However, some of these

features are redundant and will unnecessarily increase

the computational time of the classification algorithm

and harm the classification accuracy. Therefore, in

order to improve the accuracy of fault recognition, it is

necessary to select a limited number of features from

the high-dimensional features. In this paper, the RSFS

method is proposed for the sensitive feature selection.

Suppose that dataset X ¼ fx1; x2; . . .; xNg 2 Rf�N

has n samples, k classes, f features, and Y ¼
½y1; y2; . . .; yk� ¼ ½yil� 2 f0; 1gN�k is its partitioned set.

The detailed calculation steps of the RSFS algo-

rithm can be summarized as follows:

(1) Construct a local kernel regression, pilð�Þ, based
on data point, xi as follows:

pil xið Þ ¼
P

xj2Gi
K xi; xj
� �

yjlP
xj2Gi

K xi; xj
� � ð26Þ

where Gi is the neighborhood of xi, and Kð�Þ is
the kernel function. Matrix S ¼ ½sij� 2 RN�N is

defined as follows:

sij ¼
K xi; xj
� �

P
xj2Gi

K xi; xj
� � xj 2 Gi

0 xi 62 Gi

8<
: ð27Þ

(2) Calculate the degree matrix B of ðSþ STÞ and
matrix M ¼ ðB� S� STÞ.

(3) Initialize F ¼ YðYTYÞ�
1
2 2 RN�k and sparse

matrix Z 2 RN�k. Set D 2 Rf�f as an identity

matrix. The spectral regression coefficients, W ,

are then given as follows:

W ¼ XXT þ b
a
D

 ��1
XðF � ZÞ ð28Þ

Zij ¼
0 if jEijj �

c
2a

1� c
2ajEijj

 �
Eij; otherwise

8><
>:

ð29Þ

where a, b, and c are input parameters, and

E ¼ F � XTW .

(4) Update F as follows:

Fij  Fij

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M�F þ vF þ aAþ½ �ij

MþF þ aF þ vFFTF þ aA�½ �ij

s

ð30Þ

where A ¼ XTW þ Z, and v is input parameter.

(5) Update the diagonal matrix Dii ¼ 1
2 wik k, and sort

all features in descending order according to

wik k, and then select the feature with the top

rank.

The RSFS is an unsupervised feature selection

algorithm based on spectral regression and sparse

graph embedding. We found that the traditional

algorithm based on spectral feature selection had two

major problems: (1) Noise and uncorrelated features

might adversely affect the estimated Laplacian, and

(2) noise was inevitably introduced into the estimated

clustering tags in the process of mapping discrete tags

into continuous embedding. The RSFS method uses a

robust local learning method to reduce the adverse

effects of noise and uncorrelated features on the

Laplacian operator, and a robust spectral regression

method to deal with the effect of noise on clustering

labels.

5 Proposed fault diagnosis method

5.1 Extreme learning machine

After extracting the feature set, an intelligent classifier

is used to identify the gearbox fault type. The ELM is a

new strong classifier based on single-hidden layer feed

forward neural network (SHLFFNN), which can

overcome some disadvantages of the traditional

SHLFFNN, such as low learning efficiency, overfit-

ting, and tendency to be attracted to local minima. The

input weights and biases of the algorithm are randomly

generated, and the calculation process remains

unchanged; thus, it has a fast learning speed and

requires minimum manual intervention. The ELM

calculation procedure can be summarized as follows:

(1) Given a training dataset

fxi; yig; ði ¼ 1; 2; . . .;MÞ, where xi is the net-

work input and yi is the network output,

determine the activation function, gðxÞ, and

the number of hidden layer nodes, L, and
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randomly generate input weights, xi, and the

input biases, bi.

(2) Calculate the hidden layer output matrix, H:

H ¼
gðx1; b1; x1Þ � � � gðxL; bL; x1Þ

..

.
� � � ..

.

gðx1; b1; xMÞ � � � gðxL; bL; xMÞ

2
64

3
75
M�L
ð31Þ

where M is the number of samples.

(3) Calculate the output weight, b:

Hb ¼ T ! b ¼ HþT ¼ HT I

C
þ HHT

 ��1
T

ð32Þ

where Hþ is the Moore–Penrose generalized

inverse matrix of H, C represents the penalty

factor, I is the identity matrix, and T is the

expected output matrix.

(4) Define the ELM outputs as follows:

Yi ¼
XK
i¼1

big xixi þ bið Þ; i ¼ 1; 2; 3; . . .; L

ð33Þ

The structure of an ELM is illustrated in Fig. 13.

5.2 Proposed fault diagnosis method

Because of the advantages of the RGCMSSJE, RSFS,

and ELM, a fault diagnosis method for WT gearboxes

that combines the three algorithms is presented in this

paper. Figure 14 shows the flowchart of the proposed

method, which can be summarized as follows:

(1) Collect and store the vibration data from

different health states of WT gearboxes.

(2) Use the RGCMSSJE method to extract fault

features through quantifying the complexity of

gearboxes vibration signals for different health

conditions. The parameter combination of the

RGCMSSJE method is determined by the

MSAED method. In this paper, we use the time

delay d = 1 and scale factor s = 20, and find the

best parameter combination of embedding

dimension,m, and number of symbol categories,

c.

(3) Use the RSFS method to select the most

sensitive features to construct the sensitive

feature vector.

(4) Input the selected sensitive feature vectors into

the ELMmulti-fault classifier to train to identify

different operation conditions. In order to elim-

inate the influence of data randomness on the

recognition accuracy of the ELM method, the

tenfold cross-validation method is applied.

6 Experimental verification

In this section, the proposed intelligent diagnosis

method is applied to the analysis of a laboratory

gearbox experimental dataset and a WT gearbox

experimental dataset to verify its effectiveness.

6.1 Case 1: Experimental gearbox vibration data

from simulated fault test

6.1.1 Experimental system and input dataset.

The experimental gearbox vibration signal dataset

from the University of Connecticut was adopted in this

study [51, 52]. The specifications of the experimental

platform are described as follows. The experimental

platform, shown in Fig. 15, used a benchmark two-

stage gearbox, whose speed was controlled by amotor.

The torque was supplied by a magnetic brake, which

was adjusted by changing its input voltage. A 32-tooth

pinion and an 80-tooth gear were installed on the first

stage input shaft. The second stage consisted of a

48-tooth pinion and 64-tooth gear. The input shaft

speed was measured by a tachometer, and gear

vibration signal was measured by an accelerometer.
Fig. 13 Structure of ELM
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The signals were recorded using a dSPACE system

(DS1006 processor board, dSPACE Inc.) at a sampling

frequency of 20 kHz. The gearbox faults were simu-

lated on the pinion of the first stage input shaft, while

the second stage gear of the gearbox was kept intact.

Nine different gear damage states were introduced into

the input shaft pinion, including five fault types and

five wear degrees. For each gear state, 104 vibration

signals were recorded, each containing 3600 data

points. In order to eliminate the non-stationary caused

Fig. 14 Flowchart of proposed WT gearbox fault diagnosis method
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by the variable speed, the experimental platform

converted the vibration signal from the time domain to

the angular domain and averaged it in the angular

domain. More details of the dataset can be obtained

from Ref. [52].

In this test, all nine types of faulty gears were

applied to the test equipment. The experimental

vibration signals were designated as healthy condition

(HC), missing tooth (MT), root crack (RC), spalling

(SP), and chipping tip with five different levels of

severity (C1–C5), and 100 non-overlapping samples

were taken from each state to form an input dataset.

Table 5 lists all the experimental datasets and input

datasets.

6.1.2 Parameter selection and feature set

determination

Figure 16 shows the time series and frequency spectra

of the gearbox vibration signals for the nine different

fault conditions. From Fig. 16, we can find that when

the gear failed, the amplitude in the high frequency

band increased because of the defect resonance.

However, the frequency of the high frequency reso-

nance caused by the nine health conditions was the

same in the spectrum, and the change in amplitude was

irregular. Because, the vibration signals usually had

nonlinear and non-stationary characteristics, it was

difficult to accurately identify different fault types and

severities directly from the time series and frequency

spectra. In addition, relying on time–frequency anal-

ysis for fault diagnosis requires significant experience

of the analyst. This not only reduces the efficiency, but

may also lead to significant errors. Therefore, it is

necessary to develop an effective feature extraction

method to realize automatic and efficient fault

diagnosis.

The RGCMSSJE method was used to extract more

fault information from the gearbox vibration signals,

to extract the features. According to the flow of the

method for gearbox health status identification pro-

posed in Sect. 5.2, first, the MSAED method was

adopted to select the appropriate parameter combina-

tion. 10% of the data were used for parameter

determination. Under the condition cmþ1 � N, 13

ðc;mÞ parameter combinations were selected to

calculate the MSAED values, which are shown in

Fig. 17 alongside the corresponding CPU times. It can

Tachometer

Speed
controller

Motor
Torque

Accelerometer

Gearbox

Brake

Fig. 15 Laboratory gearbox experimental platform

Table 5 List of laboratory

experimental datasets and

the input datasets

Fault class Class label (Data points 9 Signal samples)

Experimental datasets Input datasets

HC 1 3600 9 104 2048 9 100

MT 2 3600 9 104 2048 9 100

RC 3 3600 9 104 2048 9 100

SP 4 3600 9 104 2048 9 100

C1 5 3600 9 104 2048 9 100

C2 6 3600 9 104 2048 9 100

C3 7 3600 9 104 2048 9 100

C4 8 3600 9 104 2048 9 100

C5 9 3600 9 104 2048 9 100

Total 9 3600 9 936 2048 9 900
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be seen from Fig. 17 that the value of MSAED

increased with the increase in c when m was fixed. At

the same time, when c was fixed, the CPU time

increased rapidly with the increase inm. This provides

a useful guidance for the selection of parameter m. It

should be noted that the maximum value of MSAED

of 25.0945 was achieved for the combination of

H
C

M
T

R
C

SP
C

5
C

4
C

3
C

2
C

1

A
m

pl
itu

de

A
m

pl
itu

de

Time(s) Frequency(Hz)

Fig. 16 Laboratory gearbox fault experimental signals

Fig. 17 MSAED using different ðc;mÞ parameter combinations

for laboratory gearbox data

Table 6 Comparison of different feature extraction methods

for laboratory gearbox data

Method Parameters MSAED CPU time (s)

RGCMSSJE c ¼ 5, m ¼ 2 25.0945 27.77

GRCMSSJE c ¼ 5, m ¼ 2 9.9686 52.609

RCMSSJE c ¼ 4, m ¼ 2 11.7236 27.989

GRCMSDE c ¼ 5, m ¼ 2 10.0981 48.938

GRCMSPE m ¼ 3 3.31 93.256

GRCMSSE m ¼ 2, r ¼ 0:15 6.3455 78.841

123

Intelligent fault diagnosis of wind turbine gearboxes 2503



parameters (5,2). This shows that the RGCMSSJE

method with the parameter combination (5,2) could

not only extract more fault information in a stable way

and with higher efficiency than other parameter

combinations. Therefore, considering also the favor-

able CPU time for this parameter combination, we

selected it for further data processing.

We comprehensively compared the advantages of

the feature extraction methods proposed in this paper

to other five methods, using their optimal parameter

values determined by theMSAEDmethod. The results

are shown in Table 6, where GRCMSSJE is the

generalized refined composite multi-scale SJE entropy

based on the second-order moment. It can be seen

from Table 6 that the MSAED value of the

RGCMSSJE was the largest, while the CPU time

consumption the least, which indicates that this

method could extract more useful information from

the time series and its extraction efficiency was high.

A graph comparing how the multi-scale entropy

values change with the scale factor for the six feature

extraction methods is shown in Fig. 18. It can be seen

that when the scale factor s was greater than 5, the

dispersion of the RGCMSSJE values was the best, and

there were no large fluctuations. This shows that the

multi-scale features extracted by the RGCMSSJE

method were the most distinguishable and stable.

6.1.3 Dimension reduction and comparative analysis

of feature space

As can be seen from Fig. 18a, not all 20-dimensional

features did not confidently distinguish between the

fault states of the gearbox. This shows that there was

redundant information contained in the 20-dimen-

sional features, which was not conducive to achieving

the efficient performance of intelligent algorithms. In

order to further improve the classification accuracy

and eliminate redundant information, it was necessary

to select the features that contained the most useful

information for fault classification. Therefore, this

study used the RSFS algorithm to select the most

relevant features. The RSFS method uses local robust

learning to rank high-dimensional features. According

to their importance, the RGCMSSJE features were

sorted as follows:
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Fig. 18 Entropy of laboratory gearbox vibration signals versus scale factor for optimal parameters: a RGCMSSJE; b GRCMSSJE;

c RCMSSJE; d GRCMSDE; e GRCMSPE; f GRCMSSE
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R6 [R20 [R1 [R10 [R9 [R11 [R17 [R3 [R2

[R14 [R16 [R13 [R18 [R12 [R15 [R4 [
R5 [R19 [R8 [R7

ð34Þ

where Rs represents the feature selected by RSFS and s

is the scale factor. At the same time, in order to

comprehensively evaluate the performance of RSFS

method, we adopted the LS, FS, and MRMR indices

for comparison [53]. Then, the dimension of the

features to be retained was set to ns � 1, where ns was

the number of fault states of gearbox (i.e., ns ¼ 9). In

other words, the first eight features of the four

dimensionality reduction methods were selected as

the most sensitive features to compose a new feature

set. Here a description of the feature space is given. In

this experiment, the feature dataset extracted by the

RGCMSSJE method was a 900 9 20 matrix, where

the number of feature samples was 900 and the feature

dimension was 20. In addition, the experimental data

came from nine gearbox fault states, and thus the

category labels were 1–9. In other words, after the four

feature selection algorithms selected eight features

from the 900 9 20 feature dataset, the reduced feature

dataset was 900 9 8. The performance comparison of

the four feature selection algorithms is shown in

Fig. 19 and Table 7.

The visualization of the original signal and all

feature distributions is given in Fig. 19. In order to

intuitively analyze the feature space, we applied the

t-distributed stochastic neighbor embedding (t-SNE)

algorithm to project the features onto a three-dimen-

sional space. It can be seen from Fig. 19a that the

original signals of the nine fault states overlapped with

each other, which indicated that it would be very

difficult to classify the faults by using the original

features directly. At the same time, Fig. 19 shows that

the RGCMSSJE algorithm clustered the features of the

same category, while separating the features of

different categories from one another, which is

convenient for the classification of different fault

conditions. It is worth noting that the features selected

by the RSFS method were more clearly clustered.

Although the other three feature selection algorithms

separated the nine states well, the clustering within the

same category was not strong enough. This shows that

(a) (b) (c)

(d) (e) (f)

Fig. 19 Feature visualization for laboratory gearbox signal via t-SNE: a Raw signal. b RGCMSSJE. c RGCMSSJE ? RSFS,

d RGCMSSJE ? LS. e RGCMSSJE ? FS. f RGCMSSJE ? MRMR
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the RSFS algorithm extracted features with more fault

information.

In order to quantify the feature selection perfor-

mance of the above four methods, the between-class

scatter, within-class scatter, and CPU running times

were adopted for comprehensive analysis, as shown in

Table 7.We took the ratio of between-class scatter and

within-class scatter as the performance index of

feature selection. The larger the ratio, the more

concentrated the similar features and the more distant

the heterogeneous features. From Table 7, compared

to the LS, FS, and MRMR, the RSFS had the largest

feature selection performance index, while its CPU

time was only twice those of the LS and FS algorithms,

which demonstrated the superiority of RSFS algorithm

in feature selection.

6.1.4 Analysis of fault diagnosis results

As the final step, after the appropriate features had

been extracted, the ELM classifier was used to

distinguish between the fault states of the gearbox. It

is worth noting that before the ELM classification, we

need to decide the number of hidden layer neurons and

select a suitable kernel function. This analysis is

shown in Fig. 20, where the means and standard

deviations are shown for 20 trials. Figure 20a shows

the effect of different kernel functions on the ELM

classification accuracy. It can be seen that the sin

function achieved the highest classification accuracy

in a wide range of the numbers of hidden layer

neurons, and the stability of ELM classification was

gradually enhanced with the increase in the number of

hidden layer neurons. The preset kernel function of

Fig. 20b was the sin function. As can be seen from

Fig. 20b, when the number of hidden layer neurons

was 70, respectively, the classification accuracy was

the highest, and stability the best, while the CPU time

was still moderate. Therefore, we used the sin function

as the kernel function in the ELM and set the number

of hidden layer neurons to 70.

In order to improve the reliability and accuracy of

the fault classification results, the tenfold cross-

validation algorithm was adopted in the training and

Table 7 Comparison of

different dimensionality

reduction algorithms using

laboratory experimental

data

Method Feature selection performance CPU time (s)

Between-class scatter (Sb) Within-class scatter (Sw) Sb=Sw

RSFS 4.1885 0.1006 41.625 0.248

LS 2.5993 0.0900 28.875 0.162

FS 4.4935 0.1428 31.459 0.108

MRMR 6.1143 0.1624 37.648 42.83

(a) (b)

Fig. 20 ELM parameter selection: a Classification accuracy versus number of hidden layer neurons for different kernel functions.

b CPU time versus number of hidden layer neurons for sin kernel function
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testing process of the intelligent classification algo-

rithms in this section. The confusion matrix (CM) for

the ELM intelligent classifier is shown in Fig. 21,

which shows the result that repeated most often in the

20 experiments. It can be seen from Fig. 21 that the

overall recognition accuracy of the fault diagnosis

method proposed in this paper reached 99.9%, and

only the recognition rate of C4 fault was less than

100%. This indicates that the method effectively

identified the different gearbox fault types and sever-

ities, and had an excellent overall classification

accuracy. Although fault C4 signal was very similar

to that of fault C2, only one sample was misclassified

in this trial. In order to highlight the advantages of the

RGCMSSJE feature extraction method proposed in

this paper, we also compared the classification

performance of the features extracted by the

RGCMSSJE, GRCMSSJE, RCMSSJE, GRCMSDE,

GRCMSPE, and GRCMSSE methods. The perfor-

mance comparison of the six feature extraction

algorithms, all using the ELM, is shown in Fig. 22,

from which the following conclusions can be drawn.

First, the RGCMSSJE method had a higher accuracy

than the other entropy methods combined with the

generalized refined multi-scale analysis methods

(GRCMSSJE, RCMSSJE, GRCMSDE, GRCMSPE,

and GRCMSSE). This was mainly because the joint

state analysis extracted the current and subsequent

state characteristics of the fault from the original

signal, whereas the other entropy methods only

considered the current fault information contained in

the signal. Furthermore, compared to the other meth-

ods, the proposed RGCMSSJE method achieved the

highest test classification accuracy with less CPU

time. The CPU time here refers to the total time

including the RGCMSSJE feature extraction, RSFS

feature selection, and ELM fault classification. This

further highlights the advantages of RGCMSSJE for

fault feature extraction, which reduced the CPU time

and extracted more reliable feature information.

In order to verify the classification performance of

ELM, it was compared to four different classifiers,

including the SR, SVM, RF, and KNN. Four common

evaluation indices, including accuracy, F-score,

adjusted Rand index (ARI), and normalized mutual

information (NMI), were used to verify the perfor-

mance of different models. Accuracy represents the

proportion of all correctly classified results in the total

results. F-score is the weighted harmonic mean of both

the precision and recall. It reaches its best value at one

and worst at zero. ARI takes into account the number

of instances that exist in the same cluster and different

clusters. The higher the value of ARI, the more data

instances are correctly clustered. NMI is adopted to

estimate the quality of the clustering with respect to a

given class label of the data. The formulas for the four

indices are given in Table 8, where tp, tn, fp, and fn

refer to true positives, true negatives, false positives,

and false negatives, respectively. Precision ¼
Pk

i¼1 tpi

.Pk
i¼1 ðtpi þ fpiÞ and

Fig. 21 ELM CM for RGCMSSJE ? RSFS method

99.9%
94.1% 98.3%

88%
93.8%

86.7%

Fig. 22 Performance comparison of six feature extraction

algorithms
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Recall ¼
Pk

i¼1 tpi

.Pk
i¼1 ðtpi þ fniÞ, where k is the

number of classes to be classified. Suppose U and X
are the sets of actual labels and classified labels,

respectively. Then n11 is the number of the sample

pairs with overlapping labels in U and X, n00 is the

number of sample pairs with non-overlapping labels in

U andX, C2
n is the total number of sample pairs, pð�Þ is

the probability distribution function, and pðu;xÞ is the
joint probability distribution function of U and X. The
larger the value of the above evaluation indices, the

stronger the comprehensive classification ability of the

classifier.

Table 9 lists the parameter values of the five

classifiers. The feature sets of the five classification

algorithms were obtained by the RGCMSSJE and

RSFS methods. In order to reduce randomness, each

method was tested using tenfold cross-validation. The

final verification results are shown in Fig. 23 and

Table 10. From the radar diagram in Fig. 23, it can be

seen that the curve of the RGCMSSJE-RSFS-ELM

model proposed in this paper is farthest from the

center. At the same time, Table 10 shows that the ELM

classifier training and testing consumed the least CPU

time. Based on the above advantages of the ELM

classifier, it was selected as the intelligent classifier of

the proposed model. The results show that the

proposed model not only achieved the best diagnostic

results, but also exhibited good stability compared to

the other models (RGCMSSJE-RSFS-SR,

RGCMSSJE-RSFS-SVM, RGCMSSJE-RSFS-RF,

and RGCMSSJE-RSFS-KNN).

6.2 Case 2: WT gearbox vibration data

In what follows, in order to verify the fault identifi-

cation and generalization abilities of the proposed

method, we study experimental data of WT gearbox

with faults (WTGFs) under different working condi-

tions [54].

Table 8 Performance

evaluation metrics
Metric Formula Range

Accuracy Accuracy ¼ tpþ tn
tpþ fpþ tnþ fn

[0,1]

F-score F ¼ 2Recall�Precision
RecallþPrecision

[0,1]

ARI ARI ¼ n11 þ n00
C2
n

[0,1]

NMI
NMI ¼

P
u2U

P
x2X pðu;xÞ log pðu;xÞ=pðuÞpðxÞð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u2U pðuÞ log pðuÞð Þ
� � P

x2X pðxÞ log pðxÞð Þ
� �r [0,1]

Table 9 Parameters of four classification methods

Method Parameters Value

ELM Kernel function sin

Number of hidden layer neurons 70

SR Lambda 0.00001

Maximum number of iterations 200

Theta 310

SVM Kernel function RBF

Penalty factor 1

Kernel parameter 10

RF Estimation mode Out-of-bag

Number of trees 100

KNN Number of nearest neighbors 1

Distance metric Euclidean

Accuracy

F-scoreNMI

ARI

Fig. 23 Radar chart of classifier evaluation

123

2508 W. Dong et al.



6.2.1 Experimental system and input dataset

The WTGF dataset was created by researchers

engaged in fault diagnosis of WT gearboxes. Details

of this dataset are as follows [54]. The dataset contains

two gearbox operating states: healthy and broken

tooth. Each operating states contains 10 loading modes

representing 10 working conditions. Each working

condition has four attributes, which represent syn-

chronous data collected by four sensors installed at

four locations on the gearbox. The data were recorded

at a sampling frequency of 30 Hz with the load

changing from 0 to 90%. The data collected in the

healthy operation state included 1,015,808 9 4 data

points, while the data collected in the broken tooth

operation state included 1,005,311 9 4 data points

(see Table 11).

For this study, we selected three working conditions

from the healthy and broken teeth states each (h30hz0,

h30hz20, h30hz90, b30hz0, b30hz20, and b30hz90).

Similar to Case 1, 102,400 data points of two sensors

were divided into 50 data samples (each data sample

containing 2048 points). The tenfold cross-validation

algorithm was also applied in the training and testing

processes.

6.2.2 Parameter selection and feature set

determination

The time- and frequency-domain representations of

the six vibration signals are shown in Fig. 24, where it

is easy to distinguish between the healthy and the

broken tooth states. The amplitudes of the broken

tooth fault time series are clearly smaller, and a clear

low frequency peak appears in the spectra. However, it

is difficult to distinguish between the three working

conditions in each of the two gear states by directly

observing the time- and frequency-domain plots.

Therefore, we propose to use the RGCMSSJE method

to extract the vibration signal features for that purpose.

Similar to Case 1, this paper uses the RGCMSSJE

method to analyze the recorded experimental data to

verify the effectiveness and generalization ability of

the method. First, the MSAED method was used to

Table 10 Comparison of

classifier performance
Method Performance index

Accuracy (%) F-score ARI NMI CPU time (s)

ELM 99.9 0.99938 0.9975 0.9972 0.1624

SR 98.9 0.98997 0.9889 0.9772 3.2633

SVM 99.3 0.99624 0.9853 0.9854 17.031

RF 99.1 0.99498 0.9804 0.9809 7.0882

KNN 99.0 0.99118 0.9781 0.9800 2.2723

Table 11 Description of

working conditions of WT

gearbox

Fault class

Healthy Broken tooth

Condition label Dataset Condition label Dataset

h30hz0 88,832 9 4 b30hz0 88,320 9 4

h30hz10 92,928 9 4 b30hz10 111,616 9 4

h30hz20 108,544 9 4 b30hz20 114,432 9 4

h30hz30 106,240 9 4 b30hz30 89,856 9 4

h30hz40 100,608 9 4 b30hz40 94,464 9 4

h30hz50 110,848 9 4 b30hz50 94,208 9 4

h30hz60 99,840 9 4 b30hz60 95,488 9 4

h30hz70 101,377 9 4 b30hz70 100,865 9 4

h30hz80 99,841 9 4 b30hz80 110,336 9 4

h30hz90 106,752 9 4 b30hz90 105,728 9 4
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select the optimal parameter combination, and then

RGCMSSJE method was applied to extract the multi-

scale feature vector set of dimension 20 using the

optimal parameter combination. The experimental

steps in this section were the same as those in Case 1,

and the MSAED values and the corresponding CPU
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Fig. 24 WT gearbox experimental vibration data

Fig. 25 MSAED using different ðc;mÞ parameter combinations

for WTGF dataset

Table 12 Comparison of different feature extraction methods

for WTGF dataset

Method Parameters MSAED CPU time (s)

RGCMSSJE c ¼ 4, m ¼ 2 14.6402 9.849

GRCMSSJE c ¼ 2, m ¼ 7 5.9415 19.571

RCMSSJE c ¼ 2, m ¼ 7 6.8231 12.277

GRCMSDE c ¼ 2, m ¼ 7 5.0401 19.135

GRCMSPE m ¼ 4 3.6734 43.479

GRCMSSE m ¼ 2, r ¼ 0:15 3.5557 26.721
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times are shown in Fig. 25. Figure 25 demonstrates

that the maximum value of MSAED was 14.6402, for

the parameter combination (4,2). This shows that for

the WTGF dataset, the RGCMSSJE algorithm

extracted more abundant fault information when the

parameter combination was c = 4 and m = 2; there-

fore, considering also the CPU time, we chose these

parameter values. Subsequently, the RGCMSSJE

method was compared to the other five feature

extraction algorithms, and the comparison results are

shown in Table 12 and Fig. 26. It can be seen from

Table 12 that the results are the same as in Case 1. The

RGCMSSJE method gave the largest MSAED value

and the shortest CPU time. The entropy plots in

Fig. 26 also supported this claim, because the

RGCMSSJE curve had the largest discrimination

power and the smallest standard deviation.

6.2.3 Dimension reduction and comparative analysis

of feature space

Similar to Case 1, in order to improve the efficiency of

fault recognition and eliminate the redundant

information from the feature space, we used the RSFS

algorithm to reduce the dimension of the feature space.

First, using the RSFS algorithm, the 20-dimensional

features were sorted as follows:

R9 [R4 [R1 [R6 [R2 [R7 [R19 [R20 [R18

[R17 [R10 [R8 [R5 [R14 [R3 [R11

[R16 [R13 [R15 [R12

ð35Þ

Subsequently, following [50], the feature dimen-

sion retained after dimensionality reduction was set to

ns � 1, where ns is the number of gearbox operating

conditions (ns ¼ 6). In other words, the first five

features were selected as sensitive features to con-

struct a new 6-dimensional feature vector set. Lastly,

as the feature selection method adopted in this study,

the RSFS approach was compared to the LS, FS, and

MRMRmethods. Figure 27 depicts the raw signal and

feature distributions, which were obtained by applying

the t-SNE algorithm to project the features onto a

three-dimensional space. From Fig. 27, one can

observe that the separation of different classes and

(a) (b) (c)

(d) (e) (f)
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Fig. 26 Entropy of gearbox vibration signal from WTGF dataset versus scale factor for optimal parameters: a RGCMSSJE,

b GRCMSSJE, c RCMSSJE, d GRCMSDE, e GRCMSPE, f GRCMSSE
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the clustering within the same class are both clearer

after 6 sensitive features had been selected using the

RSFS approach. By comparing Fig. 27a–f, the

RGCMSSJE method clearly extracted recognizable

features from cluttered and inseparable signals.

At the same time, the gearbox state distinguishing

ability of the features selected by the LS, FS, and

MRMR was significantly lower than that of RSFS. To

further illustrate the performance of the RSFS feature

selection, the ratio of Sb=Sw is shown in Table 13.

From Table 13, it can be concluded the RSFS method

had the largest feature selection performance index

compared to the LS, FS, and MRMR, and the CPU

time of only 0.0905 s, which further demonstrates the

superiority of RSFS algorithm for feature selection.

Therefore, this study adopted the RSFS algorithm as

the dimension reduction algorithm for the high-

dimensional feature space of the WTGF dataset.

6.2.4 Analysis of fault diagnosis results

Similar to Case 1, the reduced-dimension features

were fed into the ELM intelligent classifier for

gearbox fault classification. The parameters of the

ELM adopted in this section were the same as in Case

1. The kernel function was the sin function and the

number of hidden layer neurons was 70.

(a) (b) (c)

(d) (e) (f)

Fig. 27 Feature visualization for WTGF data via t-SNE: a Raw signal. b RGCMSSJE. c RGCMSSJE ? RSFS. d RGCMSSJE ? LS.

e RGCMSSJE ? FS. f RGCMSSJE ? MRMR

Table 13 Comparison of

different dimensionality

reduction algorithms using

WTGF data

Method Feature selection performance CPU time(s)

Between-class scatter (Sb) Within-class scatter (Sw) Sb=Sw

RSFS 1.4249 0.1336 10.666 0.0905

LS 0.3802 0.1248 3.127 0.0632

FS 0.4203 0.1171 3.589 0.0356

MRMR 0.0721 0.0641 1.125 13.751
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Similarly, to improve the reliability and accuracy of

the fault classification results, the tenfold cross-

validation was used during training and testing of the

ELM. The average results of 20 simulations were used

to verify the accuracy of fault identification, as

illustrated by CM shown in Fig. 28. The category

labels defined by six working conditions b30hz0,

b30hz20, b30hz90, h30hz0, h30hz20, and h30hz90 are

1, 2, 3, 4, 5, and 6, respectively. From Fig. 28, it can be

seen that except for working condition 3, the recog-

nition accuracy of the other five working conditions

reached 100%. The overall classification accuracy of

the method proposed in this paper reached 99.3%,

which means that the method effectively detected the

different working conditions of the gearbox transmis-

sion. The CM shows that one sample of working

conditions 1 and 2 each was wrongly classified as

working condition 3, which indicates that it was not

conducive to distinguish the change of working

condition in case of gear failure.

Similarly, we compared the classification accura-

cies and CPU times of the RGCMSSJE, GRCMSSJE,

RCMSSJE, GRCMSDE, GRCMSPE, and GRCMSSE

when using the ELM intelligent classifier. It is clear

from Fig. 29 that the features extracted by the

RGCMSSJE method had the highest classification

accuracy, while the RCMSSJE method was the

second.

This shows that the features extracted by the joint

state analysis effectively classified the gearbox states

and the RGCMSSJE method achieved the highest

recognition accuracy while using less CPU time. At

the same time, it was demonstrated that the

RGCMSSJE feature extraction method had good

generalization ability.

Similar to Sect. 6.1, we compared comprehensively

the performance of the five classifiers to verify the

efficiency of the ELM. The parameters adopted by the

five classifiers were the same as in Table 9, and the

input feature set of the classifiers were obtained by the

RGCMSSJE and RSFS methods. Each algorithm was

run 20 times, and detailed comparison results are

given in Fig. 30 and Table 14. From the radar plot

Fig. 28 ELM CM for RGCMSSJE ? RSFS

99.3%

76.6%

98.8%

78.3% 75.3%

71.1%

Fig. 29 Performance comparison of six feature extraction

algorithms for WTGF data

F-score

ARI

NMI

Accuracy

Fig. 30 Radar chart of different classifier evaluation for WTGF

data
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shown in Fig. 30, it can be clearly observed that the

four evaluation parameters of the RGCMSSJE-RSFS-

ELM method proposed in this paper were farthest

from the center, which indicates that the overall

classification ability of ELM was the best. It also

shows that the RGCMSSJE-RSFS-ELM method had

the highest fault recognition ability. Furthermore, the

data in Table 14 show that the training and testing of

ELM classifier consumed the least CPU time.

6.3 Further discussions

By comparing the above methods, we can conclude

that the proposed method combines the advantages of

RGCMSSJE, MSAED, RSFS, and ELM so that the

gearbox component fault state can be effectively

identified. The proposed method utilizes the following

four concepts: the refined generalized multi-scale

analysis, state joint entropy, MSAED aided parameter

determination, and RSFS. At the same time, after the

comparative analysis of intelligent classifier recogni-

tion accuracy and efficiency, we adopted the ELM as

the fault identifier. The results of experimental Cases 1

and 2 showed that the fault diagnosis method proposed

in this paper not only identified various gear faults

under the same working conditions, but also gear

faults under variable working conditions and had good

generalization ability and stability. The reasons behind

the advantages of the proposed model are summarized

as follows:

(1) In previous studies, the DE algorithm has been

demonstrated to have some advantages in

computing time and reliability due to its unique

symbolization and linear mapping rules. How-

ever, the DE algorithm is similar to the SE and

PE algorithms, which only consider the mode

probability of current state and ignore the state

transition probability of fault information from

one state to another. Because of these short-

comings, we proposed the SJE entropy, which

inherits the advantages of the DE algorithm and

considers the mode and transition probabilities

of the current state. Therefore, the SJE can

extract fault information efficiently and in a

stable fashion.

(2) The generalized composite multi-scale analysis

method effectively addressed the problem of

missing mutation in the composite multi-scale

analysis. However, it was found unsuitable for

the DE and SJE algorithms, because significant

amounts of useable information would vanish

with the transformation to the second moment,

leading to instable entropy values. Therefore,

we proposed the RGCMSA method to address

these problems. The refined generalized analy-

sis and composite algorithm avoided informa-

tion loss caused by transforming data to the

second moment and extracted information at

multiple time scales.

(3) Previous studies on the parameters of entropy

algorithms were based on the traversal simula-

tion of analog signals. Therefore, the entropy

parameters for specific fault data could not be

obtained, and the parameter selection process

required an experienced analyst, which inevi-

tably led to errors. In this paper, the MSAED

algorithm was proposed to determine the

parameters of the RGCMSSJE method, which

adaptively optimized the parameters for the data

at hand.

(4) In the feature selection process, the LS algo-

rithm was found to lack the capability of global

information separation. On the other hand, the

FS algorithm lacked the capability of local

information preservation. Therefore, we applied

the RSFS method to reduce the dimension of

feature space. This approach adopted a robust

Table 14 Comparison of

classifier performance for

WTGF data

Method Performance index

Accuracy (%) F-score ARI NMI CPU time (s)

ELM 99.3 0.99599 0.9842 0.9817 0.0983

SR 97 0.97753 0.9803 0.9329 1.6757

SVM 99 0.99398 0.9759 0.9226 3.2421

RF 97.3 0.98388 0.9375 0.9374 2.2705

KNN 96.7 0.97615 0.9231 0.9266 0.2929
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local learning method to deal with clustering

errors so as to improve the local information

retention ability while taking into account the

global information.

7 Conclusions

In this paper, a novel intelligent fault diagnosis

method for WT gearboxes based on the RGCMSSJE,

MSAED, RSFS, and ELM was presented. First, the

concept of SJE entropy was defined, and the advan-

tages of SJE were verified by comparing it to DE, SE,

and PE. Then, a new fault feature extraction method

RGCMSSJE was proposed based on the RCMSA.

Furthermore, the MSAED adaptive algorithm was

proposed for automatically selecting the optimal

parameters ðc;mÞ. Compared to the GRCMSSJE,

RCMSSJE, GRCMSDE, GRCMSSE, and GRCMSPE

methods, the proposed RGCMSSJE method adopting

the optimal parameters had the advantages of faster

calculation speed and more stable feature extraction.

Subsequently, the RSFS algorithm was introduced to

automatically select salient features from the multi-

scale features using robust local learning. Finally, a

gearbox fault diagnosis method combining

RGCMSSJE, MSAED, RSFS, and ELM was con-

structed. The analysis results of two experimental

cases indicated that the method effectively extracted

the operating characteristics of the gearbox and

successfully identified a variety of gearbox local faults

and working conditions. More importantly, compared

to the existing methods (such as the GRCMSDE,

GRCMSSE and GRCMSPE), the proposed diagnostic

scheme exhibited significantly enhanced diagnostic

accuracy and computational efficiency. In future

work, more industrial data should be employed to

verify the generalization ability of the proposed

method. Furthermore, the selection of MSAED-as-

sisted entropy parameters and the combination of

multi-scale analysis and RSFS method are very

interesting directions to explore.
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