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Abstract This paper proposes an effective image

encryption method to encrypt several images in one

encryption process. The proposed encryption

scheme differs from the current multiple image

encryption schemes because of their two-layer cross-

coupled chaotic map-based permutation-diffusion

operation. Block-shuffling, left–right (L–R) flipping

and then bit-XOR diffusion operations are carried out

in the first layer using one set of cross-coupled chaotic

map. Block-shuffling, up–down (U–D) flipping and

then bit-XOR diffusion operations are performed with

another set of cross-coupled chaotic maps in the

second layer. The two different layers of permutation-

diffusion make the proposed algorithm more efficient

than the existing multi-image encryption algorithms.

Moreover, the combination of block-based shuffling

and flip operation decreases the algorithm’s compu-

tational complexity, which means enhancing the time

efficiency of the algorithm. In cross-coupling opera-

tion, the use of a single fixed-type one-dimensional

chaotic map-piece-wise linear chaotic map (PWLCM)

makes the algorithm efficient both in hardware and in

software. PWLCM’s initial values and system

parameters (keys) are generated by means of the hash

values of original images that resist the algorithm

against the attacks of chosen-plaintext and known-

plaintext. Results of simulation and comparative

security analysis reveal that the suggested scheme is

more effective in encryption and resists better against

all widely used attacks.

Keywords Security � Multi-image encryption �
Cross-coupling � Data hiding � Chaos � Hash algorithm

1 Introduction

Through technological advances, the transmission of

information over public networks has grown rapidly.

The information is conveyed either in the form of

videos, audios, text, or images, and nowadays many of

the relevant information is represented by images.

Images are widely used in military secrets, satellite

reports, government secret documents, etc. Security of

images therefore becomes a major factor. Encryption

is one of the common approaches to image security.

There are several conventional methods (DES [1],

3DES, AES [2], RSA, etc.) for encrypting images.

Nevertheless, due to large information and strong

association of neighboring pixels in the images, these

approaches are not as efficient for encrypting images
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[3, 4]. Hence, the need for a strong encryption method

is of highest concern.

Encryption methods based on chaos offer signifi-

cant protection for image encryption. The distinctive

characteristics of chaotic systems like ergodicity,

mixing properties, sensitivity to chaotic variables,

and highly complex behavior make it an ideal choice

for a powerful and efficient encryption method [5–7].

Many single-image-encryption (SIE) methods based

on DNA-level [5, 8–10], block-level [11, 12], pixel-

level [3, 6, 13–15], transform operation-based pixel-

level [16], rotation operation-based pixel-level [17],

hash-key operation-based pixel-level [18], s-box

operation-based pixel-level [19], bit-level [4, 7], bit-

block-level [20], permutation and diffusion operation

employ chaotic maps to build secure and strong cipher

images. The types of chaotic systems employed in SIE

methods are ‘‘one dimensional’’ (1D) and ‘‘high

dimensional’’ (HD) [13]. Chaotic 1D maps tend to

be powerful, are simpler in structure and thus use

resources more effectively, but they have the disad-

vantage of a limited key space. Chaotic HDmaps have

a wide range of key spaces, but they are highly

complex and thus more resource utilization [14, 20].

So, to provide the algorithm with high efficiency and

strong key space, in image encryption algorithms

[15, 17] authors have used multi-type 1D chaotic maps

multiple times. But using different kinds of chaotic 1D

maps reduces the algorithm’s hardware and software

efficiency. To resolve this problem, the suggested

method uses the PWLCM system multiple times for

encryption operation.

During the age of big data, the communication

network transmits multiple images. SIE methods can

be repetitively used in the encryption to protect those

images. However, they reduce the efficiency of

encryption [21]. In order to boost the encryption

efficiency, many researchers use multiple image

encryption (MIE) algorithms to encrypt multiple

images. From the past few years, in different domains

the MIE algorithms are developed such as transform

[22–24], chaotic [25–27], mix of transform and

chaotic [28], and mix of chaotic and DNA domain

[29, 30].

In the above MIE algorithms, the transform

domain-based MIE algorithms [22–24, 28] decrease

the algorithm’s encryption efficiency. This is because

there is a need for information translation among

transform and spatial domain within these algorithms.

The MIE algorithms based on the chaotic domain

boost the algorithm’s encryption efficiency. In Ref.

[25], Tang et al. developed a bit-plane process-based

MIE algorithm. This algorithm uses the chaotic map to

execute the encryption process; however, the complex

bit-plane process decreases the algorithm’s encryption

efficiency [26]. In Ref. [27], Zhang et al. developed a

method to increase the encryption efficiency in a

chaotic map-based MIE algorithm. No doubt this

algorithm increases the efficiency of encryption, but

the security is still lower than Ref. [25]’s algorithm.

This is because the position of blocks and its contents

are processed in the algorithm of Ref. [25], while the

ordering of the blocks is processed only in the

algorithm of Ref. [27]. Hence, the security of the

algorithm in Ref. [27] is reduced. Furthermore, the

algorithm’s secret keys in Ref. [27] do not link to the

actual images. This may be due to the possibility of the

chosen-plaintext and known-plaintext being targeted.

To resolve all of the above issues, another MIE

technique was developed in Ref. [26] by the same

author. This technique maintains the security as well

as increases the algorithm’s encryption efficiency. To

enhance the security in MIE algorithms, many

researchers use DNA along with chaotic maps to

encrypt multiple images. References [29] and [30]

developed MIE algorithms using DNA and chaotic

maps. However, the additional DNA processes like

encoding–decoding enhance the algorithm’s compu-

tational complexity.

In the above chaotic map-based MIE algorithms

[25–27, 29, 30], one common issue is that the

encrypted image relies only a single chaotic system

chaotic orbit, so in those algorithms it may be possible

to extract information [31]. This fact has led to the

development of many cryptanalysis algorithms

[32–36] to cryptanalyze analog security communica-

tion methods. When using the chaotic map cross-

coupling, such cryptanalysis will be harder. This is
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because different chaotic orbits of cross-coupled

chaotic maps determine the resultant cipher output

[31, 37, 38]. Recently, in 2020, Patro et al. [39]

developed a chaotic map cross-coupling-based MIE

method. In this method, the chaotic map cross-

coupling-based permutation-diffusion operation

ensures security to multiple images. Here the two

different PWLCM systems are used for cross-coupling

operation. There is no question that the algorithm in

Ref. [39] provides security, but the security is either

not much improved or compromised in some cases.

The key space of the method in Ref. [39] is not larger

than that of the method of Ref. [25]. As we observed

the algorithm’s histogram variance analysis and Chi-

square test analysis in Ref. [39], we found that the

grayscale pixel values of Group-2 images are less

uniformly distributed as compared with Group-1

images. That means the algorithm in Ref. [39] is not

equally performed to all the groups of images. As we

found in the entropy analysis of the algorithm in Ref.

[39], we notice that, relative to the current MIE

algorithms, the average entropy of both image groups

is not increased.

By addressing all of the above problems, this paper

develops an effective multi-image encryption tech-

nique based on two layers of cross-coupled chaotic

map. Block permutation, left–right (L–R) flip opera-

tion and bit-XOR diffusion are performed in the first

layer of operation, and block permutation, up–down

(U–D) flip operation and bit-XOR diffusion process

are executed again in the second layer of operation.

Two different sets of cross-coupled chaotic maps are

used in the first and second layers of permutation-

diffusion operation to enhance the security. The

advantages of the proposed scheme are as follows.

• Uses cross-coupling of chaotic maps to permute

and diffuse the pixels. Cryptanalysis of the

proposed algorithm is harder as compared to the

algorithms using non-cross-coupling of chaotic

maps to permute and diffuse the pixels.

• In cross-coupling, the use of the only PWLCM

system improves the algorithm’s hardware and

software performance as compared to the algo-

rithms using multiple types of other 1D and HD

chaotic maps in permutation and diffusion opera-

tions. The PWLCM system improves the algo-

rithm’s encryption speed also. It is because the

PWLCM system’s single iteration process requires

multiple additions and a single division only.

• The performance of both block- and pixel-level

permutation operations improves the security of

the proposed algorithm as compared to the algo-

rithms performing either block-level or pixel-level

permutation operations.

• In the proposed algorithm, dual-layer security

exists. This implies that the proposed algorithm

performs two-time two-way block and pixel-level

permutation operations and two-times XOR-based

image diffusion operations. The other multiple

image encryption algorithms, on the other hand,

only carry out one layer of security.

• In the proposed algorithm, flip operation (L–R and

U–D)-based pixel permutation is performed to

permute the pixels. Flip processes in current CPU

architectures are completed in just a few clock

cycles. Flipping processes do not require constant

time; it is one of the fastest processes in current

CPU architectures. On the other hand, the other

multiple image encryption algorithms perform

pixel-permutation operations, offering an

O M � Nð Þ computational complexity, where M �
N is the image size.

Based on the aforementioned considerations, this

paper’s key contribution is as given below.

• Two layers of cross-coupling operation are per-

formed to make the algorithm more effective.

• To make the encryption scheme both hardware and

software efficient, in cross-coupling process, a

single chaotic map-PWLCM is used.

• Block-based permutation and flip operation are

implemented to reduce the algorithm’s computa-

tional complexity.

• Use of hash-based keys protects the algorithm

against the attacks of chosen- and known-

plaintext.

The remainder of the paper is structured according

to the following. The PWLCM system is introduced in

Sect. 2. Section 3 describes the approach suggested

here. The algorithm’s security analysis and the

outcomes of the simulation are discussed in Sect. 4.

At last, this paper concludes in Sect. 5.
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2 PWLCM system

In image encryption, the two important characteristics

of chaotic maps such as ‘‘simplicity’’ and ‘‘ergodicity’’

must be considered for selection of any chaotic map.

The map that provides both ‘‘simplicity’’ and broader

‘‘ergodicity’’ is PWLCM. The logistic map, on the

other side, is the popular chaotic map for ‘‘simplicity’’

but has no wider ‘‘ergodicity’’. So the best choice is the

PWLCM system for the generation of good pseudo-

random chaotic sequences. It is generated by [26, 39],

knþ1 ¼

kn
m

if 0� kn\m

kn � m

0:5� m
if m� kn\0:5

1� knð Þ if 0:5� kn\1

8
>>><

>>>:

ð1Þ

where the initial value k 2 0; 1ð Þ and the system

parameter m 2 0; 0:5ð Þ. Reference [39] shows the

bifurcation diagrams in two figures. The bifurcation of

the logistic map is seen in one figure (Fig. 1), and the

bifurcation of PWLCM system is seen in another

figure (Fig. 2). By analyzing these two figures, it is

noticed that the ergodicity of logistic map exists in the

range 0; 1ð Þ when the system parameter m reaches 4,

while the ergodicity of PWLCM system exists in a

wider range. Hence, in many image encryption

algorithms, PWLCM system is preferred. Besides

ergodicity and simplicity, the other significant char-

acteristics of the PWLCM system are easy software

and hardware realization, good dynamic behavior,

uniform invariant distribution and effective imple-

mentation [39, 40].

3 Proposed methodology

3.1 Method of key generation operation

1. Take L images with the sameMg � Ng dimension.

2. Merge horizontally with all the L images. The

image that is generated being referred by L1.

3. Apply the hash algorithm, SHA-256 to image L1

to produce the hash value of 256-bit. It is depicted

by

hvb ¼ hvb1; hvb2; hvb3; . . .; hvb256ð Þ

4. Convert the hash value of 256 bit into the hash

value of 64-hexadecimal. Figure 1 shows the

process of conversion of binary to hexadecimal.

In this process, the entire 256 bits are split into 64

groups, each of which contains 4 bits. Each of the

4-bit groups will then be translated to its corre-

sponding hexadecimal number.

The 64-hexadecimal hash value is represented as

hvh ¼ hvh1; hvh2; hvh3; . . .; hvh64ð Þ

5. Develop the algorithm’s keys by,

Fig. 1 Binary-to-hexadecimal conversion process
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Fig. 2 Block schematic representation of the suggested encryption scheme

m 1ð Þ ¼ km� hvh1þhvh2þ���þhvh8
1015

� �
� hvh1þhvh2þ���þhvh8

1015

l m� �
� 0:01

mk ¼ mm � hvh9þhvh10þ���þhvh16
1015

� �
� hvh9þhvh10þ���þhvh16

1015

l m� �
� 0:01

8
<

:
ð2Þ

n 1ð Þ ¼ kn� hvh17þhvh18þ���þhvh24
1015

� �
� hvh17þhvh18þ���þhvh24

1015

l m� �
� 0:01

nk ¼ nn� hvh25þhvh26þ���þhvh32
1015

� �
� hvh25þhvh26þ���þhvh32

1015

l m� �
� 0:01

8
<

:
ð3Þ

p 1ð Þ ¼ kp� hvh33þhvh34þ���þhvh40
1015

� �
� hvh33þhvh34þ���þhvh40

1015

l m� �
� 0:01

pk ¼ pp� hvh41þhvh42þ���þhvh48
1015

� �
� hvh41þhvh42þ���þhvh48

1015

l m� �
� 0:01

8
<

:
ð4Þ

q 1ð Þ ¼ kq� hvh49þhvh50þ���þhvh56
1015

� �
� hvh49þhvh50þ���þhvh56

1015

l m� �
� 0:01

qk ¼ qq� hvh57þhvh58þ���þhvh64
1015

� �
� hvh57þhvh58þ���þhvh64

1015

l m� �
� 0:01

8
<

:
ð5Þ
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where

m 1ð Þ; n 1ð Þ; p 1ð Þ; q 1ð Þð Þ and km; kn; kp; kqð Þ are the
PWLCM system-1- to 4-based generated and given

initial values, respectively.

mk; nk; pk; qkð Þ and mm; nn; pp; qqð Þ are the

PWLCM system-1- to 4-based generated and given

system parameters, respectively.

The symbol :d e performs the ‘‘ceil’’ operation.

3.2 Method of encryption operation

Figure 2 presents a block schematic representation of

the suggested encryption scheme. The steps for the

encryption process are as follows.

1. Take L images I1; I2; I3; . . .; ILð Þ with the same

Mg � Ng dimension.

2. Merge horizontally with all the L images by,

L1 ¼ horzcat I1; I2; I3; . . .; ILð Þ

where L1 is the horizontal concatenated image.

The function ‘‘horzcat’’ performs the horizontal

concatenation operation. The size of L1 is

Mg � LNg.

3. Generate blocks of size 1� L by dividing the

image L1. The number of generated blocks is
Mg�LNg

1�L ¼ Mg � Ng. The block division process

is presented in Algorithm 1.

In the above algorithm, B1 is the array of blocks

of size 1� L.

4. Calculate the number of blocks in B1 by,

l1 ¼ length B1ð Þ

where l1 is the length of the array B1. The

function }length} finds the length of an array.

5. Generate the PWLCM system-1 and system-2-

based keys by Eqs. (2) and (3), respectively.

m 1ð Þ;mkð Þ and n 1ð Þ; nkð Þ are the PWLCM

system-1- and system-2-based generated keys,

respectively.

6. Generate second initial values of PWLCM

system-1 and system-2 using key values

m 1ð Þ;mkð Þ and n 1ð Þ; nkð Þ, respectively, to iter-

ate Eq. (1). The second initial values are

denoted as m 2ð Þ of PWLCM system-1 and

n 2ð Þ of PWLCM system-2.

7. Perform cross-coupling operation Mg � Ng

� �
�

1 times between the key values m 2ð Þ; nkð Þ and
n 2ð Þ;mkð Þ. Algorithm 2 shows the process of

cross-coupling operation.
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The iterated sequences are represented as,

m ¼ m 1ð Þ;m 2ð Þ;m 3ð Þ; . . .;m Mg � Ng

� �� �

n ¼ n 1ð Þ; n 2ð Þ; n 3ð Þ; . . .; n Mg � Ng

� �� �

8. Sort the iterated sequence m by,

permlrsort; permlrindex½ � ¼ sort mð Þ

where permlrindex is the indexed sequence and

permlrsort is the sorted sequence of m.

9. Perform block shuffling and left–right (L–R)

flip operation between the blocks of the array

B1. In the combined operation, first the blocks

are L–R-flipped and then shifted to a new

position in the array using the indexing

sequence permlrindex. The newly shuffled array

of blocks are denoted as B11.

10. Generate a big image B111 by combining the

blocks of the array B11.

11. Divide the big image B111 into L parts. The

newly formed images are denoted as

II1; II2; II3; . . .; IIL.

12. Generate an image r by using the iterated

sequence n (From Algorithm 2). Algorithm 3

presents the process to generate an image r.

In the above algorithm, r is the newly formed image. The

}reshape} function re-shapes the array, the }mod} function

executes the modulus process, and the }round} function

rounding the number to the closest number.

13. Execute diffusion process (bit-XOR) among the

123

An efficient dual-layer cross-coupled chaotic map security 2765



images II1; II2; II3; . . .; IIL and the newly formed

image r. The bit-XOR diffusion process is first

carried out between II1 and r, and then, the

diffusion process is executed between II2 and

the first diffusion output. Likewise, all the

II1; II2; II3; . . .; IIL images are bit-XORed. The

diffused images are denoted as

III1; III2; III3; . . .; IIIL.

14. Combine all the diffused images

III1; III2; III3; . . .; IIIL vertically by,

LL1 ¼ vertcat III1; III2; III3; . . .; IIILð Þ

where LL1 is the vertically concatenated image.

The function ‘‘vertcat’’ performs the vertical

concatenation operation. The size of LL1 is

LMg � Ng.

15. Generate blocks of size L� 1 by dividing the

image LL1. The number of generated blocks are
LMg�Ng

L�1
¼ Mg � Ng. The block division process

is presented in Algorithm 4.

In the above algorithm, B2 is the array of blocks of size L� 1.

16. Calculate the number of blocks in B2 by,

l2 ¼ length B2ð Þ

where l2 is the B2 array length.

17. Generate the PWLCM system-3- and system-4-

based keys by Eqs. (4) and (5), respectively.

p 1ð Þ; pkð Þ and q 1ð Þ; qkð Þ are the PWLCM

system-3- and system-4-based generated keys,

respectively.

18. Generate second initial values of PWLCM

system-3 and system-4 using key values

p 1ð Þ; pkð Þ and q 1ð Þ; qkð Þ, respectively, to iterate
Eq. (1). The second initial values are denoted as

p 2ð Þ of PWLCM system-3 and q 2ð Þ of PWLCM

system-4.

19. Perform cross-coupling operation Mg � Ng

� �
�

1 times between the key values p 2ð Þ; qkð Þ and

q 2ð Þ; pkð Þ. The cross-coupling process is carried
out in the same way as Algorithm 2. The

generated iterated sequences are represented as,

p ¼ p 1ð Þ; p 2ð Þ; p 3ð Þ; . . .; p Mg � Ng

� �� �

q ¼ q 1ð Þ; q 2ð Þ; q 3ð Þ; . . .; q Mg � Ng

� �� �

20. Sort the iterated sequence p by

permudsort; permudindex½ � ¼ sort pð Þ

where permudindex is the indexed sequence and

permudsort is the sorted sequence of p.

21. Perform block shuffling and up–down (U–D)

flip operation between the blocks of the array

B2. In the combined operation, first the blocks

are U–D-flipped and then shifted to a new

position in the array using the indexing

sequence permudindex. The newly shuffled

array of blocks are denoted as B222.

22. Generate a big image B222 by combining the

blocks of the array B222.

23. Divide the big image B222 vertically into L

parts. The newly formed images are denoted as

III1; III2; III3; . . .; IIIL.
24. Generate an image rr by using the iterated

sequence q. The image generation process is

carried out in the same way as Algorithm 3.

25. Perform bit-XOR diffusion operation between

the images III1; III2; III3; . . .; IIIL and the newly

formed image rr. First the bit-XOR diffusion

operation is performed between III1 and rr, and

then, the diffusion process is carried out among

III2 and the first diffusion output. Likewise, all

the III1; III2; III3; . . .; IIIL images are bit-

XORed. The diffused images are denoted as

IIII1; IIII2; IIII3; . . .; IIIIL. These diffused

images are the L cipher images denoted as

C1;C2;C3; . . .;CL.

3.3 Method of decryption operation

1. On the receiver side, the receiver collects all the

cipher images C1;C2;C3; . . .;CL of size Mg �
Ng produced on the transmitter side, given key

values of the algorithm such as initial values

km; kn; kp; kqð Þ of PWLCM system-1 to 4,

system parameters mm; nn; pp; qqð Þ of PWLCM
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system-1 to 4. Receiver also receives multi-

image hash values.

2. Generate the PWLCM system-3- and system-4-

based keys by Eqs. (4) and (5), respectively.

p 1ð Þ; pkð Þ and q 1ð Þ; qkð Þ are the PWLCM

system-3- and system-4-based generated keys,

respectively.

3. Follow Sect. 3.2 Step-18 to produce PWLCM

system-3-based second initial value using key

values p 1ð Þ; pkð Þ and also produce PWLCM

system-4-based second initial value using key

values q 1ð Þ; qkð Þ.
4. Follow Sect. 3.2 Step-19 to perform the cross-

coupling operation Mg � Ng

� �
� 1 times

between the key values p 2ð Þ; qkð Þ and

q 2ð Þ; pkð Þ. The iterated sequences generated

after cross-coupling are,

p ¼ p 1ð Þ; p 2ð Þ; p 3ð Þ; . . .; p Mg � Ng

� �� �

q ¼ q 1ð Þ; q 2ð Þ; q 3ð Þ; . . .; q Mg � Ng

� �� �

5. Follow Sect. 3.2 Step-24 to develop an image

crr using the iterated sequence q.

6. Execute diffusion process (bit-XOR) among the

cipher images C1;C2;C3; . . .;CL and the newly

formed image crr. First the process of bit-XOR

diffusion is performed between C1 and crr.

Second, the diffusion of bit-XOR occurs

between C1 and C2. Third the diffusion between

C2 and C3 is performed. Likewise, all the cipher

images are diffused. The diffused cipher images

are denoted as CC1;CC2;CC3; . . .;CCL.

7. Follow Sect. 3.2 Step-14 to combine vertically

all the diffused images

CC1;CC2;CC3; . . .;CCL. The image being con-

catenated vertically is denoted as CC. The size

of CC is LMg � Ng.

8. Follow Sect. 3.2 Step-15 to segment the CC

image into numbers of blocks of the same size

L� 1. The number of blocks generated is
LMg�Ng

L�1
¼ Mg � Ng. The blocks are stored in an

array which is called CC1.

9. Follow Sect. 3.2 Step-16 to calculate the array

length of CC1. The array length is denoted as l2.

10. Follow Sect. 3.2 Step-20 to sort the iterated

sequence p. The sorted and indexed sequences

are denoted as cpermudsort and cpermudindex.

11. Perform block de-shuffling and up–down (U–D)

flip operation between the blocks of the array

CC1. In the combined operation, first the blocks

are U–D flipped and then de-shuffled using the

indexing sequence cpermudindex. The newly

de-shuffled array of blocks are denoted as CC2.

12. Follow Sect. 3.2 Step-22 to create an image

CC3 by combining the CC2 array blocks

together.

13. Vertically divide the image CC3 into L parts.

The newly formed images are denoted as

CC31;CC32;CC33; . . .;CC3L.
14. Generate the PWLCM system-1 and system-2-

based keys by Eqs. (2) and (3), respectively.

m 1ð Þ;mkð Þ and n 1ð Þ; nkð Þ are the PWLCM

system-1- and system-2-based generated keys,

respectively.

15. Follow Sect. 3.2 Step-6 to generate the

PWLCM system-1-based second initial value

using key values m 1ð Þ;mkð Þ and also generate

the PWLCM system-2-based second initial

value using key values n 1ð Þ; nkð Þ.
16. Follow Sect. 3.2 Step-7 to perform the cross-

coupling operation Mg � Ng

� �
� 1 times

between the key values m 2ð Þ; nkð Þ and

n 2ð Þ;mkð Þ. The iterated sequences generated

after cross-coupling are,

m ¼ m 1ð Þ;m 2ð Þ;m 3ð Þ; . . .;m Mg � Ng

� �� �

n ¼ n 1ð Þ; n 2ð Þ; n 3ð Þ; . . .; n Mg � Ng

� �� �

17. Follow Sect. 3.2 Step-12 to develop an image cr

using the iterated sequence n.

18. Execute diffusion process (bit-XOR) among the

images CC31;CC32;CC33; . . .;CC3L and the

newly formed image cr. First the process of bit-

XOR diffusion is performed between CC31 and

cr. Second, the diffusion of bit-XOR occurs

between CC31 and CC32. Third the diffusion

between CC32 and CC33 is performed. Like-

wise, all the images are diffused. The diffused

images are denoted as

CCC31;CCC32;CCC33; . . .;CCC3L.

19. Follow Sect. 3.2 Step-2 to combine horizontally

all the diffused images

CCC31;CCC32;CCC33; . . .;CCC3L. The

image being concatenated horizontally is
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Table 1 Original keys of

the algorithm
Chaotic maps System parameters Initial values

First PWLCM mm ¼ 0:356049176629853 km ¼ 0:257841690334592

Second PWLCM nn ¼ 0:367403327981564 kn ¼ 0:256107392758891

Third PWLCM pp ¼ 0:360919367233587 kp ¼ 0:269879664352183

Fourth PWLCM qq ¼ 0:376915442905374 kq ¼ 0:273128967510886

Table 2 Hexadecimal hash values of two image groups

Image groups Hash values

Group-1 (‘‘Lena’’, ‘‘Baboon’’, ‘‘Pepper’’, and ‘‘Sailboat’’) ‘‘07bb3bacbf7b373a4b9afffad8d7fe7b2c44269f232104a2387

969d3dd9976e9’’

Group-2 (‘‘Elaine’’, ‘‘Baboon’’, ‘‘Boat’’, and ‘‘Couple’’) ‘‘f75776c876597af69777b1e89b7daab83ae7fcdba896e9c503

f4a861f15a3eea’’

Fig. 3 Simulation outcomes of Group-1 images

123

2768 K. A. K. Patro, B. Acharya



denoted as CCC3. The size of CCC3 is

Mg � LNg.

20. Follow Sect. 3.2 Step-3 to segment the CCC3

image into numbers of blocks of the same size

1� L. The number of blocks generated is

Mg�LNg

1�L ¼ Mg � Ng. The blocks are stored in an

array, which is called CCC2.

21. Follow Sect. 3.2 Step-4 to calculate the array

length CCC2. The array length is denoted as l1.

Fig. 4 Simulation outcomes of Group-2 images

Table 3 Key space of the algorithm

Key parameters Key space Total key space

First PWLCM (km;mm) 1015 � 1015 ¼ 1030 1030 � 1030 � 1030 � 1030 � 2128 � 1:5491� 2526

Second PWLCM (kn; nn) 1015 � 1015 ¼ 1030

Third PWLCM (kp; pp) 1015 � 1015 ¼ 1030

Fourth PWLCM (kq; qq) 1015 � 1015 ¼ 1030

Hash values 2128
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22. Follow Sect. 3.2 Step-8 to sort the iterated

sequence m. The sorted and indexed sequences

are denoted as cpermlrsort and cpermlrindex.

23. Perform block de-shuffling and left–right (L–R)

flip operation between the blocks of the array

CCC2. In the combined operation, first the

blocks are L–R-flipped and then de-shuffled

using the indexing sequence cpermlrindex. The

newly de-shuffled array of blocks is denoted as

CCC1.

24. Follow Sect. 3.2 Step-10 to create an image

CCC by combining the CCC1 array blocks

together.

25. Horizontally divide the image CCC2 into L

parts. The newly formed images are denoted as

CCC1;CCC2;CCC3; . . .;CCCL. These images

are the L original images.

4 Computer simulations and security analyses

In this paper, the simulation of the suggested scheme is

carried out on two image groups such as Image Group-

1 that includes ‘‘Lena’’, ‘‘Baboon’’, ‘‘Pepper’’, and

‘‘Sailboat’’, Image Group-2 that includes ‘‘Elaine’’,

‘‘Baboon’’, ‘‘Boat’’, and ‘‘Couple’’. Computer simu-

lations are conducted on a system with a processor of

2.50 GHz, RAM of 4.00 GB using MATLAB. All

images are 512� 512 in size and are obtained from the

database of USC-SIPI [41]. The keys given for the

suggested scheme are listed in Table 1, and the

hexadecimal equivalent hash values for two image

groups are shown in Table 2. The simulation outcomes

of Group-1 images are shown in Fig. 3, and Group-2

images are shown in Fig. 4. It is found in the

simulation outputs that the encrypted images tend to

be very noisy, indicating that attackers could not get

any details from them about the original images. This

illustrates that our method has a strong encryption

effect. It is also found in the simulation outputs that we

can get the successful decrypted images using the

correct secret keys.

The suggested scheme also applies for the encryp-

tion of multiple color images. This can only be

achieved through encrypting the Red (R), Green (G),

and Blue (B) parts separately and then combining all

of the encrypted R, G, and B parts to get multiple

encrypted color images.

The proposed algorithm’s security evaluation is as

follows.

4.1 Key space analysis

Key space is the number of distinct keys used to

execute the process of encryption [42]. An algorithm’s

key space must be greater than 2128 to withstand the

attack of brute-force [8, 43]. The keys used in the

suggested scheme are:

• the PWLCM system-1- to system-4 based initial

values km; kn; kp; andkq

• the PWLCM system-1- to system-4-based system

parameters mm; nn; pp; andqq

• Hash values of 256-bit

The algorithm’s key space is presented in Table 3.

In the table, it is shown that for each of the algorithm’s

individual keys, a key space of 1015, is used. It is

because the algorithm uses the 64-bit floating point

standard and for that 1015 is suggested by IEEE [44].

The 2128 key space for the SHA-256 hash-value is also

shown in the table. This is because the security in the

hash function SHA-256 to withstand the best attack is

2128. Hence, the total key space of the proposed

algorithm shown in the table is 1:5491� 2526, which is

greater than 2128 to effectively protect the attack of

brute force.

The comparison of key space among the suggested

method and the existing reference methods

[25–27, 29, 39] is provided in Table 4. The results of

the comparison indicate that the suggested method has

larger key space than Refs. [25–27, 29, 39] methods. It

indicates that the suggested method highly resists the

Table 4 Comparison of key space results

Encryption schemes Total key space

Proposed 1:5491� 2526

Zhang and Wang

Third scheme [29] 1:0195� 2186

Second scheme [26] 1:2446� 2199

First scheme [27] 1:0195� 2186

Tang et al. [25] 8:1148� 2445

Patro et al. [39] 1:2446� 2327

123

2770 K. A. K. Patro, B. Acharya



Fig. 5 Histogram outcomes

of Group-1 images
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Fig. 6 Histogram outcomes

of Group-2 images
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attack of brute force as opposed to the existing

multiple image encryption methods [25–27, 29, 39].

4.2 Histogram analysis

Image histograms indicate how pixel values are

distributed throughout the surface [45]. In an effective

cipher image, the histogram must be uniform and

substantially distinct from the original image, so that

attackers will not be able to get any valuable data from

the encrypted image [45, 46]. The histogram outputs

of Group-1 and Group-2 images are shown in Figs. 5

and 6, respectively. It is obvious that the histogram of

cipher images is distributed uniformly and very

distinct from that of the actual images. This ensures

that after encryption the redundancy of original

images is effectively concealed and should not get

any hint that statistical attacks can be applied.

4.3 Histogram variance analysis

The variances of the original and cipher image

histograms are measured to determine the image pixel

uniformity [47]. The images have greater pixel

uniformity when the variances are smaller [47, 48].

It is measured by [47]:

var Vzð Þ ¼ 1

n2

Xn

i¼1

Xn

j¼1

vi � vj
� �2

2
ð6Þ

where Vz ¼ v1; v2; . . .; v256f g, i and j denote the

grayscale pixel values, vi and vj denote the number

of pixels for each of the grayscale pixel values i andj,

respectively. The variance of two image groups using

Table 5 Histogram

variance of the algorithm
Groups Images Original Encrypted

Group-1 First image (‘‘Lena’’) 633,400.0 1071.0

Second image (‘‘Baboon’’) 749,430.0 901.3750

Third image (‘‘Pepper’’) 780,660.0 886.8125

Fourth image (‘‘Sailboat’’) 719,620.0 1035.8

Average 720,777.5 973.7469

Group-2 First image (‘‘Elaine’’) 562,670.0 903.4609

Second image (‘‘Baboon’’) 749,430.0 927.2

Third image (‘‘Boat’’) 1,535,900.0 1045.6

Fourth image (‘‘Couple’’) 1,195,500.0 991.6

Average 1,010,875.0 966.9652

Table 6 Comparison of Group-1 image average histogram

variance results

Images Proposed Patro et al. [39]

First image (‘‘Lena’’) 1071.0 982.5703

Second image (‘‘Baboon’’) 901.3750 1088.7

Third image (‘‘Pepper’’) 886.8125 1087.6

Fourth image (‘‘Sailboat’’) 1035.8 1006.5

Average 973.7469 1041.34258

Table 7 Comparison of Group-2 image average histogram variance results

Images Proposed Zhang and Wang

(second scheme) [26]

Tang et al. [25] Patro et al. [39]

First image (‘‘Elaine’’) 903.4609 1155.5 1047.375 993.7109

Second image (‘‘Baboon’’) 927.2 989.6 1142.891 898.6406

Third image (‘‘Boat’’) 1045.6 1111.6 1035.125 1044.9

Fourth image (‘‘Couple’’) 991.6 929.6 1104.265 967.3047

Average 966.9652 1046.575 1082.414 976.13905
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the suggested method is shown in Table 5. It is shown

in the table that the cipher image variance is consid-

erably reduced from the actual image variance. This

implies the high grayscale uniformity of pixel values

in cipher images. A comparative average variance of

image Group-1 between the suggested method and the

current Ref. [39] method is shown in Table 6. The

results of the comparison show that the suggested

method has less average variance than the method of

Ref. [39], which indicates the high grayscale unifor-

mity of the suggested scheme. A comparative average

variance of image Group-2 between the suggested

approach and the current Refs. [25, 26, 39] method is

shown in Table 7. The results reveal that the suggested

method has a lower average variance than the existing

Refs. [25, 26, 39] algorithm, which implies the

stronger uniformity of pixel grayscale values in the

encrypted images of the suggested algorithm. Noting

that both Group-1 and 2 images in Tables 6 and 7 are

protected equally by the suggested method, the

method in Ref. [39] does not apply equally to both

Group-1 and 2 images. This means that the histogram

variance of Ref. [39] in Group-1 image is higher, and

Group-2 image is lower, but the histogram variance of

the proposed algorithm in both Group-1 and 2 images

is lower. Therefore, we can say our algorithm is more

efficient than the others.

4.4 Chi-square test analysis

The uniformity in the histograms of encrypted images

can also be justified through Chi-square test analysis

[49, 50]. The low Chi-square value indicates high

uniformity in encrypted image histograms [49, 50]. It

is measured by

v2test ¼
X255

k¼0

ok � ekð Þ2

ek
ð7Þ

where the observed frequency of k is denoted as ok and

the expected frequency of k is denoted as ek. The

expected frequency ek is defined by:

ek ¼
M � N

256
ð8Þ

where the image size is M � N. Table 8 presents the

results of the Group-1 and Group-2 image Chi-square

test analysis using the suggested method and also

presents comparative results with the existing

scheme [39]. Table 8 shows that in both the suggested

scheme and the reference scheme [39], the hypothesis

is accepted at both 5% and 1% levels of significance.

This implies that the uniformity of the grayscale exists

in the histograms of cipher images in both the

suggested and Ref. [39] algorithms. It is also shown

Table 8 Comparison of Chi-square test (v2test) results

Groups Images Proposed Patro et al. [39] Testing results

v2255;0:05 ¼ 293:2478 v2255;0:01 ¼ 310:457

Group-1 First image (‘‘Lena’’) 267.7480 245.6426 Pass Pass

Second image (‘‘Baboon’’) 225.3438 272.1797 Pass Pass

Third image (‘‘Pepper’’) 221.7031 271.9043 Pass Pass

Fourth image (‘‘Sailboat’’) 258.9512 251.6367 Pass Pass

Average 243.43653 260.3408 Pass Pass

Group-2 First image (‘‘Elaine’’) 225.8652 248.4277 Pass Pass

Second image (‘‘Baboon’’) 231.7910 224.6602 Pass Pass

Third image (‘‘Boat’’) 261.4063 261.2148 Pass Pass

Fourth image (‘‘Couple’’) 248.8965 241.8262 Pass Pass

Average 241.98975 244.0322 Pass Pass
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in Table 8 that the proposed algorithm has a lower-

average Chi-square value than Ref. [39] algorithm.

Another finding in Table 8 indicates that the algorithm

in Ref. [39] does not apply equally to both Group-1

and 2 images, while the suggested algorithm applies

equally to both Group-1 and 2 images. This means the

suggested method is more efficient than the method of

Ref. [39].

4.5 Adjacent pixel correlation analysis

It measures the association of neighboring pixels in

both the original and cipher images along diagonal

(D), vertical (V), and horizontal (H) directions. In

cipher images, there is usually a low correlation of

adjacent pixels and a high correlation of adjacent

pixels in original images [51, 52]. With strong

Table 9 Adjacent pixel correlation results of the algorithm

Groups Images Original Encrypted

D V H D V H

Group-1 First image (‘‘Lena’’) 0.9575 0.9846 0.9722 0.0007 - 0.0004 0.0011

Second image (‘‘Baboon’’) 0.7237 0.7620 0.8698 - 0.0017 - 0.0002 0.0003

Third image (‘‘Pepper’’) 0.9614 0.9796 0.9751 0.0002 - 0.0018 0.0014

Fourth image (‘‘Sailboat’’) 0.9584 0.9711 0.9745 - 0.0027 - 0.0004 0.0019

Group-2 First image (‘‘Elaine’’) 0.9711 0.9736 0.9761 0.0019 0.0008 0.0010

Second image (‘‘Baboon’’) 0.7287 0.7511 0.8643 - 0.0002 - 0.0005 0.0012

Third image (‘‘Boat’’) 0.9261 0.9718 0.9385 - 0.0025 - 0.0012 0.0006

Fourth image (‘‘Couple’’) 0.8600 0.8914 0.9290 - 0.0004 0.0020 0.0009

Table 10 Comparison of Group-1 and Group-2 encrypted image adjacent pixel correlation results (10,000 pairs of pixels)

Groups Images Proposed Patro et al. [39]

D V H D V H

Group-1 First image (‘‘Lena’’) 0.0007 - 0.0004 0.0011 - 0.0011 - 0.0010 0.0029

Second image (‘‘Baboon’’) - 0.0017 - 0.0002 0.0003 0.0018 0.0019 - 0.0007

Third image (‘‘Pepper’’) 0.0002 - 0.0018 0.0014 0.0018 0.0024 - 0.0016

Fourth image (‘‘Sailboat’’) - 0.0027 - 0.0004 0.0019 0.0019 0.0002 - 0.0030

Group-2 First image (‘‘Elaine’’) 0.0019 0.0008 0.0010 0.0008 - 0.0046 - 0.0010

Second image (‘‘Baboon’’) - 0.0002 - 0.0005 0.0012 - 0.0028 - 0.0047 0.0020

Third image (‘‘Boat’’) - 0.0025 - 0.0012 0.0006 - 0.0046 - 0.0074 - 0.0079

Fourth image (‘‘Couple’’) - 0.0004 0.0020 0.0009 - 0.0010 - 0.0029 - 0.0036

Table 11 Comparison of

Group-2 encrypted image

adjacent pixel correlation

results (3000 pairs of

pixels)

Images Proposed Tang et al. [25]

D V H D V H

First image (‘‘Elaine’’) - 0.0037 0.0000 - 0.0029 0.0244 0.0199 - 0.0155

Second image (‘‘Baboon’’) - 0.0014 - 0.0011 0.0010 0.0026 0.0481 - 0.0486

Third image (‘‘Boat’’) - 0.0027 - 0.0020 0.0013 0.0126 0.0173 0.0460

Fourth image (‘‘Couple’’) - 0.0002 - 0.0018 0.0025 - 0.0242 0.0382 - 0.1015
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correlation, the value of the correlation coefficient is

much equal to ? 1 or - 1 and the value of the

correlation coefficient is much closer to 0 with low

correlation. Expressions for calculating the correlation

coefficient are as follows.

corrcoffst ¼
covarr s; tð Þ
ffiffiffiffiffiffiffiffiffiffi
D sð Þ

p ffiffiffiffiffiffiffiffiffi
D tð Þ

p ð9Þ

where

Table 12 Comparison of Group-2 encrypted image adjacent pixel correlation results (16,384 pairs of pixels)

Images Proposed Zhang and Wang (second scheme) [26]

D V H D V H

First image (‘‘Elaine’’) 0.0013 - 0.0001 0.0004 0.0043 - 0.0010 0.0003

Second image (‘‘Baboon’’) 0.0003 - 0.0003 0.0010 0.0057 0.0021 - 0.0033

Third image (‘‘Boat’’) 0.0017 0.0005 - 0.0005 0.0043 0.0020 0.0003

Fourth image (‘‘Couple’’) - 0.0007 - 0.0015 - 0.0006 0.0022 0.0038 - 0.0019

Table 13 Comparison of Group-1 encrypted image adjacent pixel correlation results

Algorithms Images Proposed

D V H

Proposed First image (‘‘Lena’’) 0.0006 - 0.0012 - 0.0005

Second image (‘‘Baboon’’) - 0.0017 - 0.0007 - 0.0008

Third image (‘‘Pepper’’) - 0.0016 - 0.0003 - 0.0005

Fourth image (‘‘Sailboat’’) 0.0011 0.0002 0.0024

Zhang and Wang (third scheme) in Ref. [29] First image (‘‘Lena’’) 0.0031 - 0.0066 - 0.0019

Second image (‘‘Baboon’’) - 0.0001 - 0.0026 - 0.0012

Third image (‘‘Pepper’’) 0.0016 - 0.0019 - 0.0030

Fourth image (‘‘Sailboat’’) 0.0017 0.0012 - 0.0028

Zhang and Wang (second scheme) in Ref. [29] First image (‘‘Lena’’) - 0.0020 - 0.0020 - 0.0113

Second image (‘‘Baboon’’) - 0.0010 0.0014 - 0.0049

Third image (‘‘Pepper’’) - 0.0052 0.0002 - 0.0071

Fourth image (‘‘Sailboat’’) - 0.0020 - 0.0019 - 0.0049

Zhang and Wang (first scheme) in Ref. [29] First image (‘‘Lena’’) 0.8957 0.9476 0.9631

Second image (‘‘Baboon’’) 0.8955 0.9433 0.9592

Third image (‘‘Pepper’’) 0.8905 0.9414 0.9583

Fourth image (‘‘Sailboat’’) 0.9019 0.9473 0.9644

Tang et al. in Ref. [29] First image (‘‘Lena’’) 0.04720 0.0538 - 0.0673

Second image (‘‘Baboon’’) 0.0437 0.0505 - 0.0610

Third image (‘‘Pepper’’) 0.0385 0.0473 - 0.0515

Fourth image (‘‘Sailboat’’) 0.1133 0.1097 - 0.1326

Patro et al. [39] First image (‘‘Lena’’) - 0.0024 0.0007 - 0.0015

Second image (‘‘Baboon’’) 0.0023 - 0.0009 0.0011

Third image (‘‘Pepper’’) 0.0009 0.0019 - 0.0013

Fourth image (‘‘Sailboat’’) - 0.0014 - 0.0020 0.0005
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Fig. 7 Pixel correlation

outputs of Group-1 images

along the horizontal

direction
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Fig. 8 Pixel correlation

outputs of Group-1 images

along the vertical direction
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Fig. 9 Pixel correlation

outputs of Group-1 images

along the diagonal direction
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covarr s; tð Þ ¼ 1

M

XM

j¼1

sj � E sð Þ
� �

tj � E tð Þ
� �

ð10Þ

D sð Þ ¼ 1

M

XM

j¼1

sj � E sð Þ
� �2 ð11Þ

D tð Þ ¼ 1

M

XM

j¼1

tj � E tð Þ
� �2 ð12Þ

E sð Þ ¼ 1

M

XM

j¼1

sj ð13Þ

E tð Þ ¼ 1

M

XM

j¼1

tj ð14Þ

In the above expressions (9)–(14), s and t are two

neighboring pixel grayscale values, and M is adjacent

pixel-pairs. Table 9 shows the results of the suggested

method about the neighboring pixel correlation. The

adjacent pixel association is performed on 10,000

pairs of adjacent pixels selected at random in the

proposed algorithm. The results of Table 9 show that

the correlation of neighboring pixels in the original

images in horizontal, vertical, and diagonal directions

is much closer to ? 1 where as in cipher images; it is

very close to 0. This indicates the suggested algorithm

is highly resistant to the statistical attack. Table 10

presents a comparative encrypted image adjacent pixel

correlation results between the proposed algorithm

and Ref. [39] algorithm. Table 10 shows that the

encrypted image correlation values of neighboring

pixels in the suggested method are weaker than the

method of Ref. [39]. This means that the suggested

method has high statistical resistivity. Table 11 pre-

sents the results of encrypted images comparing the

adjacent pixel association between the proposed

algorithm and Ref. [25] algorithm. The comparison

is carried out on 3000 pairs of neighboring pixels

picked at random. From Table 11, the proposed

algorithm indicates a weaker association of neighbor-

ing pixels in cipher images than Ref. [25] algorithm. It

indicates the high resistivity of the proposed method to

statistical attack than Ref. [25] algorithm. Table 12

provides a comparison of the results of adjacent pixel

correlation between the suggested method and Ref.

[26] method. The comparison is executed on 16,384

pairs of randomly chosen neighboring pixels. By

analyzing the results of the comparison, it is found that

the suggested method has a better value of the

coefficient of correlation than Ref. [26] algorithm.

Table 13 presents the comparison of adjacent pixel

association results between the suggested method,

Ref. [39] method, and the methods (Zhang and

Wang’s third, second, first method and Tang’s

method) analyzed in Ref. [29]. The results in Table 13

indicate the weaker association of neighboring pixels

in the proposed method than the methods already

being used. It shows the high statistical resistivity of

the suggested method relative to Ref. [29]’s analyzed

methods and Ref. [39]’s method. This reveals that the

method suggested is effective compared to the current

methods.

Figures 7, 8 and 9 show the Group-1 image

correlation distribution of neighboring pixels. In these

figures (Figs. 7, 8 and 9), it is shown that the

Table 14 Comparison of

Group-1 and 2 image MSE

results

Groups Images Proposed Patro et al. [39]

E versus O D versus O E versus O D versus O

Group-1 First image (‘‘Lena’’) 7764.3 0 7762.6 0

Second image (‘‘Baboon’’) 7265.4 0 7257.3 0

Third image (‘‘Pepper’’) 8477.3 0 8465.8 0

Fourth image (‘‘Sailboat’’) 9742.7 0 9730.3 0

Average 8312.425 0 8304.0 0

Group-2 First image (‘‘Elaine’’) 7656.1 0 7648.5 0

Second image (‘‘Baboon’’) 8266.3 0 7263.6 0

Third image (‘‘Boat’’) 8659.2 0 7640.5 0

Fourth image (‘‘Couple’’) 7099.8 0 7094.2 0

Average 7920.35 0 7411.7 0
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neighboring pixels are linearly correlated in the actual

images, indicating a strong neighboring pixel associ-

ation, whereas the neighboring pixels are distributed in

encrypted images over the entire surface, indicating

low association of neighboring pixels. This indicates

the high statistical attack resistivity using the sug-

gested method.

4.6 Mean-square error (MSE) and peak signal-to-

noise ratio (PSNR) analysis

MSE tests the difference among input and encrypted

images, as well as between input and decrypted

images. MSE’s high value reveals the big difference

between the actual and cipher images [53, 54]. The

MSE among the input image and its decryption is zero

[53]. MSE is defined as:

MSEOE ¼ 1

Mg � Ng

XMg

i¼1

XNg

j¼1

Oij � Eij

� �2 ð15Þ

MSEOD ¼ 1

Mg � Ng

XMg

i¼1

XNg

j¼1

Oij � Dij

� �2 ð16Þ

where ‘O’ is the ‘‘input image’’, ‘E’ is the ‘‘encrypted

image’’, ‘D’ is the decrypted image, MSEOE is the

‘‘MSE between input and encrypted images’’, MSEOD

is the ‘‘MSE between input and decrypted images’’.

The comparative MSE results among the suggested

method and Ref. [39] method are provided in Table 14.

It is found in the results that the suggested method has

larger MSE value than Ref. [39] algorithm. This shows

that there is a substantial difference between input and

cipher images in the proposed algorithm compared to

Ref. [39] algorithm. Table 14 also shows theMSE zero

value between the input and decrypted images. This

Table 15 Comparison of

Group-1 and 2 image PSNR

results

Groups Images Proposed Patro et al. [39]

E versus O D versus O E versus O D versus O

Group-1 First image (‘‘Lena’’) 9.2301 ? 9.2307 ?

Second image (‘‘Baboon’’) 9.5212 ? 9.5231 ?

Third image (‘‘Pepper’’) 8.8442 ? 8.8541 ?

Fourth image (‘‘Sailboat’’) 8.2440 ? 8.2495 ?

Average 8.959875 ? 8.96435 ?

Group-2 First image (‘‘Elaine’’) 8.2914 ? 9.2950 ?

Second image (‘‘Baboon’’) 9.5136 ? 9.5193 ?

Third image (‘‘Boat’’) 9.1117 ? 9.2996 ?

Fourth image (‘‘Couple’’) 8.6120 ? 9.6217 ?

Average 8.882175 ? 9.4339 ?

Table 16 Comparison of

Group-1 and Group-2 image

information entropy results

Groups Images Proposed Patro et al. [39]

Original Encrypted Encrypted

Group-1 First image (‘‘Lena’’) 7.4451 7.9994 7.9994

Second image (‘‘Baboon’’) 7.3583 7.9994 7.9993

Third image (‘‘Pepper’’) 7.5937 7.9994 7.9993

Fourth image (‘‘Sailboat’’) 7.4842 7.9993 7.9993

Average 7.470325 7.9994 7.9993

Group-2 First image (‘‘Elaine’’) 7.5060 7.9994 7.9993

Second image (‘‘Baboon’’) 7.3583 7.9993 7.9994

Third image (‘‘Boat’’) 7.1914 7.9994 7.9993

Fourth image (‘‘Couple’’) 7.2010 7.9994 7.9993

Average 7.314175 7.9994 7.9993
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indicates similarity between the input and decrypted

images.

PSNR tests the quality estimates of the encrypted

image against the original image. A small PSNR value

reveals significant variations between the input and the

cipher images [53, 54]. The PSNR among the input

image and its decryption is infinite [53]. It is defined

by:

PSNROE ¼ 20 log10
Imax
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSEOE

p
� �

ð17Þ

PSNROD ¼ 20 log10
Imax
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSEOD

p
� �

ð18Þ

where Imax is the highest pixel value available for the

image, PSNROE is the ‘‘PSNR between input and

encrypted images’’, PSNROD is the ‘‘PSNR between

input and decrypted images’’.

Table 15 presents a comparative PSNR results

among the suggested method and Ref. [39] method.

Like MSE comparison in Table 14, the PSNR

comparison is executed on two image groups in

Table 15. Table 15 results indicate that the suggested

method has a lower PSNR value than the method in

Ref. [39]. It indicates that there is a considerable

difference between input and cipher images in the

proposed algorithm compared to Ref. [39] algorithm.

Table 17 Comparison of

Group-2 encrypted image

information entropy results

Images Proposed Zhang and Wang

(2nd scheme) [26]

Tang et al. [25]

First image (‘‘Elaine’’) 7.9994 7.9992 7.9993

Second image (‘‘Baboon’’) 7.9993 7.9993 7.9992

Third image (‘‘Boat’’) 7.9994 7.9992 7.9993

Fourth image (‘‘Couple’’) 7.9994 7.9994 7.9992

Average 7.9994 7.9993 7.9992

Table 18 Comparison of Group-1 encrypted image information entropy results

Images Proposed Zhang and Wang

(3rd scheme) in Ref. [29]

Zhang and Wang

(1st scheme) in Ref. [29]

Tang et al. in Ref. [29]

First image (‘‘Lena’’) 7.9994 7.9993 7.6169 7.9991

Second image (‘‘Baboon’’) 7.9994 7.9993 7.6015 7.9994

Third image (‘‘Pepper’’) 7.9994 7.9993 7.6138 7.9993

Fourth image (‘‘Sailboat’’) 7.9993 7.9994 7.6269 7.9938

Average 7.9994 7.9993 7.6148 7.9979

Table 19 Comparison of information entropy between multiple image and currently developed single-image encryption methods

Encryption methods Information

entropy

Proposed (average of Group-1 images) 7.9994

Proposed (average of Group-2 images) 7.9994

Tsafack et al. [56] (average of grayscale images: ‘‘GImg01’’, ‘‘GImg02’’, ‘‘GImg03’’) 7.99932

Tsafack et al. [56] (Average of color images: ‘‘CImg01’’, ‘‘CImg02’’, ‘‘CImg03’’) 7.99976

Abd El-Latif et al. [57] (average of Frame # 1 of each frame sequence color images) 7.99838

Sambas et al. [58] (average of color images: ‘‘Baboon’’, ‘‘Airplane’’, ‘‘Sailboat’’, ‘‘Peppers’’, ‘‘House’’,

‘‘Splash’’)

7.99976
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Table 15 also shows the PSNR infinite value between

the input and decrypted images. This indicates that the

input and decrypted images are similar.

4.7 Information entropy analysis

It is a method to calculate the degree of pixel

randomness in encrypted images [55]. The higher

the pixel randomness, the greater the image entropy.

The higher the entropy, the greater the information

security. The ideal entropy value for an image of 256-

grayscale is 8. The nearer it is to 8, the more it prevents

information leakage. The entropy is calculated as,

H ¼ �
X255

j¼0

Pr jð Þ log2 Pr jð Þ ð19Þ

where H is the entropy of an image and Pr jð Þ is the
probability of the symbol j. Table 16 provides a

comparative entropy results among the suggested

method and Ref. [39] method. It is noted in the

comparison table that the suggested method has a

higher entropy value than Ref. [39] method. Table 17

provides a table for comparison among the suggested

method and the method Refs. [25, 26]. In the table, the

higher entropy value of the suggested method is also

found. The comparative entropy results among the

suggested method and the methods analyzed in Ref.

[29] (Zhang and Wang’s third and first method, and

Tang et al.’s method) are shown in Table 18. The

comparison table indicates that the suggested method

has an entropy value larger than the methods analyzed

in Ref. [29]. Comparison Tables 16, 17 and 18 reveal

that the proposed algorithm strongly avoids informa-

tion leakage as opposed to the others. Hence, the

proposed algorithm is highly effective compared to

existing algorithms for multiple image encryption.

A comparison of information entropy between the

proposed method of multiple image encryption and

some recently developed methods of single image

encryption is provided in Table 19. It is found in

Table 19 that all the methods of multiple-image and

single-image encryption efficiently resist the entropy

attack. However, the method proposed avoids the

entropy attack better than Ref. [56] (grayscale images)

and Ref. [57] (color images) methods. On the other

hand, the method proposed resists the entropy attack

marginally less than the methods in Ref. [56] (color

images) and Ref. [58] (color images).

4.8 Differential attack analysis

It measures the sensitivity of the ciphertext image

toward the plaintext image. The more sensitivity the

ciphertext has toward the plaintext, the greater the

algorithm’s resistivity against the differential attacks

[10, 59, 60]. Two widely used security measures for

measuring differential attack analysis are Numbers of

Pixel Changing Rate (NPCR) and UACI (Unified

Average Changing Intensity) [10, 59, 60].

NPCR measures the rate of change of pixels in an

encrypted image. Equations for measuring the NPCR

are,

Table 20 UACI and NPCR results of the suggested method

Groups Images UACI (%) NPCR (%)

Min. Max. Avg. Min. Max. Avg.

Group-1 First image (‘‘Lena’’) 33.3857 33.5866 33.4865 99.5915 99.6672 99.6280

Second image (‘‘Baboon’’) 33.3740 33.5795 33.4797 99.5873 99.6649 99.6236

Third image (‘‘Pepper’’) 33.3737 33.5737 33.4772 99.5816 99.6608 99.6200

Fourth image (‘‘Sailboat’’) 33.3696 33.5790 33.4801 99.5847 99.6590 99.6198

Group-2 First image (‘‘Elaine’’) 33.3735 33.5741 33.4754 99.5889 99.6557 99.6187

Second image (‘‘Baboon’’) 33.3504 33.5675 33.4726 99.5838 99.6468 99.6132

Third image (‘‘Boat’’) 33.3657 33.5725 33.4745 99.5785 99.6544 99.6191

Fourth image (‘‘Couple’’) 33.3028 33.5803 33.4874 99.5876 99.6533 99.6175
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Table 21 Comparison of Group-1 and Group-2 image UACI and NPCR results

Groups Images Average UACI Average NPCR

Proposed Patro et al. [39] Proposed Patro et al. [39]

Group-1 First image (‘‘Lena’’) 33.4865 33.4853 99.6280 99.6223

Second image (‘‘Baboon’’) 33.4797 33.4789 99.6236 99.6196

Third image (‘‘Pepper’’) 33.4772 33.4793 99.6200 99.6280

Fourth image (‘‘Sailboat’’) 33.4801 33.4799 99.6198 99.6178

Average 33.480875 33.48085 99.62285 99.621925

Group-2 First image (‘‘Elaine’’) 33.4754 33.4751 99.6187 99.6185

Second image (‘‘Baboon’’) 33.4726 33.4703 99.6132 99.6113

Third image (‘‘Boat’’) 33.4745 33.4723 99.6191 99.6182

Fourth image (‘‘Couple’’) 33.4874 33.4910 99.6175 99.6188

Average 33.477475 33.477175 99.617125 99.6167

Table 22 Comparison of Group-1 image UACI and NPCR results

Algorithms Images UACI NPCR

Proposed First image (‘‘Lena’’) 33.4865 99.6280

Second image (‘‘Baboon’’) 33.4797 99.6236

Third image (‘‘Pepper’’) 33.4772 99.6200

Fourth image (‘‘Sailboat’’) 33.4801 99.6198

Average 33.480875 99.62285

Zhang and Wang (3rd scheme) in Ref. [29] First image (‘‘Lena’’) 33.45 99.61

Second image (‘‘Baboon’’) 33.43 99.62

Third image (‘‘Pepper’’) 33.46 99.63

Fourth image (‘‘Sailboat’’) 33.41 99.63

Average 33.4375 99.6225

Zhang and Wang (first scheme) in Ref. [29] First image (‘‘Lena’’) 0 0

Second image (‘‘Baboon’’) 0 0

Third image (‘‘Pepper’’) 0 0

Fourth image (‘‘Sailboat’’) 0 0

Average 0 0

Tang et al. in Ref. [29] First image (‘‘Lena’’) 0 0

Second image (‘‘Baboon’’) 0 0

Third image (‘‘Pepper’’) 0 0

Fourth image (‘‘Sailboat’’) 0 0

Average 0 0
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NPCR C1;C2ð Þ ¼
P

i;j DC1;C2
i; jð Þ

Mg � Ng
� 100% ð20Þ

where Mg � Ng is the image size and DC1;C2
i; jð Þ is

defined by,

DC1;C2
i; jð Þ ¼ 1 if C1 i; jð Þ 6¼ C2 i; jð Þ

0 if C1 i; jð Þ ¼ C2 i; jð Þ

	

ð21Þ

where C1 is the actual cipher image and C2 is the

modified cipher image. The NPCR is 99:6094 �
99:61% in an ideal case [10, 60].

Fig. 10 Key sensitivity outcomes of Group-1 images: a–d
Cipher images by changed key km; e–h Figs. 2(e)–9(a),

Figs. 2(f)–9(b), Figs. 2(g)–9(c), Figs. 2(h)–9(d); i–l Cipher

images by changed key mm; m–p Figs. 2(e)–9(i), Figs. 2(f)–

9(j), Figs. 2(g)–9(k), Figs. 2(h)–9(l)
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UACI determines the relative intensity varying

between the original and cipher images. Equation to

measure the UACI is

UACI C1;C2ð Þ ¼
P

i;j C1 i; jð Þ � C2 i; jð Þj j
Mg � Ng � 255

� 100%

ð22Þ

The ideal value of UACI is 33:4635 � 33:46%
[10, 60]. Table 20 presents the UACI and NPCR

results of the suggested algorithm. It is seen in the

table that all the images’ average UACI and NPCR

results are greater than their ideal values. This shows

that the suggested method strongly protects the

Fig. 11 Key sensitivity outcomes of Group-1 images: a–d
Cipher images by changed key kn; e–h Figs. 2(e)–10(a),

Figs. 2(f)–10(b), Figs. 2(g)–10(c), Figs. 2(h)–10(d); i–l Cipher

images by changed key nn; m–p Figs. 2(e)–10(i), Figs. 2(f)–

10(j), Figs. 2(g)–10(k), Figs. 2(h)–10(l)

123

2786 K. A. K. Patro, B. Acharya



differential attack. The comparative UACI and NPCR

results among the suggested method and Ref. [39]

method are provided in Table 21. By analyzing the

results of the comparison, it is found that the method

suggested has a better-average UACI and NPCR than

the method Ref. [39]. Table 22 provides the compar-

ative UACI and NPCR among the suggested method

and the methods analyzed in Ref. [29]. By analyzing

the results of the comparison, it is found that the

suggested method has better-average results for UACI

and NPCR than the methods evaluated in Ref. [29].

This shows that the suggested method is efficient in

comparison with the other multiple image encryption

methods referred.

Fig. 12 Key sensitivity outcomes of Group-1 images: a–d
Cipher images by changed key kp; e–h Figs. 2(e)–11(a),

Figs. 2(f)–11(b), Figs. 2(g)–11(c), Figs. 2(h)–11(d); i–l Cipher

images by changed key pp; m–p Figs. 2(e)–11(i), Figs. 2(f)–

11(j), Figs. 2(g)–11(k), Figs. 2(h)–11(l)
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4.9 Key sensitivity analysis

Eight number of PWLCM system-based keys are used

in the suggested scheme. To prevent the

scheme against the brute-force attack, all keys should

be highly sensitive. The key sensitivity is accom-

plished by changing one of the eight keys and then the

encryption operation. Finally, the rate of change of

pixel values in modified cipher images relative to the

original cipher images is observed. Figures 10, 11, 12

and 13 show the key sensitivity outcomes of the

Group-1 images. By analyzing the two cipher image

differences in Figs. 10, 11, 12 and 13, it is found that a

dramatic change in the cipher images occurs by

Fig. 13 Key sensitivity outcomes of Group-1 images: a–d
Cipher images by changed key kq; e–h Figs. 2(e)–12(a),

Figs. 2(f)–12(b), Figs. 2(g)–12(c), Figs. 2(h)–12(d); (i-l)

Cipher images by changed key qq; m–p Figs. 2(e)–12(i),

Figs. 2(f)–12(j), Figs. 2(g)–12(k), Figs. 2(h)–12(l)
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modifying only one key out of eight keys. This shows

the algorithm being proposed is highly key sensitive.

Tables 23 and 24 present the key sensitivity results in

the form of UACI and NPCR. If the NPCR value

exceeds 99% and if the UACI value exceeds 33%, then

the keys are highly sensitive to the algorithm. The

UACI and NPCR values of all images are found in

Tables 23 and 24 to be greater than 33% and 99%,

respectively. This shows the method proposed is

highly sensitive to all keys.

4.10 Noise attack analysis

The robustness of a cryptosystem toward noise is one

of the most significant challenges in real-world

communication technology [61]. The suggested cryp-

tosystem is robust against noise. In this cryptosystem,

two kinds of noise are used to illustrate the effective-

ness of the algorithm, such as Gaussian noise and salt

and pepper noise. Both noise analyses are carried out

by adding some noise to the encrypted image and

subsequently retrieving the decrypted image. Finally,

the disparity between the original image and the

decrypted images recovered indicates the algorithm’s

efficacy toward noise. The difference between the

original image and the decrypted image retrieved is

calculated by NPCR and UACI. The lower value of

NPCR and UACI shows the better resistivity towards

the noise. The Gaussian noise attack analysis results of

the Group-1 and Group-2 images are shown in

Figs. 14 and 15, respectively. The robustness of

Group-1 images against Gaussian noise is seen in

Figs. 14 and 15 at Mean = 0 and Variance = 0.0001,

0.0003, 0.0005. Tables 25 and 26, respectively, show

the corresponding NPCR and UACI results of the

Group-1 and Group-2 images. Table 27 shows the

comparison of the results of the Gaussian noise attack

analysis. In Table 27, it is found that the proposed

Table 23 Group-1 image key sensitivity results

Images kmþ 10�15 mmþ 10�15 knþ 10�15

UACI (%) NPCR (%) UACI (%) NPCR (%) UACI (%) NPCR (%)

First image (‘‘Lena’’) 33.4558 99.6131 33.4196 99.5865 33.5727 99.6216

Second image (‘‘Baboon’’) 33.4835 99.6176 33.5628 99.6075 33.5133 99.6086

Third image (‘‘Pepper’’) 33.4535 99.6038 33.4501 99.6178 33.3852 99.6090

Fourth image (‘‘Sailboat’’) 33.7545 99.6197 33.4832 99.6140 33.4375 99.6117

Average 33.5368 99.6136 33.4789 99.6065 33.4772 99.6127

Images nnþ 10�15 kpþ 10�15 ppþ 10�15

UACI (%) NPCR (%) UACI (%) NP CR(%) UACI (%) NPCR (%)

First image (‘‘Lena’’) 33.4075 99.6082 33.4540 99.6106 33.4011 99.6017

Second image (‘‘Baboon’’) 33.5100 99.5918 33.4440 99.6003 33.4812 99.6166

Third image (‘‘Pepper’’) 33.5015 99.6037 33.3437 99.6098 33.5042 99.5987

Fourth image (‘‘Sailboat’’) 33.4704 99.6193 33.3226 99.6090 33.3917 99.6185

Average 33.4724 99.6058 33.3911 99.6074 33.4446 99.6089

Images kqþ 10�15 qqþ 10�15

UACI (%) NPCR (%) UACI (%) NPCR (%)

First image (‘‘Lena’’) 33.5352 99.6147 33.4586 99.6014

Second image (‘‘Baboon’’) 33.4619 99.6105 33.4782 99.6143

Third image (‘‘Pepper’’) 33.4683 99.5949 33.4505 99.6109

Fourth image (‘‘Sailboat’’) 33.4250 99.5930 33.4593 99.5979

Average 33.4726 99.6033 33.4617 99.6061
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algorithm has lower value of NPCR and UACI than

the algorithms in Ref. [47, 50, 61]. This shows that the

proposed algorithm resists the Gaussian noise attack

better than Ref. [47, 50, 61] algorithms.

Figures 16 and 17, respectively, show the outcomes

of the salt and pepper noise attack analysis of the

Group-1 and Group-2 images. In these figures, it is

observed that the proposed algorithm strongly resists

the salt and pepper noise attack. The NPCR and UACI

results of the Group-1 and Group-2 images, respec-

tively, are shown in Tables 28 and 29. The comparison

of salt and pepper noise attack analysis results is

shown in Table 30. It is noticed in Table 30 that the

proposed algorithm has a lower NPCR and UACI

value than the algorithm in Ref. [50]. This illustrates

that the salt and pepper noise attack is also resisted by

the proposed algorithm.

4.11 Cryptanalysis

The two attacks commonly used by attackers to target

cryptographic algorithms are the chosen-plaintext

attack and the chosen-ciphertext attack [62–64]. The

chosen-plaintext and/or chosen-ciphertext attack with

all-one or all-zero images has breached several image

encryption techniques [64–66]. In the proposed algo-

rithm, both the attacks are implemented.

Table 24 Group-2 image key sensitivity results

Images kmþ 10�15 mmþ 10�15 knþ 10�15

UACI (%) NPCR (%) UACI (%) NPCR (%) UACI (%) NPCR (%)

First image (‘‘Elaine’’) 33.4588 99.6115 33.4543 99.6197 33.3927 99.6094

Second image (‘‘Baboon’’) 33.4181 99.6002 33.4683 99.6101 33.4717 99.6262

Third image (‘‘Boat’’) 33.4348 99.6013 33.4475 99.5995 33.4954 99.6098

Fourth image (‘‘Couple’’) 33.4640 99.6177 33.3965 99.6098 33.4216 99.6216

Average 33.4439 99.6077 33.4417 99.6098 33.4454 99.6168

Images nnþ 10�15 kpþ 10�15 ppþ 10�15

UACI (%) NPCR (%) UACI (%) NPCR (%) UACI (%) NPCR (%)

First image (‘‘Elaine’’) 33.4296 99.6159 33.4616 99.6144 33.5048 99.6143

Second image (‘‘Baboon’’) 33.3886 99.6155 33.4625 99.6072 33.4637 99.5888

Third image (‘‘Boat’’) 33.4877 99.5991 33.4781 99.6063 33.4544 99.6250

Fourth image (‘‘Couple’’) 33.4473 99.6265 33.4388 99.6059 33.4359 99.6082

Average 33.4383 99.6143 33.4603 99.6085 33.4647 99.6091

Images kqþ 10�15 qqþ 10�15

UACI (%) NPCR (%) UACI (%) NPCR (%)

First image (‘‘Elaine’’) 33.4769 99.6059 33.4754 99.5953

Second image (‘‘Baboon’’) 33.4496 99.5941 33.4578 99.6151

Third image (‘‘Boat’’) 33.4446 99.6002 33.3949 99.5930

Fourth image (‘‘Couple’’) 33.4218 99.5914 33.5043 99.6185

Average 33.4482 99.5979 33.4581 99.6055

cFig. 14 Gaussian noise attack analysis results of Group-1

images: At mean = 0 and variance = 0.0001 a–d encrypted

images, e–h decrypted images; At Mean = 0 and Vari-

ance = 0.0003 i–l encrypted images, m–p decrypted images;

At Mean = 0 and Variance = 0.0005 q–t encrypted images, u–
x decrypted images
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4.11.1 Chosen-plaintext attack

In this type of attack, the attacker has the ability to

choose to encrypt some random plaintexts and get

their corresponding ciphertexts. In a simple way, with

the unknown encryption key K, the attacker has the

ciphertext C and tries to obtain the corresponding

plaintext P. Even so, with the same unknown encryp-

tion key, the attacker has a plaintext Paz of all-one (or

Table 25 Gaussian noise

attack analysis results of

Group-1 images

Between images Variance NPCR (%) UACI (%)

Figures 3(i)–14(e) (First image: ‘‘Lena’’) 0.0001 86.63 4.12

Figures 3(j)–14(f) (Second image: ‘‘Baboon’’) 86.79 4.23

Figures 3(k)–14(g) (Third image: ‘‘Pepper’’) 86.89 4.29

Figures 3(l)–14(h) (Fourth image: ‘‘Sailboat’’) 86.94 4.34

Average 86.8125 4.245

Figures 3(i)–14(m) (First image: ‘‘Lena’’) 0.0003 91.84 5.93

Figures 3(j)–14(n) (Second image: ‘‘Baboon’’) 91.96 6.04

Figures 3(k)–14(o) (Third image: ‘‘Pepper’’) 92.05 6.27

Figures 3(l)–14(p) (Fourth image: ‘‘Sailboat’’) 92.12 6.35

Average 91.9925 6.1475

Figures 3(i)–14(u) (First image: ‘‘Lena’’) 0.0005 93.43 7.12

Figures 3(j)–14(v) (Second image: ‘‘Baboon’’) 93.59 7.36

Figures 3(k)–14(w) (Third image: ‘‘Pepper’’) 93.89 7.41

Figures 3(l)–14(x) (Fourth image: ‘‘Sailboat’’) 94.03 7.48

Average 93.735 7.3425

Table 26 Gaussian noise

attack analysis results of

Group-2 images

Between images Noise NPCR (%) UACI (%)

Figures 4(i)–15(e) (First image: ‘‘Elaine’’) 0.0001 86.97 4.26

Figures 4(j)–15(f) (Second image: ‘‘Baboon’’) 87.11 4.29

Figures 4(k)–15(g) (Third image: ‘‘Boat’’) 87.24 4.33

Figures 4(l)–15(h) (Fourth image: ‘‘Couple’’) 87.39 4.41

Average 87.1775 4.3225

Figures 4(i)–15(m) (First image: ‘‘Elaine’’) 0.0003 91.96 6.07

Figures 4(j)–15(n) (Second image: ‘‘Baboon’’) 92.01 6.12

Figures 4(k)–15(o) (Third image: ‘‘Boat’’) 92.26 6.29

Figures 4(l)–15(p) (Fourth image: ‘‘Couple’’) 92.37 6.41

Average 92.15 6.2225

Figures 4(i)–15(u) (First image: ‘‘Elaine’’) 0.0005 93.61 7.34

Figures 4(j)–15(v) (Second image: ‘‘Baboon’’) 93.72 7.45

Figures 4(k)–15(w) (Third image: ‘‘Boat’’) 93.96 7.57

Figures 4(l)–15(x) (Fourth image: ‘‘Couple’’) 94.25 7.61

Average 93.885 7.4925

bFig. 15 Gaussian noise attack analysis results of Group-2

images: At mean = 0 and variance = 0.0001 a–d encrypted

images, e–h decrypted images; at mean = 0 and vari-

ance = 0.0003 i–l encrypted images, m–p decrypted images;

at mean = 0 and variance = 0.0005 q–t encrypted images, u–
x decrypted images
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all-zero), and its encrypted variant Caz acquired. The

following is the sub-key extraction by the attacker for

pixel encryption [62].

Ki;j
az ¼ Ci;j

az � Pi;j
az ð23Þ

In Eq. (23), Pi;j
az is the plaintext with all-zero

grayscale pixel values, Ci;j
az is the corresponding

ciphertext obtained with the same unknown key,

i; jð Þ is denoted as the 2D-pixel positions. The

operation of Eq. (23) obtains a key stream Ki;j
az.

By using the key stream Ki;j
az, the plaintext Pi;j is

obtained from the ciphertext Ci;j by [62],

Pi;j ¼ Ci;j � Ki;j
az ð24Þ

Figure 18 shows the chosen-plaintext attack on the

Group-1 and Group-2 encrypted images using the null-

images (all-zero pixel values). By analyzing the

chosen-plaintext attack of Group-1 and Group-2

images and their corresponding histograms, it is

noticed that the chosen-plaintext fails in this proposed

multiple image encryption algorithm. This is because

the generated key values of the proposed algorithm are

linked to the key values given and to the hash values of

the actual images. The proposed algorithm, therefore,

has a strong ability to resist the chosen-plaintext

attack.

4.11.2 Chosen-ciphertext attack

In this type of attack also, the attacker does not have

any key. The attacker has a ciphertext Caz of all-one

(or all-zero), and its decrypted variant Paz. By using

Eq. (23), the attacker determines the key stream Ki;j
az.

Then using Eq. (24), the plaintext Pi;j is recovered

from its ciphertext Ci;j [62]. Figure 19 shows the

chosen-ciphertext attack on the Group-1 and Group-2

images using the null images (all-zero pixel values).

By analyzing the chosen-ciphertext attack of Group-1

and Group-2 images and their corresponding his-

tograms, it is noticed that the chosen-ciphertext attack

fails in this proposed multiple image encryption

algorithm.

4.12 Computational complexity analysis

The computational complexity of the proposed algo-

rithm mainly depends on block permutation operation,

image diffusion operation, and PWLCM system-based

sequence formation operation. The computational

complexity of each of them is described below.

i.

PWLCM system-based chaotic sequence formation

operation Two cross-coupling operations are per-

formed within this algorithm. The first is between

PWLCM system-1 and system-2 and the second

Table 27 Comparison of Gaussian noise attack analysis results

Algorithms Mean = 0,

Variance = 0.0001

Mean = 0,

Variance = 0.0003

Mean = 0,

Variance = 0.0005

NPCR (%) UACI (%) NPCR (%) UACI (%) NPCR (%) UACI (%)

Proposed (average of Group-1 images) 86.8125 4.245 91.9925 6.1475 93.735 7.3425

Proposed (average of Group-2 images) 87.1775 4.3225 92.15 6.2225 93.885 7.4925

Patro et al. [50] 88.57 4.69 92.69 6.74 94.60 7.91

Chai et al. [47] 87.7 17.3 93.3 20.3 94.9 21.5

Liu and Wang [61] 99.20 28.44 99.61 28.64 99.61 28.80
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cross-coupling is between PWLCM system-3 sys-

tem-4. The computational complexity for generat-

ing the first cross-coupling sequence is

O 2�Mg � Ng

� �
, and the computational complex-

ity for generating the second cross-coupling

sequence is O 2�Mg � Ng

� �
. The total computa-

tional complexity of the suggested method for the

generation of cross-coupling sequences is therefore

O 2MgNg þ 2MgNg

� �
¼ O 4MgNg

� �
� O

Mg � Ng

� �
.

ii.

Block permutation operation In the proposed algo-

rithm, the blocks are permuted two times. Each time

the number of blocks permuted is Mg � Ng. The

computational complexity is therefore O Mg � Ng

� �

in each time block permutation operation. The total

computational complexity is

O MgNg þMgNg

� �
¼ O 2MgNg

� �
� O Mg � Ng

� �
.

In this algorithm, L–R and U–D flip operations are

also performed together with the block permutation

operation. In only a few clock cycles, flip processes

in existing CPU architectures are completed. Flip-

ping processes do not require constant time; in

existing CPU architectures, it is one of the quickest

processes.

iii.

Image diffusion operation Pixel-wise bit-XOR-

based diffusion operations are executed in the

suggested scheme. The computational complexity

to perform the process of bit-XOR-based diffusion

is O nð Þ, where n represents the counting of bits. In

this algorithm, two-time bit-XOR operation is

executed between pixels of Mg � Ng, i.e., Mg �
Ng � 8 bits. In each bit-XOR operation, the com-

putational complexity is O 8�Mg � Ng

� �
. Hence,

the total computational complexity is

O 8MgNg þ 8MgNg

� �
¼ O 16MgNg

� �
� O

Mg � Ng

� �
.

Therefore, the overall computational complexity of

the suggested method is approximately O Mg � Ng

� �
.

Table 31 provides a comparative analysis of

computational complexity between the method of

Ref. [25–27, 29, 39] and the suggested method. By

observing Table 31, we can found that the proposed

method has lesser computational complexity than the

third and second algorithms of Zhang andWang, Tang

et al.’s algorithm, and Patro et al.’s algorithm, whereas

the proposed algorithm has more computational

complexity than the first algorithm of Zhang and

Wang. This shows that the suggested method is more

efficient than the existing methods of multi-image

encryption. However, the computational complexity

of the proposed multiple image encryption algorithm

is higher than the RC5 and chaotic map-based single-

image encryption algorithm developed by Amin and

Abd El-Latif et al. [67]. This is because the algorithm

in [67] operates on a fixed block size and takes around

the same time regardless of input, so the computa-

tional complexity is O 1ð Þ. But we typically get an

O mð Þ complexity for the encryption of longer mes-

sages using the mode of operation, where m is the

number of data blocks to be encrypted.

4.13 Comparison of the permutation operations

The comparison of the permutation operation between

the proposed algorithm and the algorithm in Ref. [68]

is provided in Table 32. Similarly, the comparison of

the permutation operation between the proposed

algorithm and the algorithm in Ref. [69] is provided

in Table 33.

bFig. 16 Salt and pepper noise attack analysis results of Group-1

images: At 5% a–d encrypted images, e–h decrypted images; At

10% i–l encrypted images, m–p decrypted images; At 25% q–
t encrypted images, u–x decrypted images
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5 Conclusion

This paper proposes an efficient two-layer security-

based multi-image encryption scheme. In this scheme,

bFig. 17 Salt and pepper noise attack analysis results of Group-2

images: At 5% a–d encrypted images, e–h decrypted images; at

10% i–l encrypted images, m–p decrypted images; at 25% q–
t encrypted images, u–x decrypted images

Table 28 Salt and pepper

noise attack analysis results

of Group-1 images

Between images Noise (%) NPCR (%) UACI (%)

Figures 3(i)–16(e) (First image: ‘‘Lena’’) 5 23.96 3.16

Figures 3(j)–16(f) (Second image: ‘‘Baboon’’) 24.07 3.21

Figures 3(k)–16(g) (Third image: ‘‘Pepper’’) 24.12 3.24

Figures 3(l)–16(h) (Fourth image: ‘‘Sailboat’’) 24.23 3.36

Average 24.095 3.2425

Figures 3(i)–16(m) (First image: ‘‘Lena’’) 10 42.87 4.02

Figures 3(j)–16(n) (Second image: ‘‘Baboon’’) 43.14 4.19

Figures 3(k)–16(o) (Third image: ‘‘Pepper’’) 43.21 4.23

Figures 3(l)–16(p) (Fourth image: ‘‘Sailboat’’) 43.26 4.46

Average 43.12 4.225

Figures 3(i)–16(u) (First image: ‘‘Lena’’) 25 55.98 11.23

Figures 3(j)–16(v) (Second image: ‘‘Baboon’’) 56.02 11.27

Figures 3(k)–16(w) (Third image: ‘‘Pepper’’) 56.29 11.40

Figures 3(l)–16(x) (Fourth image: ‘‘Sailboat’’) 56.32 11.46

Average 56.1525 11.34

Table 29 Salt and pepper

noise attack analysis results

of Group-2 images

Between images Noise (%) NPCR (%) UACI (%)

Figures 4(i)–17(e) (First image: ‘‘Elaine’’) 5 24.01 3.21

Figures 4(j)–17(f) (Second image: ‘‘Baboon’’) 24.11 3.27

Figures 4(k)–17(g) (Third image: ‘‘Boat’’) 24.25 3.31

Figures 4(l)–17(h) (Fourth image: ‘‘Couple’’) 24.34 3.40

Average 24.1775 3.2975

Figures 4(i)–17(m) (First image: ‘‘Elaine’’) 10 42.88 4.11

Figures 4(j)–17(n) (Second image: ‘‘Baboon’’) 43.11 4.23

Figures 4(k)–17(o) (Third image: ‘‘Boat’’) 43.23 4.33

Figures 4(l)–17(p) (Fourth image: ‘‘Couple’’) 43.31 4.41

Average 43.1325 4.27

Figures 4(i)–17(u) (First image: ‘‘Elaine’’) 25 56.08 11.51

Figures 4(j)–17(v) (Second image: ‘‘Baboon’’) 56.17 11.60

Figures 4(k)–17(w) (Third image: ‘‘Boat’’) 56.33 11.68

Figures 4(l)–17(x) (Fourth image: ‘‘Couple’’) 56.42 11.73

Average 56.25 11.63
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two distinct layers of permutation and flip operation

and then two distinct layers of diffusion operation are

conducted. To achieve permutation and diffusion, a

cross-coupling of PWLCM systems is used. Two

cross-couplings are carried out in two different layers.

This renders the algorithm more efficient. In cross-

coupling, the need for a single 1D chaotic map-

PWLCM system makes the algorithm efficient, both

hardware and software. In additions to that, the block-

based permutation, L–R, and U–D flip operations

minimize the algorithm’s computational complexity.

Moreover, the hash generated keys of the algorithm

resist both the chosen-plaintext attack and the known-

plaintext attack. Results of the simulations show the

suggested method is more efficient in encryption. The

security review shows that all the security attacks that

are widely used are strongly resisted by the suggested

scheme. The comparative analysis reveals that the

Table 30 Comparison of salt and pepper noise attack analysis results

Algorithms Noise = 5% Noise = 10% Noise = 25%

NPCR (%) UACI (%) NPCR (%) UACI (%) NPCR (%) UACI (%)

Proposed (average of Group-1 images) 24.095 3.2425 43.12 4.225 56.1525 11.34

Proposed (average of Group-2 images) 24.1775 3.2975 43.1325 4.27 56.25 11.63

Patro et al. [50] 24.50 3.39 43.18 4.47 56.63 11.96

Table 31 Comparison of computational complexity

Algorithms Computational complexity

Proposed CgþSgð ÞMgNg

LþL þ CgþXgð ÞMgNg

Mg�Ng
þ Cg

� �

L

Zhang and Wang (third scheme) in Ref. [29] L 4Cg þ 2Dg þ Sg
� �

þ LXg þ Cg þ Dg


 �
MgNg

Zhang and Wang (second scheme) in Ref. [29] CgþSgð ÞMgNg

64
þ CgþXgð ÞMgNg

64
þ Cg

� �

L

Zhang and Wang (first scheme) in Ref. [29] CgþSgð ÞMgNg

64
þ Cg

� �

L

Tang et al. in Ref. [29] Sg
2
þ L 2Bg þ Xg

� �
þ Cg

h i
MgNg

Patro et al. [39] CgþSgð ÞMgNg

MgþNg
þ CgþXgð ÞMgNg

MgþNg
þ Cg

� �

L

Parameters: Size of images = Mg � Ng, Number of images = L

Computational complexity for, pixel encoding/decoding operation = Dg, bit block/pixel block/pixel/DNA code scrambling

operation = Sg, pixel conversion operation (binary-to-decimal) = Bg, pixel XOR operation = Xg, one-time chaotic iteration = Cg
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Fig. 18 Cryptanalysis a–d chosen-plaintext attack of Group-1 images, e–h corresponding Group-1 image histograms; i–l chosen-
plaintext attack of Group-2 images, m–p corresponding Group-2 image histograms
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Fig. 19 Cryptanalysis a–d chosen-ciphertext attack of Group-1 images, e–h corresponding Group-1 image histograms; i–l chosen-
ciphertext attack of Group-2 images, m–p corresponding Group-2 image histograms
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Table 32 Comparison of permutation operation between the proposed algorithm and Ref [68] algorithm

S.

No.

Parameters Proposed algorithm Ref. [68] algorithm

1. Permutation

operation

Performs both block- and pixel-level permutation

operation. Increases the security of the algorithm

Performs both block- and pixel-level

permutation operation. Increases the security

of the algorithm

2. Chaotic system

used

Uses cross-coupling of chaotic systems. Cryptanalysis is

harder

Uses a single chaotic system. Cryptanalysis is

not so harder

3. Block-level

permutation

operation

Block-level permutation is performed using the cross-

coupled PWLCM systems

Block-level permutation is performed using the

generalized cat map

4. Pixel-level

permutation

operation

Pixel-level permutation is performed in the form of flip

operation (L–R and U–D). In only a few clock cycles,

flip processes in existing CPU architectures are

completed. Flipping processes do not require constant

time; in existing CPU architectures, it is one of the

quickest processes

Pixel-level permutation is performed using the

chaotic logistic map. The computational

complexity of the pixel permutation is

O N � m� mð Þ, where m� m is the size of

the each block and N is the number of blocks

5 No. of times of

permutation

operation

Both block- and pixel-level permutation operations are

performed two times. More hardening of the

cryptanalysis

Both block- and pixel-level permutation

operations are performed only one time.

Cryptanalysis is not so harder

Table 33 Comparison of permutation operation between the proposed algorithm and Ref. [69] algorithm

S.

No.

Parameters Proposed algorithm Ref. [69] algorithm

1. Transform

operations

No transform operations are performed in the

permutation of pixels. Decreases the

computational complexity of the algorithm

Transform operations are performed in the

permutation of pixels. Increases the

computational complexity of the algorithm. This

is because in transform operations, there is a

requirement of spatial domain into transform

domain and vice versa

2. Permutation

operation

Performs both block- and pixel-level permutation

operation. Increases the security of the algorithm

Performs only pixel-level permutation operation

3. Chaotic system

used

Uses cross-coupling of PWLCM systems.

Cryptanalysis is harder

Uses a single chaotic system such as 2D chaotic

standard map. Cryptanalysis is not so harder

4. Block-level

permutation

operation

Block-level permutation is performed using the

cross-coupled PWLCM systems

No such block-level permutation is performed

5. Pixel-level

permutation

operation

Pixel-level permutation is performed in the form of

flip operation (L–R and U–D). In only a few

clock cycles, flip processes in existing CPU

architectures are completed. Flipping processes

do not require constant time; in existing CPU

architectures, it is one of the quickest processes

Pixel-level permutation is performed using the 2D

chaotic standard map. The computational

complexity of the pixel-level permutation is

O M � Nð Þ, where M � N is the size of the image

6. No. of times of

permutation

operation

Both block- and pixel-level permutation operations

are performed two times. More hardening of the

cryptanalysis

Pixel-level permutation operation is performed

only once. Cryptanalysis is not so harder
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suggested method for multi-image encryption is

stronger and more effective than the current methods

for multi-image encryption.
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