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Abstract This paper addresses the H∞ adaptive out-
put feedback sliding mode fault-tolerant control prob-
lem for uncertain nonlinear fractional-order systems
(FOSs) with 0 < α < 1. The interval type-2 Takagi–
Sugeno model is employed to represent the FOSs.
Adaptive laws are designed to estimate the upper
bounds of the nonlinear terms and mismatched distur-
bances. A reduced dimension sliding surface is con-
structed based on system output. A sufficient condition
is established in terms of linear matrix inequalities to
guarantee the stability of the slidingmode. Then, a con-
trol scheme based on fractional-order reaching law is
proposed to make the resulting control system reach
the sliding mode surface in a finite time. The effective-
ness of proposed methods is illustrated by a numerical
simulation example.

Keywords Robust H∞ control ·Slidingmode control ·
Fault-tolerant control · Type-2 T–S fractional-order
systems

1 Introduction

FOSs are a generalization of the classical integer-order
systems, which play an important role in practical
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applications, such as secret communication [1], arti-
ficial intelligence [2], signal processing [3] and indus-
trial electronics [4]. Fractional calculus and fractional
differential equation theory are the basis of FOSs.
There are three main definitions of fractional calcu-
lus:Grünwald–Letnikov (G–L) definition [5], Rieman–
Liouville (R–L) definition [6] and Caputo definition
[7]. In fact, the Caputo definition is widely used in
real-world physical systems. Stability is fundamen-
tal to FOSs. A basic theorem of asymptotic stability
for FOSs is first proposed in [8]. On this basis, many
methods of constructing solvable LMIs for the stabil-
ity of FOSs have been published [9–11]. In [12], nec-
essary and sufficient conditions of robust stability and
stabilization of fractional-order interval systems with
fractional order α: 0 < α < 1 are developed. The
fractional-order bounded real lemma corresponding to
H∞ norm is derived in [13]. In [14–16], the H∞ control
problems are addressed for nonlinear systems. Litera-
ture [17] extends the admissibility method of singular
system of integer order to singular FOSs. Moreover, a
type of delayed memristor-based fractional-order neu-
ral networks is studied in [18].

A large number of results about nonlinear systems
based on T–S fuzzy model have been published [19–
24]. Since the membership functions for this model do
not contain uncertainty information, the control prob-
lem cannot be handled directly if the nonlinear plant
is subject to parameter uncertainties. Thus, the inter-
val type-2 T–S fuzzy model is presented to deal with
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uncertain grades of membership [25], and it has been
validated that the interval type-2 T–S fuzzy model has
little conservative in the approximation of nonlinear-
ities and uncertainties of the systems [26]. Thanks to
the interval type-2 T–S fuzzy models, the control prob-
lem of nonlinear FOSs can be solved well, e. g., in
[27], a novel robust predictive controller is proposed
for general interval type-2 fuzzy FOSs. In [28], a new
adaptive interval type-2 fuzzy fractional-order back-
stepping sliding mode control method is considered.
Synchronization of interval type-2 fuzzy fractional-
order chaotic systems is presented in [29]. In summary,
the interval type-2 T–S fuzzy model is an effective tool
to control nonlinear systems, which inspired us to study
this model.

It is well known that sliding mode control (SMC)
is an effective control scheme for systems with uncer-
tainties and nonlinearities. In [30,31], the adaptive slid-
ing mode controllers are designed for fuzzy systems
with mismatched uncertainties. In [32], the optimal
guaranteed cost SMC problem for time-delay systems
is considered. The problem of sliding mode observer
design for T–S fuzzy singular systems with time-delay
is addressed in [33]. There are many results related to
SMC for FOSs [34,35]. However, in [36–38], the inte-
gral type sliding surfaces s(t) composed of Dα−1x(t)
are constructed. We take the first derivative of the slid-
ing surface, and ṡ(t) = 0 is true if fractional calculus
is the R–L definition instead of Caputo. Literature [39]
designs the sliding surface by using a reduced-order
system to overcome this defect. In [40], the adaptive
backstepping hybrid fuzzy SMC scheme is studied for
nonlinear FOSs. In [41,42], the problem of designing
a sliding mode controller via output feedback is inves-
tigated. However, the actuator faults are not taken into
account in these works, which often appear in practical
systems.

Fault-tolerant control (FTC) can make the closed-
loop system insensitive to actuator faults by using
robust control technology without changing the con-
troller structure, so that the system can still work nor-
mally after actuator faults [43–45]. In [46], adaptive
neural FTC for MIMO nonlinear systems is discussed.
Literature [47] studies the fault-tolerant optimal con-
trol for nonlinear large-scale systems. The problems
of fault-tolerant control for nonlinear fractional-order
multi-agent systems are solved in [48,49]. In addition,
FTC can also solve the problem of actuator faults in
Euler–Lagrange systems [50]. As a tool to deal with

robust control, SMC technology can be well com-
bined with FTC. The problem of sliding mode FTC
is addressed for nonlinear systems with distributed
delays in [51]. Literature [52] designs the sliding mode
observer based on FTC for nonlinear systems with out-
put disturbances. As for Markov jump systems, an
adaptive sliding mode FTC method is developed in
[53]. However, the state variables are not measurable in
practical applications, and thus, it is necessary to inves-
tigate the output feedback FTC problem. The static
output feedback controller is designed in [54] but the
condition of Theorem 3 is bilinear matrix inequalities
and cannot be solved by MATLAB LMI Control Tool-
box. In [55], The developed results are LMIs for the
output feedback case but it requires the information of
state variables to be known first. The output feedback
control is used to stabilize singular FOSs in [56] and
the output matrix C needs to satisfy a particular form[
C1 0

]
, which is conservative.

In view of the above observations, how to design
the robust H∞ adaptive output feedback sliding mode
fault-tolerant controller for interval type-2 T–S fuzzy
FOSs still remains an open problem. This paper fills in
this gap and presents the following contributions.

• A framework based on the interval type-2 fuzzy
model is established to express the nonlinear FOSs.

• An H∞ control method is constructed to deal with
the mismatched external disturbances.

• A sliding surface with reduced dimension is con-
structed only based on system output. The obtained
result is more general and efficient than the existing
works.

• An adaptive sliding mode control law is designed
to estimate the unknown terms and enable the FOSs
to reach the sliding mode surface in a finite time.

• The sliding mode fault-tolerant controller for FOSs
with Caputo derivative is devised, and successfully
avoids using the R–L definition as in the other
papers.

This paper is organized as follows: The system
description and preliminaries are given in Sect. 2. The
output feedback sliding mode fault-tolerant controller
is designed in Sect. 3, a simulation example is given in
Sect. 4. Finally, the conclusion is drawn in Sect. 5.
Notations LetR,Rn andRm×n be the sets of real num-
bers, n dimensional real vectors, andm by n real matri-
ces, respectively. MT is the transpose of an matrix M .
X > 0 (resp., X < 0)means that X is a positive (resp.,
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negative) definitematrix.∗ indicates the symmetric part

of a matrix, such as

[
A ∗
B C

]
=
[
A BT

B C

]
. || · || stands

for the Euclidean norm of a vector or its induced norm
of a matrix. Let sym(Y ) = Y +Y T , αs = sin

(
απ
2

)
and

αc = cos
(

απ
2

)
.

2 Problem formulation and preliminaries

In this paper, we use the Caputo derivative to describe
FOSs because its Laplace transform allows using ini-
tial values of classical integer-order derivatives with
clear physical interpretations. The αth Caputo frac-
tional derivative of f (t) is defined as

Dα f (t) = 1

�(n − α)

∫ t

0
(t − τ)n−α−1 f (n)(τ )dτ, (1)

where n − 1 < α < n, n is a positive integer and �(·)
is the Gamma function [7] which is defined by

�(n) =
∫ ∞

0
e−t tn−1dt.

Consider a nonlinear FOS of the fractional order
0 < α < 1, which is represented by the interval type-2
fuzzy model as follows

Fuzzy rule i : IF ζ1(θ(t)) is Mi
1, ζ2(θ(t)) is Mi

2, . . .,
and ζs(θ(t)) is Mi

s , THEN

Dαx(t) = (Ai + �Ai )x(t) + Bi (v(t) + gi (t, x(t)))

+ (Di + �Di )w(t), (2)

y(t) = Cx(t), (3)

where Mi
j is the interval type-2 fuzzy set of the i th

rule, ζ j (θ(t)) is the j th measurable premise variable,
i = 1, 2, . . . , p, j = 1, 2, . . . , s, p is the number of
fuzzy rules, and s is the number of the fuzzy set. x(t) ∈
R
n and y(t) ∈ R

q are the system state and the output,
respectively. Ai ∈ R

n×n, Bi ∈ R
n×m, C ∈ R

q×n and
Di ∈ R

n×h are constant matrices. We assume B1 =
B2 = · · · = Bp = B, rank(B) = m, rank(C) = q and
m < q < n. �Ai and �Di are uncertain parameter
matrices of the following form,
[
�Ai �Di

] = Si�Qi
[
N1i N2i

]
,

where Si , N1i , and N2i are known constant matrices,
�Qi is an unknown matrix function with Lebesgue-
measurable elements and satisfies

�QT
i �Qi ≤ I.

gi (t, x(t)) represents the system nonlinearity and sat-
isfies

||gi (t, x(t))|| ≤ σ1i + σ2i ||y(t)||, (4)

where σ1i and σ2i are unknown positive constants.
w(t) ∈ R

h is the unmatched disturbance which is
assumed to belong to L2[0,∞). We have

||w(t)|| ≤ 
, (5)

where 
 is an unknown positive real constant.
Suppose that the actuators subject to the faults are

modelled by

v(t) = �u(t) + f (t), (6)

where v(t) is the output of the actuator and comes to
system (2) as the input, u(t) is the input to the actuator
and the output of the controller to be designed.

� = diag{λ1, λ2, . . . , λm},
f (t) = [

f1(t) f2(t) · · · fm(t)
]T

,

where λl (l = 1, . . . ,m) represents the unknown effi-
ciency factor of lth actuator and represents the unknown
efficiency factor of lth actuator and 0 ≤ λl ≤ 1, fl(t) is
the unknown stuck fault of lth actuator. It is reasonable
to assume that fl(t) is bounded by

|| fl(t)|| ≤ fl , (7)

where fl is an unknown positive real constant. For l =
1, . . . ,m, note that (6) implies the following four cases:

(1) The fault-free case: λl = 1, and fl(t) = 0;
(2) The partial loss of effectiveness (PLOE) fault case:

0 < λl < 1;
(3) The total loss of effectiveness (TLOE) fault case:

λ = 0;
(4) The stuck fault case: fl(t) �= 0.

Remark 1 The actuator model in this manuscript is
more comprehensive than that in [44,50,52]. In [44],
the norm of the fault is known. Therefore, the adaptive
control method is not considered. In [50], only the par-
tial loss of effectiveness fault case is considered. On
the contrary, the partial loss of effectiveness fault case
is not taken into account in [52].

The firing interval of the i th rule is as follows:

i (θ(t)) ∈ [ψ

i
(θ(t)), ψ i (θ(t))], where

ψ
i
(θ(t)) =

s∏

j=1

μ
Mi

j
(ζ j (θ(t))),
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ψ i (θ(t)) =
s∏

j=1

μMi
j
(ζ j (θ(t))).

The lower and upper membership functions are repre-
sented byμ

Mi
j
(ζ j (θ(t))) ∈ [0, 1] andμMi

j
(ζ j (θ(t))) ∈

[0, 1], respectively. This indicates the property that

μMi
j
(ζ j (θ(t))) ≥ μ

Mi
j
(ζ j (θ(t))).

Then, the established system (2) is rewritten as

Dαx(t) =
p∑

i=1

ψi (θ(t)){(Ai + �Ai )x(t) + B(v(t)

+gi (t, x(t))) + (Di + �Di )w(t)}, (8)

where ψi (θ(t)) is the grade of membership function of
the i th local system, which is set as

ψi (θ(t)) = υi (θ(t))ψ
i
(θ(t))

+υi (θ(t))ψ i (θ(t)) ≥ 0 (9)

with

0 ≤ υi (θ(t)) ≤ 1, 0 ≤ υi (θ(t)) ≤ 1,

υi (θ(t)) + υi (θ(t)) = 1,
p∑

i=1

ψi (θ(t)) = 1, (10)

and υi (θ(t)) and υi (θ(t)) are weighting coefficient
functions that can express the change of the uncertain
parameters. To design an adaptive sliding mode FTC
controller in this paper, the weight υi (θ(t)) of the i th
membership grade function in (10) satisfies the follow-
ing condition:

0 ≤ υi (θ(t)) ≤ δi ≤ 1, (11)

where δi is the maximum value of υi (θ(t)), which is
unknown. Moreover, from (10) it follows that 0 ≤ 1−
δi ≤ υi (θ(t)) ≤ 1.

Substituting the actuator model (6) into (8) yields

Dαx(t) =
p∑

i=1

ψi (θ(t)){(Ai + �Ai )x(t)

+B(�u(t) + f (t) + gi (t, x(t)))

+(Di + �Di )w(t)}. (12)

The objective of this paper is to design output feedback
sliding mode fault-tolerant controller for the system in
(3) and (12).

Let the nonsingular matrix T = [
LT
1 LT

2

]T and
T−1 = [

E1 E2
]
, where L1 ∈ R

(n−m)×n, E1 ∈
R
n×(n−m), L2 ∈ R

m×n, E2 ∈ R
n×m . According to

[42], by the state transformation z(t) = T x(t), the
system in (3) and (12) has the following form:

Dαz(t) =
p∑

i=1

ϕi (θ(t)){(Ai + �Ai )z(t)

+
[
0(n−m)×n

B2

]
(�u(t) + f (t)

+gi (t, T
−1z(t)))

+T (Di + �Di )w(t)}, (13)

y(t) = CT−1z(t) = [0q×(n−q) C2
]
z(t), (14)

where Ai = T Ai T−1, �Ai = T�Ai T−1, B2 ∈
R
m×m, and C2 ∈ R

q×q .

We define
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A =
p∑

i=1

ψi (θ(t))Ai ,

�A =
p∑

i=1

ψi (θ(t))�Ai ,

D =
p∑

i=1

ψi (θ(t))Di ,

�D =
p∑

i=1

ψi (θ(t))�Di ,

T AT−1 =
[
A11 A12

A21 A22

]

=
[
L1AE1 L1AE2

L2AE1 L2AE2

]
,

T�AT−1 =
[

�A11 �A12

�A21 �A22

]

=
[
L1�AE1 L1�AE2

L2�AE1 L2�AE2

]
,

g(t, T−1z(t)) =
p∑

i=1

ψi (θ(t))gi (t, T
−1z(t)).

Let z(t) = [
zT1 (t) zT2 (t)

]T
, where z1(t) ∈ R

n−m,

z2(t) ∈ R
m . From (13) and (14), one has

Dαz1(t) = (A11 + �A11)z1(t) + (A12 + �A12)z2(t)

+L1(D + �D)w(t), (15)

Dαz2(t) = (A21 + �A21)z1(t) + (A22 + �A22)z2(t)

+B2(�u(t) + f (t) + g(t, T−1z(t)))

+L2(D + �D)w(t), (16)

y(t) = CE1z1(t) + CE2z2(t). (17)
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The following lemmas are necessary for subsequent
analysis. Consider a nominal FOS,

Dαx(t) = Ai x(t) + Bv(t), (18)

y(t) = Cx(t). (19)

The transfer function of (18) and (19) is given by

Twy(s) = C(sα I − Ai )
−1B. (20)

Lemma 1 [13] FOS in (18) and (19) is asymptotically
stable and meets ||Twy(s)||∞ ≤ γ if there exist two
matrices X,Y ∈ R

n×n such that
[

X Y
−Y X

]
> 0, (21)

⎡

⎣
sym(αs Ai X − αc AiY ) ∗ ∗

αsCX − αcCY −γ I ∗
BT 0 −γ I

⎤

⎦ < 0. (22)

Lemma 2 [12] There hold

� + ��Q� + �T�QT�T < 0, �QT�Q ≤ I

if and only if there exists a positive scalar ε such that

� + ε��T + ε−1�T� < 0, ε > 0,

where�, �, �, �Q are givenmatrices of appropriate
dimension, and � is symmetric.

Lemma 3 For the matrix � = [0(q−m)×(n−q) Iq−m
]
,

there exists two matrix P ∈ R
(n−m)×(n−m) and P ∈

R
(q−m)×(q−m) satisfying �P = P� if P is expressed

as

P =
[
P11 P12

0 P22

]
, (23)

where P11 ∈ R
(n−q)×(n−q), P12 ∈ R

(n−q)×(q−m),

P22 ∈ R
(q−m)×(q−m).

Proof If the matrix P is expressed as (23), we get

�P = [
0(q−m)×(n−q) Iq−m

] [ P11 P12

0 P22

]

= [
0(q−m)×(n−q) P22

]

= P22
[
0(q−m)×(n−q) Iq−m

]
.

Letting P = P22, we have �P = P�. �	
Lemma 4 [7] Let x(t) ∈ R

n be a continuous and dif-
ferentiable function of t for t ≥ t0. Then, there holds
1

2
Dα(xT(t)x(t)) ≤ xT(t)Dαx(t), ∀α ∈ (0, 1).

Lemma 5 [9] There holds D−α| f (t)| > 0, if f (t) is
an integrable function over (0, t) and f (t1) �= 0 for
some t1 ∈ (0, t).

3 Controller design

In this section, the output feedback sliding mode FTC
problem is investigated in two steps. The first step is
to design a suitable sliding surface. The next step is to
devise an adaptive control law that forces the system
state to reach the sliding surface in a finite time under
the actuator faults.

3.1 Sliding surface design

The sliding surface is chosen as

s(t) = [−K Im]C
−1
2 y(t) = 0, (24)

where K ∈ R
m×(q−m) is the parameter to be designed

later. It follows from (24) that

s(t) = [−K Im]

[
C1 0
0 Im

]
z(t)

= [−KC1 Im] z(t)

= Kz(t) = 0, (25)

where C1 = [
0(q−m)×(n−q) Iq−m

]
. When the system

in (13) and (14) runs on the sliding surface (24), it
satisfies z2(t) = KC1z1(t) and

Dαz1(t) = (A11 + �A11 + (A12 + �A12)KC1)z1(t)

+L1(D + �D)w(t), (26)

y(t) = C(E1 + E2KC1)z1(t). (27)

Remark 2 Since the sliding motion in (26) and (27) is
a n −m dimensional subsystem of the system in (15)–
(17), sliding surface (24) is regarded as the reduced
dimension sliding surface. Compared with the inte-
gral sliding surface proposed in [30,36,40], sliding sur-
face (24) does not involve state information. In practice
application, the system state is often unavailable but the
system output can be measurable. Thus, sliding surface
(24) is more applicable for designing.

Theorem 1 The sliding motion in (26) and (27) is
asymptotically stable with H∞ norm bound γ, and the
sliding surface is given by

s(t) =
[
−Z(αs X2 − αcY2)

−1 Im
]
C−1
2 y(t) = 0,

(28)

if there exist positive scalars ε1i , ε2i , and ε3i (i =
1, 2, . . . , p), and matrices X1 ∈ R

(n−q)×(n−q), X2 ∈
R

(q−m)×(q−m), X3 ∈ R
(n−q)×(q−m), Z ∈ R

m×(q−m),
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Y1 ∈ R
(n−q)×(n−q), and Y2 ∈ R

(q−m)×(q−m) such that
(21) and the following LMIs hold
⎡

⎢⎢⎢⎢⎢⎢
⎣

ϒi ∗ ∗ ∗ ∗ ∗
CE1P + CE2ZC1 −γ I ∗ ∗ ∗ ∗

DT
i L

T
1 0 −γ I ∗ ∗ ∗

0 0 N2i −ε1i I ∗ ∗
N1i E1P 0 0 0 −ε2i I ∗

N1i E2ZC1 0 0 0 0 −ε3i I

⎤

⎥⎥⎥⎥⎥⎥
⎦

< 0, i = 1, 2, . . . , p,

(29)

where

X =
[
X1 X3

XT
3 X2

]
, Y =

[
Y1 −αs

αc
X3

αs
αc
XT
3 Y2

]

, (30)

ϒi = sym(L1Ai E1P

+L1Ai E2ZC1) + ε1i L1Si S
T
i L

T
1

+ε2i L1Si S
T
i L

T
1 + ε3i L1Si S

T
i L

T
1 , (31)

and P = αs X − αcY.

Proof By Lemma 1, the sliding motion in (26) and
(27) is asymptotically stable with H∞ norm bound
γ, if there exist five matrices X1 ∈ R

(n−q)×(n−q),
X2 ∈ R

(q−m)×(q−m), X3 ∈ R
(n−q)×(q−m), Y1 ∈

R
(n−q)×(n−q), and Y2 ∈ R

(q−m)×(q−m) such that (21),
(30) and the following LMI hold
⎡

⎢⎢
⎣

sym

(
(A11 + �A11)P

+(A12 + �A12)KC1P

)
∗ ∗

C(E1 + E2KC1)P −γ I ∗
(D + �D)TLT

1 0 −γ I

⎤

⎥⎥
⎦ < 0,

(32)

It follows from Lemma 2 that there are scalars ε1i , ε2i ,

ε3i > 0, such that
⎡

⎣
0 0 L1�D
0 0 0

�DTLT
1 0 0

⎤

⎦

=
p∑

i=1

ψi (θ(t))sym

⎛

⎝

⎡

⎣
L1Si
0
0

⎤

⎦�Qi [0 0 N2i ]

⎞

⎠

≤
p∑

i=1

ψi (θ(t))

⎧
⎨

⎩
ε1i

⎡

⎣
L1Si
0
0

⎤

⎦
[
STi L

T
1 0 0

]

+ε−1
1i

⎡

⎣
0
0
NT
2i

⎤

⎦ [0 0 N2i ]

⎫
⎬

⎭
, (33)

sym(�A11P)

=
p∑

i=1

ψi (θ(t))sym(L1Si�Qi N1i E1P)

≤
p∑

i=1

ψi (θ(t)){ε2i L1Si S
T
i L

T
1

+ε−1
2i P

T
ET
1 N

T
1i N1i E1P}, (34)

sym(�A12ZC1)

=
p∑

i=1

ψi (θ(t))sym(L1Si�Qi N1i E2ZC1)

≤
p∑

i=1

ψi (θ(t)){ε3i L1Si S
T
i L

T
1

+ε−1
3i C

T
1 Z

TET
2 N

T
1i N1i E2ZC1}. (35)

Applying the Schur complement lemma to (29), for
i = 1, 2, . . . , p, one obtains
⎡

⎣
ϒ i ∗ ∗

C(L2 + L1K1)P −γ I ∗
DTL2 0 −γ I + ε−1

1i NT
2i N2i

⎤

⎦ < 0,

(36)

where

ϒ i = sym(L1Ai E1P+L1Ai E2ZC1)+ε1i L1Si S
T
i L

T
1

+ε2i L1Si S
T
i L

T
1 + ε−1

2i P
T
ET
1 N

T
1i N1i E1P

+ε3i L1Si S
T
i L

T
1 + ε−1

3i C
T
1 Z

TET
2 N

T
1i N1i E2ZC1.

According to Lemma 3, it follows

KC1P = K (αs X2 − αcY2)C1 = ZC1.

Noting that (36) together with (33)–(35) implies (32).
This completes the proof. �	
Remark 3 InTheorem1, since the unknown skew sym-
metric matrix Y contains three unknown matrices Y1,
Y2, X3, and the coefficient αa

αc
, it is hard to define Y

through lmivar function by MATLAB LMI Toolbox,
which leads to the difficulty in calculating LMI con-
ditions (21) and (29) of Theorem 1. In addition, (21)
essentially contains an equality constraint ofY T = −Y,

The next theorem overcomes this weakness.

Theorem 2 The sliding motion in (26) and (27) is
asymptotically stable with H∞ norm bound γ, and the
sliding surface is given by

s(t) =
[
−Z P

−1
22 Im

]
C−1
2 y(t) = 0, (37)

if there exist positive scalars ε1i , ε2i , and ε3i (i =
1, 2, . . . , p), andmatrices P11 ∈ R

(n−q)×(n−q), P12 ∈
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R
(n−q)×(q−m), P22 ∈ R

(q−m)×(q−m), Z ∈ R
m×(q−m),

such that (29) and the following LMI hold
[

αc(P + P
T
) αs(P

T − P)

αs(P − P
T
) αc(P + P

T
)

]

> 0, (38)

where P, ϒi are defined in (23), (31), respectively.

Proof By setting P11 = αs X1 −αcY1, P12 = 2αs X3,

and P22 = αs X2 −αcY2 in Theorem 1, it follows from
(21) that
⎡

⎣
P+P

T

2αs
P
T−P
2αc

P−P
T

2αc
P+P

T

2αs

⎤

⎦ > 0. (39)

Pre- and post-multiplying (39) by
[√

2αsαc In−m 0
0

√
2αsαc In−m

]

and its transpose, respectively, (38) is obtained imme-
diately. This completes the proof. �	
Remark 4 The LMI conditions which do not involve
the skewsymmetricmatrix are developed inTheorem2.
The equality constraint is removed. Therefore, Theo-
rem 2 can be regarded as improvement of the result
obtained in [12,13,17]. In addition, Theorem 2 avoids
the complex even incapable computation of bilinear
matrix inequalities [54] and iterative operations [21],
which is more general and efficient than the existing
works [12,13,17,21,54].

3.2 Control law design

A novel adaptive sliding mode control law is designed
such that the trajectory of system (13) moves to the
sliding surface s(t) = 0 in a finite time. If LMIs (22)
and (29) in Theorem 1 are solvable, z(t) of system (13)
is bounded. Therefore, the state z(t) satisfies

||z(t)|| ≤ σ, (40)

where σ is an unknown positive constant.
For i = 1, 2, . . . , p and l = 1, 2, . . . ,m, let σ̂ (t),


̂ (t), λ̂l(t), f̂l(t), σ̂1i (t), σ̂2i (t), δ̂i (t) be the estimates
forσ ,
,λl , fl , σ1i , σ2i , δi , respectively. The estimated
errors are denoted as⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

σ̃ (t) = σ̂ (t) − σ,


̃ (t) = 
̂ (t) − 
,

λ̃l(t) = λ̂l(t) − λl ,

f̃l(t) = f̂l(t) − fl
σ̃1i (t) = σ̂1i (t) − σ1i ,

σ̃2i (t) = σ̂2i (t) − σ2i ,

δ̃i (t) = δ̂i (t) − δi .

(41)

We have
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

�̂(t) = diag{̂λ1(t), λ̂2(t), . . . , λ̂m(t)},
�̃(t) = diag{̃λ1(t), λ̃2(t), . . . , λ̃m(t)},
f̂ (t) = [ f̂1(t) f̂2(t) · · · f̂m(t)

]T
,

f = [ f1 f2 · · · fm]T ,

B2 = [bs1 bs2 · · · bsm
]
.

(42)

Based on (41) and (42), The following sliding mode
control law is designed.

u(t) = −�̂−1(t)(B−1
2

p∑

i=1

ψ i (θ(t))ρi (t)
s(t)

||s(t)||

+η0B
−1
2

s(t)

||s(t)|| +
m∑

l=1

f̂l(t)εcl), (43)

where

ρi (t) = (||KT Ai T
−1|| + ||KT Si ||||N1i T

−1||)̂σ (t)

+||B2||̂σ1i (t) + ||B2||||y(t)||̂σ2i (t)
+(||KT Di || + ||KT Si ||||N2i ||)
̂ (t)+δ̂i (t),

(44)

and η0 is a small positive value. The parameters are
updated by the following adaptive laws,

Dασ̂ (t) = β1

p∑

i=1

ψ i (θ(t)){||KT Ai T
−1||

+||KT Si ||||N1i T
−1||}||s(t)||, (45)

Dα
̂ (t) = β2

p∑

i=1

ψ i (θ(t)){||KT Di ||

+||KT Si ||||N2i ||}||s(t)||, (46)

Dαλ̂l(t) = β3l s
T(t)bslεrlu(t), (47)

Dα f̂l(t) = β4l s
T(t)B2εcl , (48)

Dασ̂1i (t) = ψ i (θ(t))β5i ||B2||||s(t)||, (49)

Dασ̂2i (t) = ψ i (θ(t))β6i ||B2||||y(t)||||s(t)||, (50)

Dαδ̂i (t) = Proj[0,1]{φi (t)}

=
⎧
⎨

⎩

0, if δ̂i (t) = 0 and φi (t) < 0,
or if δ̂i (t)=1 and φi (t)>0,

φi (t), otherwise,

(51)

where

φi (t) = β7iψ i (θ(t))̂δi (t)||s(t)||.
Proj{·} is the projection operator [51], whose role is
to project the estimates to the interval [0, 1], β1, β2,
β3l , β4l , β5i , β6i and β7i are positive design parameters
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with 0 ≤ δ̂i (0) ≤ 1 (i = 1, 2, . . . , p). εrl and εcl are
row vectors and column vectors ofm-dimensional unit
matrices, respectively.

Theorem 3 The state trajectory of system (13) con-
verges to the sliding surface (28) in a finite time by the
control law (43).

Proof Construct the Lyapunov function candidate as

V (t) = 1

2
sT(t)s(t) + 1

2β1
σ̃ 2(t) + 1

2β2

̃ 2(t)

+
m∑

l=1

1

2β3l
λ̃2l (t) +

m∑

l=1

1

2β4l
f̃ 2l (t)

+
p∑

i=1

1

2β5i
σ̃ 2
1i (t) +

p∑

i=1

1

2β6i
σ̃ 2
2i (t)

+
p∑

i=1

1

2β7i
δ̃2i (t). (52)

Taking the Caputo fractional derivative of V (t) and
using Lemma 4, we get

DαV (t) ≤ sT(t)Dαs(t) + 1

β1
σ̃ (t)Dασ̂ (t)

+ 1

β2

̃ (t)Dα
̂ (t)

+
m∑

l=1

1

β3l
λ̃l(t)Dαλ̂l(t)

+
m∑

l=1

1

β4l
f̃l(t)Dα f̂l(t)

+
p∑

i=1

1

β5i
σ̃1i (t)Dασ̂1i (t)

+
p∑

i=1

1

β6i
σ̃2i (t)Dασ̂2i (t)

+
p∑

i=1

1

β7i
δ̃i (t)Dαδ̂i (t).

(53)

It follows from (13) that

Dαs(t) = KDαz(t)

=
p∑

i=1

ψi (θ(t))
{
(KT Ai T

−1

+KT�Ai T
−1)z(t) + B2gi (t, T

−1z(t))

+(KT Di + KT�Di )w(t)
}

+B2(�u(t) + f (t)). (54)

With control law (43), (54) is rewritten as

DαV (t) ≤ sT(t)

( p∑

i=1

ψi (θ(t))
{
(KT Ai T

−1

+KT�Ai T
−1)z(t) + B2gi (t, T

−1z(t))

+(KT Di + KT�Di )w(t)
}

+B2

(

−B−1
2

p∑

i=1

ψ i (θ(t))ρi (t)
s(t)

||s(t)||

−η0B
−1
2

s(t)

||s(t)|| −
m∑

l=1

f̂ (t)εcl + f (t)

))

+ 1

β1
σ̃ (t)Dασ̂ (t) + 1

β2

̃ (t)Dα
̂ (t)

+
m∑

l=1

1

β3l
λ̃l(t)Dαλ̂l(t)

+
m∑

l=1

1

β4l
f̃l(t)Dα f̂l(t)

+
p∑

i=1

1

β5i
σ̃1i (t)Dασ̂1i (t)

+
p∑

i=1

1

β6i
σ̃2i (t)Dασ̂2i (t)

+
p∑

i=1

1

β7i
δ̃i (t)Dαδ̂i (t)

−sT(t)B2�̃(t)u(t). (55)

Substituting (44) into (55) yields

DαV (t) ≤ ||s(t)||
p∑

i=1

ψ i (θ(t)){(||KT Ai T
−1||

+||KT Si ||||N1i T
−1||σ) + ||B2||(σ1i

+σ2i ||y(t)||) + (||KT Di ||
+||KT Si ||||N2i ||)
 } − η0||s(t)||

−||s(t)||
p∑

i=1

ψ i (θ(t)){(||KT Ai T
−1||

+||KT Si ||||N1i T
−1||)̂σ (t)

+||B2||(̂σ1i (t) + σ̂2i (t)||y(t)||)
+(||KT Di || + ||KT Si ||||N2i ||)
̂ (t)}

−
p∑

i=1

ψ i (θ(t))̂δi (t)||s(t)||
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−sT(t)B2

m∑

l=1

f̂l(t)εcl + sT(t)B2 f

+ 1

β1
σ̃ (t)Dασ̂ (t) + 1

β2

̃ (t)Dα
̂ (t)

+
m∑

l=1

1

β3l
λ̃l(t)Dαλ̂l(t)

+
m∑

l=1

1

β4l
f̃l(t)Dα f̂l(t)

+
p∑

i=1

1

β5i
σ̃1i (t)Dασ̂1i (t)

+
p∑

i=1

1

β6i
σ̃2i (t)Dασ̂2i (t)

+
p∑

i=1

1

β7i
δ̃i (t)Dαδ̂i (t)

−sT(t)B2�̃(t)u(t). (56)

Combining (45)–(51) and (56) gives

DαV (t) ≤ −μ0||s(t)||

−
p∑

i=1

ψ i (θ(t))||s(t)||̂δi (t)(1 − δ̃i (t)). (57)

Considering 1 − δ̃i (t) = 1 − δ̂i (t) + δi ≥ 0, one has

DαV (t) ≤ −η0||s(t)|| < 0, ∀||s(t)|| �= 0, (58)

which implies that the trajectory of system (13) moves
to the sliding surface s(t) = 0.

To find the reaching time, by computing the frac-
tional integral of both sides of (58) from 0 to the reach-
ing time tr , we have

V (tr ) − V α−1(0)
tα−1
r

�(α)
≤ −η0D−α||s(t)||. (59)

By Lemma 5, it follows that D−α||s(t)|| ≥ T0 > 0.
Since s(tr ) = 0 and the estimated error converges to 0,
one gets

− V α−1(0)
tα−1
r

�(α)
≤ −η0T0, (60)

which gives

tr ≤
(

V α−1(0)

η0T0�(α)

) 1
1−α

. (61)

Therefore, the trajectory of system (13) moves to the
sliding surface in the finite time tr by the control law
(43). This completes the proof. �	

4 A simulation example

An illustrative example is presented to show the effec-
tiveness of the sliding mode state feedback controller.

Consider the following plant represented by two-
rule fuzzy systems based on (2) and (3).

Plant rule i : IF xi (t) is ψi (x1(t)), RHEN

Dαx(t) = (Ai + �Ai )x(t) + B(v(t) + gi (t, x(t)))

+(Di + �Di )w(t),

y(t) = Cx(t), i = 1, 2, (62)

where α = 0.4,

A1 =
⎡

⎣
−2 4 1
7 2.8 2
9 4 −8.5

⎤

⎦ ,

A2 =
⎡

⎣
−2 5 1
7 1.8 2
9 4 −8

⎤

⎦ ,

B = [
0 1 0

]T
, C =

[
0 1 0
1 1 0

]
,

D1 = [ 1 0 1
]T

,

D2 = [
1 0 −1

]T
,

S1 = [−1 1 0
]T

,

S2 = [ 1 −1 0
]T

,

N11 = [−1 1 0
]
, N21 = [ 1 ] ,

N12 = [ 1 0 −1
]
,

N22 = [−1
]
,

w(t) = sin(t)e−2t ,

v(t) = 0.88u(t) + 0.27sin(t − 1),

g1(t, x(t)) = cos(x1(t)), g2(t, x(t)) = 2cos(x1(t)),

The membership function is

ψ1(x1(t)) = 1 − 1

1 + e−(x1(t)+5+a(t))
,

ψ2(x1(t)) = 1 − ψ1(x1(t)),

where a(t) ∈ [2, 4] denotes the parametric uncertainty.
Then, the lower and upper membership functions are
as Table 1.

To describe the varieties of the uncertain parame-
ter by the lower and upper membership functions, the
weight coefficients of the fuzzy rule 1 are assumed as

υ1(x1(t)) = cos2(x1(t)), υ1(x1(t)) = 1 − υ1(x1(t)).

Then, the real membership functions are determined by

ψ1(x1(t)) = ψ1(x1(t))υ1(x1(t))

+ψ
1
(x1(t))(1 − υ1(x1(t))),

ψ2(x1(t)) = 1 − ψ1(x1(t)).
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Table 1 Membership function of the plant

Lower membership functions Upper membership functions

ψ
1
(x1(t)) = 1 − 1

1+e−(x1(t)+9) ψ1(x1(t)) = 1 − 1
1+e−(x1(t)+7)

ψ
2
(x1(t)) = 1 − ψ1(x1(t)) ψ2(x1(t)) = 1 − ψ

1
(x1(t))
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Fig. 1 Membership function ψ1(x1(t))
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Fig. 2 Membership function ψ2(x1(t))

Figures 1 and 2 show the real membership functions
and their bounds. The footprint of the uncertainty of
the realmembership functionsψ1(x1(t)) andψ2(x1(t))
are also depicted in the shaded part of Figs. 1 and 2,
respectively.
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Fig. 3 State trajectory of system (12) under the adaptive sliding
mode FTC law

It follows from (12) that

B2 = 1, T =
⎡

⎣
0 0 1
1 0 0
0 1 0

⎤

⎦ , C2 =
[
0 1
1 1

]
.

A feasible solution of (29) and (38) in Theorem 2 is
obtained by MATLAB LMI Control Toolbox as

P =
[
110.8990 −11.4387

0 2.0808

]
, Z = [−2.1173

]
,

ε11 = 3.4123, ε21 = 2.0808, ε31 = 2.1173,

ε12 = 4.4099, ε22 = 9.0746, ε32 = 2.0811,

γ = 0.6206.

Thus, the linear sliding surface is

s(t) = [−0.0175 1.0175] y(t) = 0.

Using the same parameters, we consider Theorem 1
in [16]. By solving LMI (21) in [16], the following
information is obtained by MATLAB LMI Toolbox,
which means Theorem 1 is invalid in this case.

Result: could not establish feasibility nor infeasibil-
ity.

Remark 5 The H∞ control scheme proposed in this
paper is more efficient than that in [16]. The integer-
order Lyapunov method is used in [16], which leads to
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Fig. 4 Surface function s(t)
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Fig. 5 Adaptive sliding mode FTC law u(t)

the fact that Theorem 1 in [16] has no feasible solution
under the same condition of system (62).

For the sliding mode controller in (43), we select
β1 = β2 = 0.15, β31 = β41 = 0.01, βi1 = βi2 =
0.01 (i = 5, 6, 7). Take the initial state,

x(0) = [0.5 0.7 − 1
]T

,

and the initial estimates,

σ̂ (0) = 0.01, 
̂ (0) = 0.001, λ̂1(0)

= 0.91, f̂1(0) = 0.31,

σ̂i j (0) = 0.001, (i, j = 1, 2) δ̂1(0) = δ̂2(0) = 0.001.

The control system consisting of (3), (12) and (43)
is simulated. The state trajectory of system (12) is
depicted in Fig. 3. The controller works well when the
actuator is faulty and it guarantees the stability of the
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Fig. 6 Adaptive parameter σ̂ (t)
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Fig. 7 Adaptive parameter 
̂ (t)
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Fig. 8 Adaptive parameter λ̂1(t)
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Fig. 9 Adaptive parameter f̂1(t)
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Fig. 10 Adaptive parameters σ̂11(t) and σ̂12(t)
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Fig. 11 Adaptive parameters σ̂21(t) and σ̂22(t)
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Fig. 12 Adaptive parameters δ̂1(t) and δ̂2(t)

system. Figure 4 plots the surface function s(t). Fig-
ure 5 gives the control law u(t) for system (12). Fig-
ures 6, 7, 8, 9, 10, 11 and 12 illustrate the estimates of
adaptive parameters, which show the effectiveness of
the adaptive estimation method.

5 Conclusion

This paper proposes the sliding mode FTC scheme for
type-2 T–S fuzzy FOSs with mismatched uncertainties
and disturbances. The biggest contribution of this paper
is to design the output feedback controller, which guar-
antees that the system is stable with H∞ norm bound
γ on the sliding surface. The numerical example is uti-
lized to illustrate the effectiveness of the designed con-
troller. The FOSswith distributed delays will be further
considered with the approximation of neural network
for any nonlinear term to remove the condition of the
nonlinear term with norm bounded uncertainties.
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