
Nonlinear Dyn (2020) 100:435–449
https://doi.org/10.1007/s11071-020-05531-8

ORIGINAL PAPER

Low-complexity hypersonic flight control with asymmetric
angle of attack constraint

Hao An · Ziyi Guo · Guan Wang ·
Changhong Wang

Received: 19 October 2019 / Accepted: 11 February 2020 / Published online: 18 February 2020
© Springer Nature B.V. 2020

Abstract This study investigates the longitudinal
flight control problem of air-breathing hypersonic
vehicles subject to the asymmetric angle of attack
(AoA) constraint. With the help of introduced tangent
errors, the proposed control becomes low complexity
in both structure and expression, especially for the non-
adaptive control algorithm in the altitude loop. The
asymmetric AoA constraint, which is more practical in
comparison with the previously considered symmetric
AoA constraint, is well accommodated. Output track-
ing errors are regulated into small residual sets within
the designated convergence time. Uncertain aerody-
namic coefficients, structural flexibilities and scramjet
input saturation are synthetically handled, making the
proposed control competent for a real hypersonic flight
mission.

Keywords Air-breathing hypersonic vehicle · Flight
control · Low complexity ·Asymmetric angle of attack
constraint

List of symbols

c̄ Mean aerodynamic chord
C∗∗ Polynomial fitting coefficients
D Drag
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g Acceleration due to gravity
h Altitude
Iyy Moment of inertia
L Lift
m Mass
Myy Pitching moment
Ni Generalized force for elastic mode ηi
q̄ Dynamic pressure
Q Pitch rate
S Reference area
T Thrust
V Velocity
zT Thrust moment arm
α Angle of attack
δc Canard deflection angle
δe Elevator deflection angle
ηi i th generalized elastic coordinate
γ Flight path angle
ωi Natural frequency for elastic mode ηi
�, �com Fuel-to-air equivalency ratio and its

command
ψi , ψ ′

i Coupling coefficients
ξi Damping ratio for elastic mode ηi

1 Introduction

The research on air-breathing hypersonic vehicles
(AHVs) has always been a worldwide hotspot in the
last decades. As the biggest superiority over traditional
aeronautic vehicles, AHVs are able to cruise or maneu-
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ver at hypersonic speed with high efficiency, thanks to
the advanced propulsion system of scramjet. In order to
adapt the harsh flight environment, AHVs are usually
configured as the waverider, whose dynamics include
but are not limited to high nonlinearities, large uncer-
tainties, strong couplings and unpredictable flexibili-
ties, complicating the flight control system design [10].

Historically, numerous theoretical studies on the
control of AHVs have sprung up [34]. Early research
interests focus on the simplification of flight dynam-
ics of AHVs using nonlinear dynamic inverse (NDI)
or state feedback linearization (SFL). [30] combines
the NDI and the linear quadratic regulator, which
achieves the good tracking performance for AHVs
cruising around 15 Mach. [37] combines the SFL and
the sliding mode control, whose main advantage is the
strong robustness with respect to modeling uncertain-
ties. Recently, [3] combines the SFL and the observer-
based anti-windup control to deal with external dis-
turbances and actuator constraints. [26] combines the
SFL and the neural dynamic surface control to handle
both matched and unmatched uncertainties. [21] com-
bines the SFL and the terminal sliding mode control to
realize the output fast tracking. [7] proposes an adap-
tive higher-order sliding mode control for a linearized
AHV model, which regulates the tracking error to a
minimum in finite time.

Just as every coin has two sides, in order to real-
ize NDI or SFL, designers must strategically neglect
specific nonlinearities or couplings of AHVs, such as
the structural flexibility aroused by the elongated fuse-
lage, the nose-up pitching moment contributed by the
hanging scramjet and the non-minimumphase property
caused by the elevator-to-lift coupling, some of which
have been proved crucial to a real hypersonic flight
[17,23]. To overcome this deficiency, the well-known
back-stepping design method [20] has been widely
applied to the control of AHVmodels containing more
flight characteristics. [36] introduces neural networks
and disturbance observers in the back-stepping design
forAHVs to obtain the strong robustnesswith respect to
external disturbances and wind effects. [12,13] employ
neural networks in the back-stepping design for AHVs
to cope with nonaffine effects in the vehicle model.
[14] uses fuzzy wavelet neural networks in the adap-
tive critic design for AHVs to guarantee the predefined
tracking performance. In recent years, the fault-tolerant
control has always been a research hotspot in both con-
trol theory [31–33] and hypersonic flight [2,25,28].

[25] applies the Takagi-Sugeno fuzzy control to over-
come the actuator fault of AHVs. [2] enhances the
traditional back-stepping design with the disturbance
observer and the anti-windup mechanism to handle
external disturbances, input constraints and faulty actu-
ators of AHVs. [28] uses the terminal sliding mode
technique to achieve both output fast tracking and actu-
ator fault tolerance for AHVs.

To deal with unpredictable aerodynamic coeffi-
cients, [15,16] construct update laws for uncertain
modeling parameters during the back-stepping design,
resulting in the adaptive back-stepping control of
AHVs. [1] further integrates the adaptive back-stepping
design with the anti-windup mechanism, while giving
a theoretical analysis on velocity and altitude track-
ing performances. [18] enhances the dynamic sur-
face back-stepping design with the adaptive fault-
tolerant mechanism, where time-varying uncertainties
and actuator faults are overcome. [5] utilizes the multi-
ple Lyapunov function technique in the adaptive back-
stepping design for a switched control-oriented AHV
model, which provides a possible solution to the full-
envelope control problem of AHVs. Though model-
ing uncertainties, especially aerodynamic coefficients,
have been successfully accommodated by the above-
mentioned adaptive back-stepping designs [1,5,15,16,
18], the corresponding control algorithms are some-
what complicated by nature because of the recursive
design procedures, accompanied with extremely high
dynamic orders caused by numerous parameter update
laws [20]. To reduce the dynamic order of the adaptive
control, [4] introduces a bound estimation mechanism
to the command-filtered adaptive back-stepping design
for AHVs, which requires less parameter update laws
in comparisonwith [1,5,15,16,18]. Even so, the result-
ing control algorithm still involves relatively compli-
cated expressionswith four additional commandfilters.
In view of the strict real-time requirement on the flight
control systemofAHVs, further researches on the com-
plexity reduction for control algorithms become nec-
essary and practical.

In hypersonic flight, angle of attack (AoA) is an
important flight state affecting scramjet efficiency [23],
which can bemeasured by the flush airdata sensing sys-
tem [8]. Theoretical analysis in [11] indicates that the
direction of the bow shock has close relationships to
Mach number and AoA. Experimental result in [27]
concludes that AoA needs to be limited within some
feasible range to ensure the preferred scramjet work-
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ing condition. At the same time, the improper AoA
may cause extremely high heat flow at the belly or back
of AHVs, in which case the coated thermal protection
material becomes inefficient [17]. It is seen from the
above observations that AoA should be strictly con-
strained during the entire hypersonic flight mission.
Focusing on the AoA constrained hypersonic flight
control problem, [24] makes the pioneering effort by
developing a reference generation module to produce
admissible references, but the flight dynamics under
consideration is largely simplified. Later, [6] introduces
barrier functions to the adaptive back-stepping design
for AHVs to limit the magnitudes of flight states. [35]
combines barrier functions with radial basis function
neural networks in the back-stepping design for AHVs
to limitAoA.However, theAoAconstraints considered
in [6,24,35] are symmetric, which may be relatively
conservative and impractical for a real hypersonic flight
mission. For example, the positive AoA is preferred
in engineering to ensure the high-efficiency scram-
jet output, and the negative AoA probably induces
the fatal scramjet flameout. Therefore, the asymmet-
ric AoA constraint should be considered in the flight
control system design, which has not been paid suffi-
cient attentions in the literature.

Motivated by the previous observations, this study
focuses on the low-complexity control problem of
AHVs subject to the asymmetric AoA constraint,
whose the main contribution lies in two aspects.

(1) The proposed control has the lower complexity
in both structure and expression compared with
the previous adaptive control works like [1,4,5,15,
16,18], especially for the presented non-adaptive
altitude-loop control.

(2) The proposed control handles the asymmetric AoA
constraint, which is more practical compared with
the previous AoA constrained control works like
[6,24,35].

In addition, uncertain aerodynamic coefficients, struc-
tural flexibilities and fuel-to-air equivalency ratio (FER)
saturation property are taken into account, synthet-
ically. The convergence time of the output tracking
error is designated without using complicated tech-
niques like terminal or higher-order sliding mode con-
trol [7,21], leading to an easier realization of the control
algorithm.

The rest of this study is organized as follows: Sect. 2
provides the necessary preliminaries including the con-

sideredAHVmodel, the introduced reference governor
and the desired control objective. Section 3 presents
the main results including the design and analysis pro-
cesses for both velocity and altitude loops. Section 4
shows a simulation to verify the proposed control. Sec-
tion 5 gives the conclusion.

2 Preliminaries

2.1 Vehicle model

The longitudinal motion of AHVs involves five rigid
body flight states, namely velocity V , altitude h, flight
path angle (FPA)γ ,AoAα andpitch rate (PR) Q. Three
control inputs are needed, namely, FER �, canard
deflection angle (CDA) δc and elevator deflection angle
(EDA) δe. More specifically, FER decides the combus-
tion condition of scramjet and controls the thrust, while
CDAandEDAcollectively affect the longitudinal flight
attitude of AHVs. To further consider the structural
flexibilities, up to the second-order or third-order elas-
tic modes are usually modeled. Similar to the handling
in [29,36], the effect of structural flexibilities is equiv-
alent to a time-varying bounded disturbance acting on
the PR dynamics.

The vehicle model under consideration is borrowed
from the longitudinal control-oriented model devel-
oped in [22], containing six dynamical and kinematic
equations as

V̇ =T cosα − D

m
− g sin γ (1)

ḣ =V sin γ (2)

γ̇ =T sin α + L

mV
− g cos γ

V
(3)

α̇ =Q − γ̇ (4)

Q̇ =Myy

Iyy
+

2∑

i=1

ψi η̈i

Iyy
(5)

η̈i = − 2ξiωi η̇i − ω2
i ηi + Ni + ψ ′

i Q̇, i = 1, 2 (6)

where the involved force and moment are formulated
as

L =q̄ S
(
C1
Lα + C0

L + Cδc
L δc + Cδe

L δe

)
(7)

D =q̄ S
(
C2
Dα2 + C1

Dα + C0
D + C

δ2c
D δ2c
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+ Cδc
D δc + C

δ2e
D δ2e + Cδe

D δe

)
(8)

Myy =zT T + q̄ c̄S
(
C2
Mα2 + C1

Mα

+ C0
M + Cδc

Mδc + Cδe
Mδe

)
(9)

T =q̄ S
[
C3
Tα3 + C2

Tα2 + C1
Tα + C0

T

+ (
C3
T,�α3 + C2

T,�α2 + C1
T,�α + C0

T,�

)
�

]

(10)

N1 =C2
N1

α2 + C1
N1

α + C0
N1

(11)

N2 =C2
N2

α2 + C1
N2

α + C0
N2

+ Cδc
N2

δc + Cδe
N2

δe.

(12)

All the variable definitions in (1)–(12) are given in the
nomenclature. More details on the employed vehicle
model can be found in previous works like [11,22],
which have been omitted here for page limitation. Con-
sidering that the current hypersonic technique is not
mature enough to precisely calculate or predict the real
aerodynamics ofAHVs, a practical assumption ismade
on the vehicle model.

Assumption 1 The coefficients C∗
X , X = L , D, M in

the aerodynamic force andmoment expressions (7)–(9)
are uncertain, time-varying and bounded. The coeffi-
cientsC∗

Y , Y = T, N1, N2 in the thrust and generalized
force expressions (10)–(12) are uncertain constants.

2.2 Reference governors

2.2.1 Velocity reference governor

Before executing a hypersonic flightmission, the nomi-
nal trajectory should be planned first. Traditional veloc-
ity reference is usually generated by a simple command
filter, whose main purpose is to smooth the step veloc-
ity command given by the onboard pilot or the ground
control. However, such trajectory planning can hardly
take into account the practical FER saturation property,
having a general form as

� = Sat(�com) =
⎧
⎨

⎩

�cooling, �com < �cooling

�choking, �com > �choking

�com, otherwise
(13)

where �com is the control command of FER; �choking

is the upper threshold of FER in case of the scramjet
thermal choking;�cooling is the lower threshold of FER
set for the scramjet active cooling.

Remark 1 Thermal choking is an important factor that
affects the scramjet operation and must be avoided
during hypersonic flight. Theoretical and experimen-
tal results show that the relatively large FER makes the
airflow speed at the combustor exit become around 1
Mach, causing the scramjet to choke [38]. In engineer-
ing, the aggressive velocity reference may induce the
real FER to be larger than its upper threshold, in which
case the scramjet thermal choking happens.

To accommodate the above FER saturation, inspired
by [1], an adaptive reference governor is employed to
adjust the velocity reference according to the FER sat-
uration level, formulated as

{
Vref = Vdes + Vadj

V̇adj = �̂
T
���

[
Sat(�com) − �com

]
− kV Vadj

(14)

where Vref denotes the real velocity reference; Vdes
denotes the desired velocity reference generated by the
traditional second-order commandfilter [16];Vadj is the
adjusting signal related to the FER saturation level, and
Vadj(0) = 0; �� ∈ R4 is defined as (24); �̂� ∈ R4 is
obtained from the parameter update law (31); kV > 0.

2.2.2 FPA reference governor

For the nonlinear kinematical equation (2), the small-
angle approximation sin γ ≈ γ is usually applied
[1,16]. However, for the longitudinal maneuver of
AHVs, the real FPA may become undesirably large
(for example, γ > 3 deg), invalidating the above small-
angle approximation. To remedy this deficiency as well
as to simplify the altitude-loop back-stepping design,
inspired by [15], an FPA reference governor is intro-
duced as

γref = arcsin

[−kh
(
h − href

) + ḣref
V

]
(15)

where href is the smooth altitude reference generated
by the traditional second-order commandfilter; kh > 0.
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2.3 Control objective

For the considered vehicle model (1)–(12) and the pre-
designed reference governors (14) and (15), the con-
trol objective of this study is to ensure the bounded
stability of the closed-loop AHV system in spite of
uncertain aerodynamic coefficients, structural flexibili-
ties and FER saturation property, alongwith three addi-
tional features.

– Feature 1 low-complexity control algorithm. In
order to save the valuable computing resource of
the airborne computer, the proposed control needs
to be as simple as possible in both structure and
expression.

– Feature 2 asymmetric AoA constraint. In order to
ensure the high-efficiency scramjet working, AoA
should be kept around a nominal AoA function,
which is equivalent to the asymmetric AoA con-
straint.

– Feature 3 designated convergence time. In order
to achieve the fast and precise tracking, output
tracking errors are preferred to be regulated into
small residual sets before the designated conver-
gence time.

3 Main results

According to the structure of the vehiclemodel, the lon-
gitudinal control of AHVs is decomposed into velocity
loop and altitude loop (or the equivalent FPA loop in
this study). This section will present design procedures
for both velocity and altitude loops, respectively.

3.1 Velocity reference tracking with FER saturation
and designated convergence time

In engineering, the initial velocity tracking error is
introduced bymultiple factors like the imprecise veloc-
itymeasurement,whose value is supposed to be inside a
feasible initial set EV,0 = {

eV,0 : |eV,0| < 
V,0
}
with


V,0 denoting a properly large constant. One control
objective of this study is to regulate the velocity track-
ing error eV = V −Vref satisfying eV (0) ∈ EV,0 to the
residual set EV,des = {

eV,des : |eV,des| < 
V,des
}
with

the maximal convergence time tV,con, where 
V,des is
a small positive constant selected according to the final
tracking precision.

Remark 2 Note that the velocity is a key flight state
since it decides the dynamic pressure q̄ = 0.5ρV 2,
where ρ is the air density. Any fluctuation in velocity
may cause obvious variations in scramjet thrust and
aerodynamic force and moment, see (7)–(10), which
further disturb the flight dynamics. What is more, the
thermal protection system of AHVs usually works near
its design limit for the extremely high aerodynamic heat
at hypersonic speed. Therefore, the velocity of AHVs
should be carefully planned and regulated to avoid the
overheating of the thermal protection system. Based on
the above considerations, it is necessary to designate a
performance index for the velocity tracking error.

Without loss of generality, this study assumes the
initial time instant t0 = 0. To realize the velocity track-
ing performance, a positive bound function is defined
as

βV (t) = (

V,0 − 
V,∞

)
e−τV t + 
V,∞ (16)

where 0 < 
V,∞ < 
V,des < 
V,0. If |eV (t)| <

βV (t) is satisfied, the maximal convergence time of
velocity tracking error eV from initial setEV,0 to resid-

ual set EV,des is
1

τV
ln

( 
V,0 − 
V,∞

V,des − 
V,∞

)
. In other

words, to guarantee the designated convergence time
tV,con, the parameter τV in function βV (t) should be
selected satisfying

τV >
1

tV,con
ln

( 
V,0 − 
V,∞

V,des − 
V,∞

)
. (17)

Remark 3 For the designated tracking precision
V,des

and convergence time tV,con, the parameter selection
for the performance function βV (t) refers to the fol-
lowing rules: 
V,∞ is properly smaller than 
V,des;

V,0 is conservatively large according to the experi-
mental information of the velocity measuring error; τV
is selected satisfying (17).

To further realize |eV (t)| < βV (t), a new tangent
error is introduced as

eV,tan = tan
(πeV
2βV

)
(18)

whose time derivative is calculated as

ėV,tan = π(1 + e2V,tan)

2βV

(
ėV − β̇V

βV
eV

)
. (19)
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Obviously, eV = 0 corresponds to eV,tan = 0. And
also, if eV → β−

V (or eV → −β+
V ), eV,tan → +∞

(or eV,tan → −∞). Under the precondition of eV (0) ∈
EV,0 (i.e., |eV (0)| < βV (0)), the desired |eV (t)| <

βV (t) can be achieved as long as the proposed control
guarantees the boundedness of the introduced tangent
error eV,tan. Such tangent error is somewhat inspired by
[9], where a logarithmic auxiliary function is employed
to realize a low-complexity control scheme for pure
feedback systems.

Using the dynamical equation (1), the time deriva-
tive of the velocity tracking error can be rewritten into
a parameterized form as

ėV = −g sin γ − V̇des + kV Vadj + �T
V�V

+ �̂
T
����com + �̃

T
���Sat(�com) (20)

where •̂ denotes an estimate of the uncertain parameter
or vector •, •̃ = • − •̂; �V , �V , �� and �� are
defined as

�V =
[
C3
T , C2

T , C1
T , C0

T , C2
D, C1

D,

C0
D, C

δ2c
D , Cδc

D , C
δ2e
D , Cδe

D

]T
(21)

�V = q̄ S

m

[
α3 cosα, α2 cosα, α cosα, cosα, − α2,

− α, − 1, − δ2c , − δc, − δ2e , − δe

]T
(22)

�� =
[
C3
T,�, C2

T,�, C1
T,�, C0

T,�

]T
(23)

�� = q̄ S cosα

m

[
α3, α2, α, 1

]T
. (24)

Consider a quadratic function:

QV = e2V,tan

2
(25)

whose time derivative, using (19) and (20), is calculated
as

Q̇V = ϒV (eV,tan, t)eV,tan

(
− β̇V eV

βV
− g sin γ − V̇des

+ kV Vadj + �T
V�V + �̂

T
����com

)

+ ϒV (eV,tan, t)eV,tan�̃
T
���Sat(�com) (26)

with ϒV (eV,tan, t) = π(1 + e2V,tan)

2βV
≥ π

2βV
.

Remark 4 Aiming at the uncertain parameter vector
�V ∈ R

11, the traditional adaptive estimation method
in [15,16] that constructs a parameter update law for
�V can be utilized. However, �V has to be assumed
constant or slow time-varying, while the dynamic order
of the corresponding parameter update lawwill become
as high as eleven.

For the purpose of handling the uncertain time-
varying �V as well as reducing the dynamic order,
inspired by [4], a norm bound of �V is introduced as
� = sup

{||�V (t)||}. As a result, the uncertain term
ϒV (eV,tan, t)eV,tan�

T
V�V in (26) satisfies

ϒV eV,tan�
T
V�V ≤ ϒV |eV,tan|||�V ||�̃ + ε

+ ϒV eV,tan||�V ||�̂ tanh
(cϒV eV,tan||�V ||�̂

ε

)

(27)

where c ≈ 0.2785 and ε > 0; the inequality | • | ≤
• tanh

(c•
ε

)
+ ε has been applied; the elements eV,tan

and t in function ϒV (eV,tan, t) have been neglected for
clarity. Substituting (27) into (26), it has

Q̇V ≤ ϒV eV,tan

[
− β̇V eV

βV
− g sin γ − V̇des + kV Vadj

+ ||�V ||�̂ tanh
(cϒV eV,tan||�V ||�̂

ε

)

+ �̂
T
����com

]
+ ϒV eV,tan�̃

T
���Sat(�com)

+ ϒV |eV,tan|||�V ||�̃ + ε. (28)

In view of (28), the adaptive FER control algorithm
is designed as

�com = 1

�̂
T
���

[
− kV eV,tan

ϒV
+ β̇V eV

βV

+ g sin γ + V̇des − kV Vadj

− ||�V ||�̂ tanh
(cϒV eV,tan||�V ||�̂

ε

)]
(29)
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with the parameter update laws of �̂ and �̂� con-
structed as

˙̂
� = 1

�V,1

(
ϒV |eV,tan|||�V || − κV,1�̂

)
(30)

˙̂
�� = Proj

{
1

�V,2

[
ϒV eV,tan��Sat(�com) − κV,2�̂�

]}

(31)

where �V,i > 0, κV,i > 0, i = 1, 2; Proj{•} is the
parameter projection ensuring the updated �̂� always
within the allowable set [20] and has been widely
applied in the control of AHVs [1,16].

Up to now, the design process for the velocity loop
has been finished. To further analyze the effectiveness
of the proposed control, a quadratic Lyapunov function
is constructed as

LV = QV + �V,1�̃
2

2
+ �V,2||�̃�||2

2
(32)

whose time derivative, combining (28)–(31) and apply-
ing the inequality 2•̃•̂ ≤ || • ||2 − ||•̃||2, satisfies

L̇V ≤ −aVLV + bV (33)

with aV = min

{
2kV ,

κV,1

�V,1
,

κV,2

�V,2

}
, bV = ε +

κV,1�
2

2
+ κV,2||��||2

2
. Obviously, L̇V < 0 pro-

vided that LV >
bV
aV

. As a result, the introduced

tangent error eV,tan is bounded as |eV,tan| ≤ λV =√
2max

{
LV (0),

bV
aV

}
, implying that the designated

tracking precision 
V,des and convergence time tV,con

are achieved.

Remark 5 The proposed control algorithm for the
velocity loop contains the velocity reference gover-
nor (14), the FER control law (29) and the parameter
update laws (30), (31), whose dynamic order is much
smaller than those of previous adaptive control works
like [1,5,15,16]. It is seen from (33) and the above
analysis that the tracking performance can be further
improved by producing small bV and large aV . More
specifically, properly small ε, κV,1, κV,2 are preferred
to ensure small bV , while properly large kV and small
�V,1, �V,2 (much smaller than κV,1, κV,2, respectively)
are preferred to ensure large aV .

3.2 FPA reference tracking with asymmetric AoA
constraint and designated convergence time

Before design, define error variables:

eγ = γ − γref , ex = x − vx (34)

for x = α, Q, where vα and vQ are virtual controls
introduced for the back-stepping design. To improve
the tracking performance, the FPA tracking error
should be limited as |eγ (t)| < βγ (t), where the bound
functionβγ (t) is designed similar toβV (t) in the veloc-
ity loop, ensuring the designated tracking precision and
convergence time. In addition, itwill be shown later that
the design of βγ (t) needs to consider the asymmetric
AoA constraint at the same time.

Just as mentioned before, AoA needs to be strictly
constrained within the asymmetric feasible set Sα ={
α(t) : α(t) < α(t) < α(t)

}
. To guarantee this AoA

constraint, the virtual control vα is designed as

vα = αnom(t) − eγ (35)

where αnom(t) is the preset nominal AoA function, and
obviously, αnom(t) ∈ Sα . In engineering, the nominal
AoA function is selected according to the plannedflight
trajectory with synthetical considerations on multiple
factors like the high-efficiency working condition for
scramjet and the safe thermal flux for thermal protec-
tion system. Using (35), AoA can be rewritten as

α = αnom(t) − eγ + eα. (36)

If the error variables eγ and eα are constrained as

|eγ (t)| < βγ (t), |eα(t)| < βα(t) (37)

where βγ (t) and βα(t) are positive functions properly
designed to satisfy the relationship βγ (t) + βα(t) ≤
min

{
α(t) − αnom(t), αnom(t) − α(t)

}
, the prescribed

AoA constraint α ∈ Sα is guaranteed.
To facilitate the design and analysis process, intro-

duce three normalized errors:

ex,nor = ex
βx

(38)
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and three tangent errors:

ex,tan = tan
(πex,nor

2

)
(39)

where x = γ, α, Q; βQ(t) is the bound func-
tion of the error variable eQ , that is, |eQ(t)| <

βQ(t). In what follows, the truncated solution of
(eγ,nor, eα,nor, eQ,nor, t) ∈ I

3 × T will be considered
first, where I = (−1, 1); T denotes the maximal time
interval with respect to (eγ,nor, eα,nor, eQ,nor) ∈ I

3.
Then, it will be shown that the proposed control leads
to the infinite property of T, and thus, the prescribed
limitation (37) can always be guaranteed during the
entire flight mission.

3.2.1 CDA control algorithm

Using the dynamical equation (3), the time derivative
of the normalized error eγ,nor is formulated as

ėγ,nor = 1

βγ

(
ėγ − β̇γ eγ,nor

)
= fγ + gγ δc (40)

where fγ = 1

βγmV

[
T sin α + q̄ S

(
C1
Lα + C0

L +
Cδe
L δe

) − mg cos γ − mV
(
γ̇ref + β̇γ eγ,nor

)]
, gγ =

q̄ SCδc
L

βγmV
. Consider that

– Fact 1 T sin α is the thrust component along the
direction of lift, whose effect is weak because of
the small AoA and is usually neglected or regarded
as a bounded disturbance;

– Fact 2 q̄S
(
C1
Lα+C0

L

)
and q̄ SCδe

L δe are the lift com-
ponents contributed by body and elevator, respec-
tively, which are bounded in reality;

– Fact 3 γ̇ref is predesigned to be bounded, and
β̇γ eγ,nor is bounded for the predesigned βγ and the
considered eγ,nor ∈ I.

It is concluded from Facts 1–3 that during t ∈ T, | fγ |
has a maximum denoted as | fγ |max. Similarly, |gγ | has
a nonzero minimum denoted as |gγ |min. With the help
of the introduced tangent error eγ,tan, a low-complexity
CDA control algorithm is proposed as

δc = −sign(gγ )kγ eγ,tan (41)

where kγ > 0. For analysis purpose, consider the
quadratic function:

Qγ = e2γ,tan

2
(42)

whose time derivative, using (40) and (41), is calculated
as

Q̇γ ≤ π |eγ,tan|
2 cos2

(πeγ,nor

2

)
(
| fγ | − kγ |gγ ||eγ,tan|

)
. (43)

Note that Q̇γ iswell definedwith respect to eγ,tan ∈ I. It

is seen from (43) that Q̇γ < 0 if |eγ,tan| >
| fγ |max

kγ |gγ |min
.

As a result, the tangent error eγ,tan is bounded as

|eγ,tan| ≤ λγ = max

{
|eγ,tan(0)|, | fγ |max

kγ |gγ |min

}
(44)

and consequently, the normalized error eγ,nor is bounded
as

|eγ,nor| = |eγ |
βγ

≤ 2 arctan(λγ )

π
< 1. (45)

Therefore, the constraint |eγ (t)| < βγ (t) is guaranteed
during t ∈ T.

Remark 6 It should be reemphasized that the motiva-
tion of designating performance for the FPA track-
ing error comes from two aspects. On the one side,
the prescribed FPA tracking performance improves the
altitude tracking precision. More importantly, the con-
strained FPA tracking error is required in our design to
accommodate the asymmetric AoA constraint.

3.2.2 EDA control algorithm

Combining the kinematic equation (4) and the virtual
control (35), the time derivative of the error eα is for-
mulated as

ėα = eQ + vQ − γ̇ref − α̇nom. (46)

Using (46), the time derivative of the normalized error
eα,nor becomes

ėα,nor = 1

βα

(
ėα − β̇αeα,nor

)
= fα + gαvQ (47)
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where fα = 1

βα

(
βQeQ,nor − γ̇ref − α̇nom − β̇αeα,nor

)
,

gα = 1

βα

. Regarding (eα,nor, eQ,nor, t) ∈ I
2 × T

and the predesigned βα , βQ , γref and αnom, | fα| has
a maximum denoted as | fα|max; meanwhile, |gα| has
a nonzero minimum, denoted as |gα|min. Then, a low-
complexity virtual control algorithm is designed as

vQ = −kαeα,tan (48)

where kα > 0. The time derivative of the virtual control
vQ is formulated as

v̇Q = − kαπ ėα,nor

2 cos2
(πeα,nor

2

) (49)

where v̇Q is well defined with respect to eα,nor ∈ I.
Considering the quadratic function:

Qα = e2α,tan

2
(50)

it is derived from (47) and (48) that

Q̇α ≤ π |eα,tan|
2 cos2

(πeα,nor

2

)
(
| fα| − kα|gα||eα,tan|

)
. (51)

Similarly, Q̇α < 0 if |eα,tan| >
| fα|max

kα|gα|min
. This also

derives that the tangent error eα,tan is bounded as

|eα,tan| ≤ λα = max

{
|eα,tan(0)|, | fα|max

kα|gα|min

}
(52)

and moreover,

|eα,nor| = |eα|
βα

≤ 2 arctan(λα)

π
< 1 (53)

1

cos2
(πeα,nor

2

) = 1 + tan2
(πeα,nor

2

)
≤ 1 + λ2α.

(54)

Therefore, the constraint |eα(t)| < βα(t) is guaranteed
during t ∈ T. Recalling (54) and the boundedness of
ėα,nor, the boundedness of v̇Q calculated as (49) is also
guaranteed.

Next, the PR dynamics is taken into account. Using
the dynamical equation (6), the time derivative of the
normalized error eQ,nor is formulated as

ėQ,nor = 1

βQ

(
ėQ − β̇QeQ,nor

)
= fQ + gQδe (55)

where fQ = 1

βQ Iyy

[
zT T + c̄q̄ S

(
C2
Mα2 + C1

Mα +
C0
M + Cδc

Mδc
) + ∑2

i=1 ψi η̈i − Iyy
(
v̇Q + β̇QeQ,nor

)]
,

gQ = c̄q̄ SCδe
M

βQ Iyy
. Consider that

– Fact 4 zT T , c̄q̄ S
(
C2
Mα2 + C1

Mα + C0
M

)
and

c̄q̄ SCδc
Mδc are the pitching moments contributed by

scramjet, body and canard, respectively, which are
bounded in reality;

– Fact 5
∑2

i=1 ψi η̈i is the effect of structural flexibil-
ities on the PR dynamics, which is also bounded;

– Fact 6 v̇Q has been proved to be bounded hereinbe-
fore, and β̇QeQ,nor is bounded for the predesigned
βQ and the considered eQ,nor ∈ I.

It is concluded from Facts 4–6 that during t ∈ T, | fQ |
has amaximumdenoted as | fQ |max.And similarly, |gQ |
has a nonzero minimum denoted as |gQ |min. A low-
complexity EDA control algorithm is designed as

δe = −sign(gQ)kQeQ,tan (56)

where kQ > 0. Consider the quadratic function:

QQ = e2Q,tan

2
(57)

whose time derivative, combining (55) and (56), satis-
fies

Q̇Q ≤ π |eQ,tan|
2 cos2

(πeQ,nor

2

)
(
| fQ | − kQ |gQ ||eQ,tan|

)
.

(58)

Furthermore, Q̇Q < 0 if |eQ,tan| >
| fQ |max

kQ |gQ |min
. This

also indicates that the tangent error eQ,tan and the nor-
malized error eQ,nor are bounded as

|eQ,tan| ≤ λQ = max

{
|eQ,tan(0)|, | fQ |max

kQ |gQ |min

}
(59)
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|eQ,nor| = |eQ |
βQ

≤ 2 arctan(λQ)

π
< 1. (60)

Therefore, the constraint |eQ(t)| < βQ(t) is guaran-
teed during t ∈ T.

Remark 7 The proposed control algorithm for the alti-
tude loop contains the FPA reference governor (15),
the virtual control laws (35), (48), the CDA control law
(41) and the EDA control law (56), which involves no
parameter update law and has the lower complexity in
both structure and expression compared with previous
adaptive control works like [1,5,15,16,18].

3.2.3 Extension of time interval T

So far, the control design and performance analysis
have been given for the maximal time interval T, dur-
ing which (eγ,nor, eα,nor, eQ,nor) ∈ I

3. However, if
T does not cover the desired flight mission, for exam-
ple tcon /∈ T, the control objective cannot be achieved
anymore. What is more, it is difficult to calculate or
estimate T, making the further analysis on its prop-
erty become necessary. In fact, T can be extended to
[0,+∞) under the proposed control, provided that the
initial condition (eγ,nor(0), eα,nor(0), eQ,nor(0)) ∈ I

3

is satisfied. The following analysis is inspired from the
proof philosophy of Theorem 3.3 in [19], which starts
with assuming a finite time interval T = [0, tmax),
where tmax < +∞. As a result, a conclusion is derived
as

– Conclusion for any compact set D ⊂ I
3, there

must be a finite time instant tesc < tmax, after which
the solution (eγ,nor, eα,nor, eQ,nor) escapes to the
outside ofD, i.e., (eγ,nor, eα,nor, eQ,nor) ∈ I

3 −D.

However, it is obviously known from (45), (53) and (60)
that under the proposed control and the initial condition
(eγ,nor(0), eα,nor(0), eQ,nor(0)) ∈ I

3, the relationship

(eγ,nor, eα,nor, eQ,nor) ∈ ∪x=γ,α,Q

[
− 2 arctan(λx )

π
,

2 arctan(λx )

π

]
⊂ I

3 always holds. This relation-

ship indicates that the solution (eγ,nor, eα,nor, eQ,nor)

has been strictly constrained within a compact sub-
set of I

3 and cannot escape from the compact set

∪x=γ,α,Q

[
− 2 arctan(λx )

π
,
2 arctan(λx )

π

]
during the

entire time interval T. The above fact is contradictory
with the Conclusion derived from the assumption of

the finite T, and therefore, the derived stability and
performance of the altitude loop can be extended to the
infinite T = [0, + ∞).

So far, the design and analysis of the proposed con-
trol for both velocity and altitude loops have been fin-
ished, whose overall structure is shown in Fig. 1. Note
that the state feedback signals are neglected in Fig. 1
for clarity. Though the proposed control is low com-
plexity in both structure and expression, the price paid
for this feature is the potential large expense of control
actions. Especially for the thermal protection purpose,
the maximumCDA and EDA of AHVs are strictly lim-
ited, which may have conflict with the possible large
control consumption of the low-complexity control in
the altitude loop. In practical applications, this prob-
lem can be alleviated or solved in the following two
aspects. From the perspective of mission planning, less
aggressive altitude and FPA references are preferred to
reduce the nominal control requirement. In such situ-
ation, relatively small deflections of control surfaces
are consumed to maintain the ascending or descending
maneuver, and thus, there exist enough canard and ele-
vator deflecting margins for the low-complexity con-
trol to realize additional objectives (like the AoA con-
straint accommodation) as well as to overcome mul-
tiple factors (like the modeling uncertainty). From the
perspective of control realization, selecting proper con-
trol gains and performance functions is also an effective
way to alleviate the control consumption [9]. For exam-
ple, it is seen from (44), (52), (59) that lager control
gains kγ , kα , kQ in control algorithms (41), (48), (56)
are preferred to improve the tracking performance, but
probably generate CDA and EDA control signals that
cannot be realized by real control surfaces. Therefore,
a careful trade-off between tracking performance and
control consumption should be made at design level.

4 Simulation study

This section presents a simulation study to verify the
proposed control. Nominal parameter values of the
AHV model are selected according to [2,22]. Aero-
dynamic coefficients are supposed to have up to 20%
variations around their nominal values. The informa-
tion of the atmospheric environment, including free
air density, free air temperature and Mach number, is
simulated according to [17]. In FER saturation (13),
�cooling = 0.01, �choking is a function related to AoA,
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Fig. 1 Overall structure of the proposed control

Fig. 2 Velocity tracking result

Mach number and dynamic pressure, whose detailed
expression can be found in [38]. In reference gover-
nors (14) and (15), Vdes and href are generated using
a second-order command filter [16], whose damp-
ing ratio and natural frequency are set as 0.9 and
0.02 rad/s, respectively. The initial cruising condi-
tions of the simulated AHV are set as V = 6000 ft/s,
h = 80, 000 ft, γ = 0 deg, α = 3.5 deg, Q = 0 deg/s,
η1 = 0.832 ft/slugs1/2/ft, η2 = 0.121 ft/slugs1/2/ft,
� = 0.452, δc = 2.52 deg, δe = 15.4 deg. The sim-
ulated AHV implements an accelerating climb with
the desired cruising conditions of V = 8000 ft/s,
h = 90, 000 ft.

In the velocity loop, suppose the maximal initial
velocity tracking error 
V,0 = 50 ft/s, and set the
designated tracking precision 
V,des = 5 ft/s and
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Fig. 3 Velocity tracking error
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convergence time tV,con = 5 s. Following the rules
in Remark 3, parameters in the bound function βV

are selected as 
V,∞ = 5 and τV = 0.8, that is,
βV = 46e−0.8t + 4 ft/s. In the altitude loop, set the
nominal AoA function αnor = 2e−0.01t + 1.5 deg and
bound functions βγ = βα = 0.2e−0.1t +0.2 deg, βQ =
10e−0.1t + 4 deg/s. As a result, AoA has the asym-
metric constraint as 2e−0.01t − 0.4e−0.1t + 1.1 deg <

α(t) < 2e−0.01t + 0.4e−0.1t + 1.9 deg. It should be
mentioned that the selection of the bound function βγ

is mainly for the realization of the asymmetric AoA
constraint, and the corresponding FPA tracking perfor-
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mance index has been properly relaxed to reduce the
expense of control actions [9]. For the maximal initial
FPA tracking error 
γ,0 = 0.4 deg and the tracking
precision 
γ,des = 0.25 deg, the convergence time
tγ,con with respect to the selected βγ can be designated
as 15 s. The main control gains are selected as kV = 5,
kh = 0.02, kγ = 0.5, kα = 8, kQ = 25, and other con-
trol gains are properly selected according to the rules in
Remark 5. To consider the influence of the atmospheric
environment on scramjet, the real thrust output is sup-
posed to have a sinusoidal disturbancewhose amplitude
is 5% of the nominal thrust output. The corresponding
simulation results are given in Figs. 2, 3, 4, 5, 6, 7, 8,
9.

Figures 2 and 3 show tracking results of the velocity
loop. It is seen from Fig. 2 that the desired velocity ref-
erence cannot be tracked because of the FER saturation
property, also see Fig. 8. In this situation, the employed
adaptive velocity reference governor generates a mod-
ified reference, which is less aggressive and can be
well tracked within the ability of scramjet. It is seen
from Fig. 3 that the velocity tracking error is regulated
between the preset upper and lower bounds, in which
case the designated tracking precision and convergence
time are guaranteed. In fact, the velocity tracking pre-
cision (i.e., |eV | < 5 ft/s) is achieved at t = 0.71 s,
and the final velocity tracking error becomes smaller
than 0.15 ft/s.

Figures 4, 5, 6 show tracking results of the altitude
loop. It is seen from Figs. 4 and 5 that the desired alti-
tude reference is well tracked, and the FPA tracking
error is regulated between the preset upper and lower
bounds. It is seen from Fig. 6 that AoA is regulated
around the nominal AoA function without violating
the asymmetric constraint. Figure 7 shows the gener-
alized elastic coordinates, indicating that the supposed
sinusoidal disturbance on scramjet thrust causes small
fluctuations in structural flexibilities.

Figures 8 and 9 show the control input signals of
FER, CDA and EDA. It is seen from Fig. 8 that FER
becomes saturated soon after the beginning of simula-
tion. After t = 113 s, the FER saturation ends when
the desired velocity reference becomes less aggressive.
Note that FER has some fluctuations to counteract the
supposed sinusoidal disturbance on scramjet thrust, and
thus, the velocity reference is well tracked. It is seen
from Fig. 9 that EDA has slightly fluctuations, which
are also affected by the sinusoidal disturbance on the
scramjet thrust.

5 Conclusion

A novel longitudinal flight control has been proposed
for AHVs, whosemain features are the low-complexity
algorithm and the handling of the asymmetric AoA
constraint. Output tracking errors have been regulated
with the designated tracking precision and convergence
time, while practical factors including uncertain aero-
dynamic coefficients, structural flexibilities and FER
saturation property have also been taken into account.
Both theoretical analysis and simulation results have
shown the effectiveness of the proposed control.
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