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Abstract This article concentrates on the event-
triggered bumpless transfer control problem for swit-
ched linear systems. The goal is to reduce the con-
trol bumps induced by switchings and triggering, and
to ensure the stability of the system. First, a novel
description of the bumpless transfer performance is pre-
sented, quantifying the suppression level on the control
bumps in both relative and absolute viewpoints. Then,
an improved switching mechanism, an event-triggered
scheme and a collection of event-driven controllers are
jointly designed. Further, under the designed switching
logic, event-triggered rule and controllers, a criterion is
established to attain the goal. Besides, Zeno behavior
is excluded. Finally, an application on a switched RLC
circuit is offered, verifying the efficiency of the devel-
oped event-triggered bumpless transfer control strat-

cgy.
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1 Introduction

A switched system (SS) consists of a special rule called
switching rule and a group of conventional systems
called subsystems [1,2]. In the investigation of SSs,
switchings play a dual role [3-6]. One is that switching
logic design serves as an effective control approach,
which adds the freedom of control design. For exam-
ple, one can pursue a certain steady-state property,
like the input-to-state stability, of a SS by design of
a switching logic, even though the property is not
shared by subsystems [7,8]. The other is that unsuit-
able switching behaviors usually lead to unfavorable
transient responses as soon as a switching happens.
The mainly concerned undesired transient behaviors
produced by switchings are large and abrupt jumps
in the control signal called control bumps [9]. What
needs to be noticed is that almost all existing efforts on
SSs are made on the obtainment of steady-state proper-
ties by means of switchings rather than the attenuation
of unexpected control bumps generated by switchings,
whereas undesirable control bumps may result in per-
formance degradation and even instability of SSs [10].
Thus, it is indispensable to attenuate or alleviate those
unexpected control bumps.
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Bumpless transfer (BT) is known as an effective
strategy to restrain the unexpected control bumps
caused by switchings [11]. The attenuation level on
the control bumps is described by the BT performance
[12]. The original BT control schemes focus on the
amendments of the controllers which are designed in
prior. The modifications include the initial state value
of an off-line dynamic feedback controller [9,11,13]
or the structure of an off-line controller which may be
dynamic or static [12,14—16]. Notice that a premise of
the modification approaches is the partially or entirely
pre-known information on switching signals. This ren-
ders the amendment schemes unapplicable to general
SSs subjected to completely unknown switching logics
in advance. Fortunately, an idea of limiting the ampli-
tude of the control signal was introduced by [17], where
the controllers and switching logic are simultaneously
designed to rule out the control bumps in the whole state
space. References [18,19] extended the result of [17]
by restraining the magnitude of the control signal dur-
ing the operation time interval of subsystems. In [17-
19], although the benefit of switching scheme design is
employed, the constraint on the amplitude variation of
the control signal is relative to the amplitude of the sys-
tem state. Additionally, the constraint is imposed on the
active time interval of subsystems rather than only at
the switching instants. This requires too many since the
actual task of BT control is to reduce great fluctuations
in the control signal only at switching instants. Thus, a
question arises: Whether can we determine a switching
mechanism and a collection of controllers to limit the
control bumps only at switching instants or not?

Recently, network control systems, establishing the
relationship among control components via network-
based data transmission, have gained growing attention
[20-23]. Usually, the data transmission time between
different components in a network control system is
decided by a time-triggered mechanism through which
the signals in the sensor and controller are updated
in a fixed time period [24]. Usually, a time-triggered
strategy has superiority in simple design approaches
and easy implementation procedures [25]. However,
unnecessary waste in the communication resources
and serious deterioration of system performance are
often brought by a time-triggered scheme. In order
to tackle this problem, event-triggered (ET) control
strategies were provided by [26,27], in which the data
are transmitted only when an ET criterion is satisfied.
Therefore, a reduction in the communication resources
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is achieved. Under the ET mechanisms, the event-
driven controllers were designed to obtain stability
[28], robustness [29], synchronization [30], fast con-
vergence [31] and so on of networked control systems.

Note that big oscillations in the control signal may
also arise when an event is triggered. Such sudden chat-
tering in the control signal can also be treated as control
bumps and are undesirable transient behaviors needed
to be suppressed [32]. For a non-SS, if the triggering
frequency is big enough, the control bumps can be eas-
ily cut down. However, excessively frequent triggering
violates the original intention of ET control. There-
fore, a proper ET logic with less triggering frequen-
cies is welcome. For a SS, the adaption of the ET con-
trol makes the attenuation of control bumps more dif-
ficult. This mainly lies in the lack of effective tools.
When an ET rule is implemented on a SS, the SS may
encounter larger control bumps at switching instants.
This is because not only the controller gains may have
great variation once a switching happens, but also the
state value may have a big delay whenever a switching
occurs. However, different from the traditional delay in
the control signal, we do not know how long the asyn-
chronous phenomenon in the control signal lasts. This
makes the usual asynchronous switching techniques
[33-35] frequently utilized to address the delay in the
control signal unfeasible to deal with the control bumps
generated by switchings and triggering.

Moreover, for a SS, when each subsystem does not
share the BT performance, like [17-19], one can design
a state-dependent switching law for the SS to achieve
the BT performance. However, for a SS having an ET
rule, if we attend to design a state-dependent switching
logic to restrain the control bumps induced by trig-
gering, the avoidance of Zeno phenomenon generated
by the triggered mechanism is also challenging. This
is due to the interaction between the switchings and
triggering. In the existing researches on SSs with ET
rules, the elimination of Zeno behavior is mainly real-
ized in the framework of dwell-time-dependent switch-
ing rules [25,27], or sampling-based state-dependent
switching law [36]. However, a state-dependent switch-
ing strategy usually does not share the time feature of
a dwell-time dependent switching logic. Thus, another
question is: Whether a state-dependent switching rule,
an ET mechanism and a family of controllers can be
jointly designed to restrain the control bumps caused
by switchings and triggering while preventing Zeno
behavior produced by switchings and triggering or not?
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In addition, there is another difficulty that needs to be
faced, even if the above question has a positive answer.
The difficulty lies in the conflict in the requirements on
the BT performance and the studied steady-state prop-
erty. Usually, it is relatively easy to design a control
scheme composed of a switching rule, an ET logic and
a series of controllers to purse only a certain steady-
state property. However, the designed control strategy
may not be useful to suppress the control bumps and to
avoid Zeno behavior. If a control approach is designed
to achieve only the BT performance, the concerned
steady-state property may be lost. In order to handle
this conflict, we must establish a control method to
ensure both the focused steady-state property and the
less control bumps, while avoiding Zeno behavior.

For the study of practical control problems based on
switched models, switched circuits are preferable test-
beds [37,38]. What is verified by [39] is that a switched
RLC circuit can usually conduct low-frequency signal
processing in an integrated circuit. Lots of works on
switched RLC circuits have been done, including the
fault tolerance control [40], the output synchroniza-
tion [41], the adaptive tracking [42] and so on. Note
that almost all attention is paid to realizing steady-state
properties instead of attenuating the unexpected con-
trol bumps frequently induced by switchings. However,
those undesired control bumps usually cause perfor-
mance degradation and, in the worse situation, seri-
ous accidents. Further, when communication resources
saving from the sensor to the controller of a switched
RLC circuit is pursued, an ET scheme is a pretty choice
[43], whereas an unsuitably arranged ET rule may also
induce unexpected control bumps at triggering instants,
which may result in performance degradation and even
serious accidents too. Therefore, it is essential and
urgent to suppress those unwanted control bumps at
not only switching instants but also triggering instants
of a switched RLC circuit. Unfortunately, no results
have been reported on this vital topic.

In this paper, we investigate the ETBT control prob-
lem for switched linear systems. The BT performance
is described in a new way. By joint-design of an ET
mechanism, a switching rule and a series of controllers,
the control bumps brought by switchings as well as
triggering are restrained, while the stability is ensured.
Specifically, the features of this study are fourfold.

(i) A new definition of the BT performance for
switched linear systems is proposed. The restrain

level on control bumps caused by switchings and
triggering is quantified in both relative and abso-
lute ways. The magnitude jumps in the control
signal are limited only at switching and trigger-
ing instants. These make the concept more general
than that in [10,13,17-19].

(i) By co-design of an ET scheme, an improved
switching logic and a set of event-driven con-
trollers, we solve the ETBT control issue of a
switched linear system, even if no solution to the
problem of subsystems exists. Unlike the existing
ET rules of SSs [25], the ET strategy is mode-
dependent and can rule out the control bumps
resulting from triggering. The switching mech-
anism improves the traditional state-dependent
switching logic subjected to a certain dwell-time
limitation [8], allowing the Lyapunov functions to
be increasing over the minimal dwell-time inter-
vals of subsystems.

(iii)) With the presented control strategy, we provide
a sufficient condition by which the BT perfor-
mance is satisfied, the stability is achieved, and
no Zeno behavior occurs. In this study, Zeno
behavior possibly caused by triggering is avoided
by co-design of the ET rule and switching law,
which is different from [25] and [36] in which the
sampling mechanisms were employed to exclude
Zeno behavior.

(iv) The established ETBT control scheme is applied
to a switched RLC circuit to text the effectiveness
of the established control scheme.

Structure. This study includes five Sections. In
Sect. 2, the issue of ETBT control for the switched
linear systems is formulated. Section 3 provides a solu-
tion to the ETBT control problem by design of an ET
rule, a switching mechanism and a set of event-driven
controllers. An example is offered in Sect. 4 to ver-
ify the effectiveness of the developed control scheme.
Section 5 gives a conclusion of this study.

Notation. We denote ||v|| as Euclidean norm of the
vector v, R" as the n—dimensional real space, Qo
as the set Qg = {0, 1,...,q0 — 1} with g being a
positive integer, S = {1,2,..., s} as the set of pos-
itive integers, N as the set of non-negative integers.
Amin (IT)and max (IT) indicate the minimal and max-
imal eigenvalues, respectively, of the square matrix
IT. For a vector y(t) € R", we define Iﬂ(llj_) =

im (D), Y (1) = lim ¥ ().

=1 =1
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2 Problem formulation

Consider a system
x(t) = AgyXx (1) + Bonyu(t), (1)
where x(t) € R" stands for the state, u(t) € R" and

o (t) represent the control signal and switching law,
respectively. Usually, the sequence

{x0; (g, t0), (i1, 1), ..., (n,ty), ... lin € S,n € N}
is employed to express the switching signal o (), where
X0, to, 1, and s stand for the initial state, initial time,
nth switching instant and the number of subsystems,
respectively. Also, the i,th subsystem is in operation
whenever o (1) = i,.

We define {#/,}°°_, as the sequence of ET instants for
the ith subsystem with ¢/, 11> t!,. We call the interval
[t,’;l, t,’;l iy the ET interval. With the ET sequence, for
the ith subsystem, we consider the controller described
by
u(t) = Kix(ty,), t € [t,,, t,, 1), 2)
where x(t,';1) denotes the last transmitted state value
held by a zero-order holder till the next ET instant t,in e
K; indicates the controller gain to be selected.

Let ¢;(1) = Kix(t) — Kix(t}). 1 € [t} 1} |) be
the ET error of the i th subsystem. Replacing the control
signal u(¢) in (1) by its specific form in (2), we infer
the closed-loop system

) = Eonx(t) = Boyeorn (). 1 € L5 7, 17),

3)
where E; = A; + B;K;,i € S.
We now describe the BT performance of the sys-
tem (3) at the triggering instant t,"n.

Definition 1 System (3) has the BT performance with
respect to («, B) if for any instant t,‘;w

(el ) — u(@ I < allx @)l orallx (DI +B (@)

is satisfied, where « > 0,8 > 0 are pre-specified
scalars called the BT performance level.

Remark 1 The relation (4) characterizes the limitation
on the amplitude chattering of the control signal u(f)
at triggering instants. Compared with [18,19], we do
not introduce an additional reference signal. Again, the
magnitude variations of the control signal u(¢) are not
limited during the whole active time intervals of sub-
systems but at only triggering instants. This makes Def-
inition 1 more suitable for the original goal of the BT
control.
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Remark 2 The terms oc||x(tfn)|| and B are the rela-
tive measure and absolute measure, respectively, for
the control bump ||u(t,’;1+) — u(tr’;l_)ll. First, the term
a||x(zl)|| is relevant to the control bump [[u(si") —
u(z,’;)H since the control signal u(z) is expressed by
u(t) = Komxg™). Therefore, the term o||x(rl)]|
quantifies the BT performance in a relative way. Sec-
ond, the term B is irrelevant to the control bump
u(z") — u(ti)]||. Therefore, the term B quantifies
the BT performance in an absolute way.

Traditionally, the ET instant tfn 41 1s decided by the
ET scheme

- :inf|t > 1l | 11x () = x(&)]] > &||x(z)||}
5)

with @ being a constant (see [28]). Under the ET strat-
egy (5), the communication resource from the system
(1) to the original controller u(¢t) = K;x(t) is saved
to a great extent. However, such an ET logic usually
cannot ensure less control bumps at triggering instants
t!,, which may result in bad performance of the system
(3). To cope with this drawback, we propose a new ET
mechanism.

The ET instant t,’;l 41 of the ith subsystem is deter-
mined by

. t,, if a switching happens, ©)
mL = linf {t > ¢, | gi(t) > 0}, otherwise,
where g; (1) = |le; ()] — aollx(@)|| — foe ™', ap >

0, Bo = vl||x(t0)|],v > 0,20 > 0 are pre-specified
constants. Here, the triggering condition

i =inf {1 > 6, | (0 > 0] (7)

is mode-dependent.

Notice that in the ET rule (6), ||e; (t,’;17)|| is the con-
trol bump at the triggering instant ¢/, . For the ET rule
(6) without switching considered, the control bump

le; (t,’;)|| doe; not exceed ao||x(t,;71)|| +ﬂoe_)‘°"ln—1.
Since Bpe M'm-1 < By, if @ > ap > O and B > By >

0, then the control bump ||e; (t,’;)|| is suppressed. The
i

m_1)|l and ,306_%['1"-1 quantify the con-

terms ol |x (¢
trol bump ||e; (t,",;)|| in an absolute way and a relative
way, respectively.

Our control task is to design the event-driven con-
trol signal (2) and a switching rule o () to enforce the
stability and the BT performance (4) of the system (3)

under the ET mechanism (6). If there exists a control
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scheme to make the system (3) globally asymptotically
stable and satisfy the BT performance (4), then we call
the ETBT control problem of the system (3) is solvable.

3 Main result

This section focuses on the solution to the ETBT con-
trol problem of the system (3). Through design of the
triggered strategy (6), switching logic o (¢) and con-
trollers (2), the control bumps are suppressed, and the
stability is realized.

Theorem 1 Consider the system (3). Suppose that it
switches at the switching instant t, to o(t,) = i. If
there exist scalars l;j < 0, llfj < 0,A;p > 0, matri-
ces K;, positive definite matrices Z; 4, Z; 4., negative
definite matrices W;, vector 1 such that for given pos-
itive constant T, constants « > ag > 0,8 > By >
0,,u>0,&>0,r0 > 0, the following inequalities

@iy +1Zig+2030 +Z; 4 BBl Zi 4 <0,

g=0,1,... .1, 8)
D; g1 + 1Zi g1 + 2031 + Zi g1 BiB] Zi g1 <0,
g=0,1,....1, ©)
Biy—EZig+2050 +Z; 4BiBfZi 4, <0,
g=1+1,1+2,....,90— 1, (10)
Pig+1 —EZig+1 +20t(%1 + Zi,q-l—lBiB,TZi,q+l <0,
g=1+1,142,...,q90 — 1, (11
I+ 1Zi gy + 2031
N
+ Y Uij(Zigy—Zj0) <0, (12)
J=Lj#i
Aip —W; 0, (13)
Wi " W) < o? B2, (14)
" Win+ B> >0, (15)
_ *
Tusltn, tn + Ts) < nw—pun ’ (16)
Tssltn, tn + Ts) &+ u*
w* > 21 17)

hold for any q € Qo,i,p € S,i # p, where u* €
0, ), Tgslty, tn + Ty) and Tys(ty, t, + Ty) denote the
lengths of the time intervals over which the Lyapunov
functions of subsystems must be decreasing and can
be increasing within the time interval [t,,t, + Ts),
respectively,

@iy =ElZi,+ Zi 4 E;
+ (Zig+1 — Zig)q0/Ts,
@i g1 = El Zi g1 + Zi g1 Ei
+ (Zig+1 — Zi,g)q0/Ts,
®ig=E'Zig+ ZigEi + (Zigr1 — Zi.9)q0/Ts.
4_>i,q+1 = EiTZj,q-H + Zig+1E;
+ (Zig+1 — Zi,g)q0/Ts,
Aip = (Ki = K )" (Ki — K)
+ Xip(Zigo — Zp.0)s

N
Aip = Aip + Z ll{j(Zi,q() - Zj,O) — ()(2],
J=1.j#i
Ty = E Zigy + ZigoEi + ZigyBi B} Zi gy,

then, the following logic for the next switching att =
Int1”

U(t) = is Vl 6 [tl‘l’ tn +TS)7

o(t) =1i,Vt > t, + T,
if xT(1)Zi gox (1) (18)
<x"(1Zjox(t), j €S, j#i.

o (ty4+1) = arg mi?{xT(l)Zj’ox(t)}, otherwise,
je

the ET rule (6) and the controller (2) can enforce the
system (3) to be globally asymptotically stable and to
satisfy the BT performance (4). Moreover; the switch-
ings and triggering do not yield Zeno behavior.

Proof The proof is threefold. First, let us show the
stability of the system (3). Define 6,(t) = 1 — (¢ —
th,g)q0/Tswith #, , = t, + qTs/q0.q € Qo. For
o (t) = i, we exploit the Lyapunov function V; (x, t) =
xTZ; (H)x with

Qq(t)zi,q + [1 - Qq(t)]zi,q+ls re [tn,qy Zn,q—ﬁ—l),

Zi)=1 Zigy> t € lln,go tn+1,0)
Zj0,q0- 1 €10,17),
wheren =1,2,...,ty 40 = tn + Tj. |

I
Uq:O [tn,qa tn,q—i—l)a

—1
Tus[tn,q» tn,q+1)= UZ():[+1 [tn,qa tn,q+1)~ For Vie
Tssltn,g, tn,q+1), the minimal dwell-time interval of
the ith subsystem in which the Lyapunov function must

Letting Tssltng: tng+1) =

@ Springer
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be decreasing, differentiating V;(x, t) associated with
the trajectory of the system (3) generates

Vix (@), 1) = 28T (0 Zi (0x(1) + xT () Z; (0)x (1)
=xTOIE] Zi (1) + Z; O E; + Zi (0)]x (1)
— 2T (1)Z; (1) Bie; (1)
= 0y OIE] Zi g + Zi g Ei + Z;(D]x(0)
— 20T (0)Z; ¢ Biei ()} +[1 - 6y (z)]{mel 0
(E] Zi g1 + Zi g1 Ei + Z;()]x(0)
— 21 (1) Z; g1 Biei (1)}
= 0y (T () P; gx (1) — 2xT (1) Z; ¢ Bie; (1))
+[1 =0T (O D; g 1x (1)
— 2T (1) Z; g1 Biei (1)).
Following from (19) and the inequalities
—2x" (1) Zi ¢ Biei()
<x"(1)ZigBiB] Zi gx(t) + e] (t)ei (1),
— 2x"(t)Zi.g+1Biei (1)
<x" () Zig41Bi B Zigr1x(t) + e (D)ei (1),
one can infer
Vix(0).1) = 0, (0 xT () D; gx (1) — 2xT (1) Z; ¢ Bie; (1))}
+ 1 =0T (O P; g11x(1)
— 2T (1)Z; g1 Biei (1)}
<0, ()P g + Zi g Bi B Z; )x(0)]
+ 1 = 0O T ()P4 g 41
+ Zi g1 Bi B Zi g4 Dx (D] + €] (De; (1).
Itis dedqced from the triggered scheme (6) that as long
ast €[ty t, )
llei ()I1* < [eol|x(0)]] + Boe ']
= o |lx ()% + 2a0Boe " | x ()] + p (1)
< 2[egllx®1* + p ()], @21
where p(t) = ﬂoze.’“(’_’ .Due to (20) and (21), we know
that for any ¢ € [t},, trln+l)
Vi(x(1),1) < 0,0 X" (0)(®i g + ZigBi B} Zi )x(1)]
1 = 0O (1) (i g 41
+Zigr1Bi Bl Zi g DX (D] + €] (t)ei (1)
< 0,(O[x" (1) (Dig
+Zi ¢BiBY Zi g + 203 )x(1)]
1 = 0, (DI () (D g1 + 2051
+Ziq+1Bi B Zi g )X ()] + 2p ().

@ Springer

From (8) and (9), we deduce
Vix(1), 1) < 0, ()[x" (0)(Piyg + Zig Bi Bl Zi g
+ 205 1)x(1)]
+ 1=, O (O (@it + 2051
+ Zig1Bi B} Zig11)x (0] +2p(1)
< Vi (@), 1) + 0,(O[x" (1)(Dy g
+ 2031
+WZig+ ZigBiB] Zig)x(1)]
+ 1= 6, O (O (@it + 2051
+uZigs1
+ Ziq+1Bi B Zi g+ 1)x ()] + 2p(1)
< —pVi(x(0), 1) +2B5¢ "
Thus, we derive
Vi(x(t), 1) < —pVi(x(), 1) + 2p(1),
Vt € Tysltn,g, ta,g+1)- 22)
Similarly, it can be inferred from (10) and (11) that
Vix (@), 1) < EVi(x(1), 1) +2p(1),
Vt € Tusltng: tng+1)- (23)

Further, for t € [t 4, ta+1,0), that is, the time interval
after the minimal dwell-time interval and before the
next switching instant, along the solution of the system
(3), differentiating V; (x, t) gives rise to

Vi(x (), 1) = 24T (1) Zi gox (1)
= x"((E] Zi g + Zi.go ENx (1)
— 2] (1)B}' Z; 4o x (1).
Because of
—2e] (VB Zi 4o x (1)
< x"(1)Zi,qyBi B} Zi gox (1) + ¢ (1)e; (1),
we obtain
Vi), 1) = x ()(E] Zi gy + Zigo EDX(1)
—2e] (VB Zi 4o x (1)
<x'(OFx(0) + ¢ (i ().
InA VirFue of (21) again, one can claim that for r €
s L)
Vix(0), 1) < x (O Tx (1) + €] (1ei (1)
< x"(Oix(t) + 205l lx > + p ()
=xT ()} + 203 Dx(t) +2p(1)  (24)
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is true. According to the switching strategy (18), when
re [tl’l,qoa In+1,0)s

X0 j(Zigy — Zj0)x(1) = 0 (25)
j=1

holds. In conjunction with (24), forall ¢ € [t, 4, tat1,0),
it yields that

Vi(x(0), 1) < xT ()T} + 205 Dx (1) + 2p(t)

<x'®)| I + 205(2)1
(26)

s
+ > 1ij(Zigy — Zj.0) | x(0)
j=1

+2p(1).
Through (12) and (26), one can further obtain
Vi(x(0), 1) + Vi (x(@), 1)

<xT0) | I + 2031 + nZi g,

S
+ ) ij(Zigy — Zj0) | x(0)
j=1

+2p(1)
over the time interval [#, 4, Z;+1,0). This means
Vi(e(0), 1) < —pVi(x(0), 1) + 2p(1),
Vt € [tn,qo> thr1,0)- (27)
Combing (22), (23) and (27) renders that
Vi(x (1), 1)

Vit (@), 0) +2p(0), V1 € Tysltn, tnt1),
T LEVi @), 1) +2p@), V1 € Tusltn, tay1).
(28)

Defining 2 (r, v) = £T,5(r, v) — uTs4(r, v). Recalling
p(t) = P3e " and noticing (28), one can deduce
that for any ¢ € [t, + T, tuy1),

Vot (), 1) < e =TIV ety + Ty), tn + Ty)

t
+26; / e HImD TP
tn+Ts

< o H—1=T)) [erz(t,,,tmrx)vg i (1) 1)

t” +TY
+25§ / ¢ 2@1+Ty) ,=2408 4 5
th

t
+26; f e HImD TR0y s
ty+ Ty
= 2Dy, (x(tn), tn)

t
+2,B§ eﬂ((ﬁ,t)efZ)LozSda

h
=< eQ(t"’l) I:eg(tn_l’[n)VG(tn_l)(x(tn—l)7 fn—1)
t'l
285 | € (5”")e_2’\°5d5]
-1

t
+2B5 | P05
tll

= POy X tamt)s 1)

t
+263 / D203y
th—1

< 20DV (x(10), 1)

+ 2,33 /t 200, =248 g5

o

It follows (16) that
R(ty, 1) < —p*(t — 19), (29)

which results in

Vot (x(2), 1) < oS (t0.1) Vo (1) (x (0), f0)
t
+265 / 200 s
0]
< 20Dy (x(t), o)
t
+285 f e ImDem0gs (30)
0]

=Wy (x (1), 1)

2/35 =210t
+ =€

268 (2ot it
u*=2x0 :

Obviously, it is observed from the definition of Z;(¢)
that Z; (¢) is bounded. Thus, keeping this point in mind
and noting (30), we get for alli € S that
Jmnin(Zi )X O] < Vi (x(0). 1)

< hmax (ZiO)Ix ()],

in conjunction with (17), it holds that

1
- 3y —
)] < vae 20 xto)]| + A2,

where a = Sltlp {Illélél {% } } Letting

L o«
e = Vae? x|, 2 = V280 [ Vi =2Ao,
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we have

| ™
x(0)]] < cre”2H T 4 e, 31)

Thus, the stability of the system (3) is realized.

Then, we show the exclusion of Zeno behavior, that
is, infinite switchings or triggering does not occur in a
finite time interval [T, Tf] withtg < T, < Ty < oo.
In what follows, two cases are considered.

Case (i) Adjacent triggering instants are induced by
switchings or the event (7) only.

Itis easily claimed that switchings do not bring Zeno
behavior owing to the minimal dwell-time property of
subsystems. Thus, we just need to show that if two con-
secutive triggering instants are only caused by events,
Zeno behavior does not happen too. Based on the defi-
nition of the ET error, for o (f) = i, we get the system

¢i(t) = Kix(t) = KiEix(t) — K, Bie;(1). (32)
For vVt € [tfn, tfn 1) the solution of the system (32) is
solved by

ei(t) = e KB (1]

t
+/, e KiBit—) k. F.x(1)dr.
tVl

1

It is generated from the ET strategy (6) that for any
triggered instant ¢/, ¢; (t! ) = 0. This leads to

m?

t
ei(t) = / e KiBiU=D g ix (T)dr.
t

1
m

Letting b = ¢ + ¢2 and following from (31), one can
infer

1
eIl < cre 2% 4 cpe™0t < b, (33)

That is, ||x(¢)|| < b. Thereby, we know

llei (D] =

13
/. e KiBit=D K, Eix(r)dt
tt

m

t
< [ IR ol
' (34)
5/. bell=KiBillG=0)| k. E,|1dz
1

i
m

t
=b||K,-El~||eH_K"B"”’/ ol KiBillt g7

I

It is further deduced from the triggered logic (6) that
for Vr € [f! t, 411 the relation

m?

@ Springer

aollx (D] + Bo < b||K; E;||e!I~KiBillt

t
/ oI KiBillT g,
ty

holds, which means

t
Bo < b||KiEi||eH—KiBilltf oI KiBillr g

A

Letussett = t,in + T, with T, standing for the length
of the triggered interval. If || — K; B;|| = 0, then

Bo = bIIK;E;||Te,

which results in a positive value of T,. If || — K; B; || #
0, then

B < b||K; E;||e!|=KiBill(t,+Te)
0 =
—Il = KiBil|
.[e—||—1<,-B,~||<t:;,+Te) _ e—II—KfB,-Ht,"n]’

which also implies that T, > 0.

Case (ii) Consecutive triggering instants result from
the interactions between switchings and the event (7).

We first focus on the time interval [¢,,, tlil iy
with 7,4, indicating a certain switching instant within
[T,, Ty], and t,; 41 indicating the latest triggering
instant produced by the triggered mechanism (6) after
ty4r. It is inferred from the triggered logic (6) that
switching instants are also triggering instants. This
implies that f,,¢, is a triggering instant. Consequently,
this case becomes the same as Case (i), and thus,
the positive inter-event length is ensured. Then, let
us turn our attention to the time interval [t,’;1, tntr)
with t,in representing the last triggering time brought
by the triggered rule (6) before #,4,. Assume that
tn+r,t,,+r+1,...,tn+q,t,’;n+1 are the next triggering
instants, where k is a finite positive integer standing for
the number of switchings and satisfyingr < g < k. As
discussed above, the interval [#,4, tr’;1 " |) OWnS a pos-
itive lower bound. This further means that there does
not exist Zeno behavior.

Next, we prove the BT performance (4) of the sys-
tem (3). First, let us show the BT performance (4) at
switching instants 7. The switching logic (18) ensures

s
X0 Y Ui(Zigy — Zj0)x(t) = 0,
J=1.j#i
Vit € [ty + T, tht1)- (35)
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Combing (13) and (35) ensures that for V¢ € [t, +
Ts, In+1), p €S,

IIKix(t) — Kpx(DI* — (@llx(0)]] + B)*
+ XipX V() (Zi gy — Zp.0)x (1)
= xT () Aipx (1) — [e*xT (1)x (1)

+ 2aBl1x(1)]| + B G0
=x"()(Aip — @’ Dx(t) — 20| |x(1)]| — B
< xT(0)Aipx(t) — 2ap||x(1)]] — B2
Note that if xT(t) Win > 0, then
—apllx®] < xT (W, 37

if xT(1)W;n < 0, via (14), we have
TOWinn™Wix (1) < @*82xT(1)x (1),

which also renders (37). By means of W; < 0, (15),
(36) and (37), one can know

IKix(1) = Kpx()|]* = (/x| + B)°
+ hipx ()(Zigy — Zj,0)x(1)

< xT(O) Aipx(t) = 2eBllx ()] — B

<xT) Aipx(t) + 2xT () Wi — B> (38)

< xT(0) Aipx(6) + 2x () Win + ' Win

< [x(@) 4+ 1" Wilx () + n]

<0
when ¢ € [, + Ty, t,+11. Suppose that the system (3)
switches from the ith subsystem to the pth subsystem
at the switching instant #,4. Thus, it is known from
Aip = 0 and the switching rule (18) that
X (tny1)(Zp,0 = Zigg)X (tay1) = 0.

Incorporating with (38), we are in a position to declare
that at the switching instant 7,1,

Kix (tat1) — K px (tas D> = @l (tar )] + B)?
< hipX (tas 1) (Zp.0 — Zi go)X (tas1) = 0

which implies the BT performance (4). Further, we
show how the BT performance (4) is ensured at the
triggering instants ¢/ caused by the event (7). Recall-
ing the triggered rule (6) and noticing ¢p < «, fo < B,
we can easily infer the BT performance (4).

Remark 3 Theorem 1 develops a criterion under which
the stability of the system (3) is obtained, the control
bumps are restricted, and the communication resources

1623
A
T [tw’tn+Ts) T;lx[t/1’tn+Ts)T [t +Ts>tn+l)
N - >l »|
|
o l
J I
~
w l
|
|
|
i -
ty =+ 1, t,+T ta t

Fig. 1 Lyapunov function of the ith subsystem

are saved. Again, Zeno behavior generated by trigger-
ing and switchings is excluded. (8)—(12), (16) and (17)
are utilized to force the stability. The BT performance
(4) is ensured by (13)—(15). Further, we make some
explanations on the switching law (18). The switching
mechanism (18) is a state and time mixed switching
rule. When Ty = 0, the switching law (18) degrades
into the classical state-dependent switching law of [1].
A switching law with the same construction way as
(18) has been used by [8] to obtain only the steady-
state property of the switched systems. Different from
[8], in this manuscript, the switching law (18) is used to
achieve both the steady-state property and the transient
performance of the switched systems. Also, when only
the steady-state property is considered, the condition is
looser than that in [8]. This is due to the fact that the
Lyapunov functions are allowed to be increasing dur-
ing the ensured minimal working time intervals. The
Lyapunov function of the ith subsystem is shown by
Fig. 1. However, in [8], the Lyapunov functions must
be decreasing during the ensured minimal working time
intervals. This renders the switching strategy (18) more
general than the traditional mixed switching rule of [8].

Remark 4 Now, we explain how to verify the condi-
tion (16). It is not difficult to know that if there exists
a nonnegative constant v satisfying Tys[t,, t, + Ts) =
Tssltn, tn + Ts) - : — v, then the condition (16)
is ensured. Comblmng Ty, = Tultn, tn +Ts) +
Taa[tnv t + T )andTua[tnv tn+TA) = Tssltn, tn + T )
e —vyields Ty = Tyt 1y + Ty) - (1+ 5= ,’j*)
Then, replacing T in the 1nequa11tles (8) (11) by

Tysltn, tn +Ts) - (1 + “ * v, we can obtain
Tosty, ty + T,) and v. Further taklng advantage of
Tusltn, th + Ts) = Tys[tn, ta + T, ) §+M — U, we can
obtain Ty[t,, t, + Ty).

@ Springer
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Remark 5 In practice, it is not difficult to realize the
switching mechanism (18). This is because the minimal
dwell time is pre-given and the switching signal value
is kept unchanged during the minimal dwell-time inter-
val. Also, for the time interval after the minimal dwell-
time interval and before the next switching instant, the
switching signal is determined by a well-known min
logic rule which has been widely used in practical sys-
tems [1,44,45].

Remark 6 The condition of Theorem 1 is used to guar-
antee both the switching signal (18) and the triggering
rule (6) instead of the switching signal or the triggering
rule. Also, for each subsystem, the triggering rule (6)
is not a stabilizing triggering rule.

Remark 7 In addition, it is not difficult to find that
under the switching law (18), the event (6) only trig-
gers during the switching interval [#,,, #,+1]. If no event
occurs during the switching interval [#,, t,+1], the ET
mechanism (6) is useless, that is, the control problem
considered degrades into the BT control problem for
the system (1).

Note that the constraints in Theorem 1 are nonlin-
ear and thus usually difficult to be calculated. To over-
come this drawback, we design an algorithm to solve
a series of linear matrix inequalities. The main idea
of the algorithm is twofold. First, taking advantage
of the fact that the usual min-switching rule [1] may
still have a minimal dwell time even though it can-
not always guarantee the minimal dwell time, we can
solve a part of parameters. Then, by substituting the
derived parameters into the remaining constraints, we
can check whether the minimal dwell time and the BT
performance are ensured or not.

Before offering the algorithm, we simplify several
matrix inequalities of Theorem 1.

First, let us consider (12). Recalling E; = A; +
BiK;, setting M; 4, = Z;qlo, zjjl = Mo, Nig =
K;M; 4, and multiplying the expression on the left side
of (12) by M; 4, on the both sides generates

N
Tiﬂo"" IZ.#IZUMWO Mi gy PigoMi g
J=1j#
* — a1 0 <0,
270
* * —82i g0

(39)

@ Springer

T T BT
Yigo = MigoA; + AiMi gy + N 4B + BiNi g,
+ BB} + uM; 4.

2 g, = diag{M1 g, ... . M),
P e TN i e rer e |

Then, we turn to (14) and (15). When the matrices W;
are calculated, (14) and (15) can be ensured by

s Mi—1,0, Miy1,05---

242
—a” Bl Win
[ ) _1]50 (40)
and
—B*1 7"
[ . oW <0, (41)
respectively.

Now, the algorithm is provided in detail.
Algorithm. Calculation of the controller gains K.

Step 1. Fix the scalars /;; and then solve the matrices
Ki, M; 4y, M o from (39).

Step 2. Substitute the derived matrices K;, M; 4,, M, 0
into (8)—(11) to test whether the time T exists or not. If
Ty exists, then maximize Ty and turn to the next step.
Otherwise, turn back to Step 1 and choose different
constants ;.

Step 3. Substitute the derived matrices K;, M; 4., M; 0
into (13) to calculate the matrices W; and scalars l{ i If
(13) has solutions, then turn to the next step. Otherwise,
turn back to Step 1 and then update /;;.

Step 4. Determine the vector n from (40), (41) with
calculated matrices W;. If n exists, then terminate the
algorithm and export the solved parameters. Otherwise,
adjust the constants /;; and iterate Steps 1-4.

4 Application to switched RLC circuits

This section devotes to the demonstration of the supe-
riority for the proposed ETBT control strategy.

We apply the developed control scheme to the
switched RLC circuit in [40,43].

Figure 2 depicts the switched RLC circuit which is
composed of a resistance R, an inductor L, an input
voltage u(t) and a collection of capacitors C;,i =
1,2, ...,s. The model of the switched RLC circuit is
described by

x(t) = AoyXx (1) + Bonyu(t), (42)
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L‘ Table 1 Comparison between Case (i) and Case (ii)
9 ) -
s Case (") — ut )| lmax Numy Numg
1) 0.0892 33 4
(ii) 0.8764 25 12

|
FIRN
}
v
/

Fig. 2 Switched RLC circuit

where xT(1) = [g. ¢1.], o (¢) takes its values in the set
S=A{l, 2},

Set the initial state values xT(0) = [5 — 5], the
parameters L = 2.5, C; = 100, C» = 30, R =
2, . =0.001, £ =0.01, Ty, =0.1s.

For the verification on the superiority of the pre-
sented control method, we make a comparison simula-
tion. Two cases are considered.

Case (i) Both the BT performance and the stability
are ensured.

In this case, we select ag = 1077, Bo = 0.008,
A = 0.001, =05, =1, l1p = —-0.005, I =
—1, A12 = A21 = 1.Bysolving Algorithm 1, we obtain
the controller gains

Ky =[-0.3080 —0.3781],
K> =[-0.3000 — 0.5374]

and the parameters

e o |
oo [0 00)
- [ o2a]
e [0 082]

e — [ ~0-1250 —0.0006
"= 1 20.0006 —0.1123 |°

w, — [ 70-1250  —0.0006
271 -0.0006 —0.1123 |

n=[-0.1461 —0.1465]", 1}, = I}, = —1.0165.

Case (ii) Only the stability is guaranteed.

In this case, we choose o = 0.6, By = 0.008, 1o =
0.001, /1 = —0.005, Ih; = —1 A2 = Ay = 1.
Here, we set &g > « to indicate that the control bumps
induced by triggering are not suppressed. Then, we
work out the controller gains

K1 =[—0.3182 —0.3644],
K> = [—0.3022 —0.5312]

and the variables

N e |
oot [0 O8]
- o o2
- [0 0]

In the following table, we make a quantitative anal-
ysis on the proposed ETBT control scheme by compar-
ing the maximum value of the control bump | |u(t,’;1+) —
u(t,‘;,_)| |, the number of triggering and the number of
switchings in both cases.

In Table 1, the notations ||u(r ) — u(t’ )||max.
Num7 and Numg denote the maximum value of
u(z") — u(zi )|, the number of triggering and the
number of switchings, respectively.

Furthermore, several figures are provided. Figure 3
shows different switching logics. The differences of ET
sequences are exhibited by Fig. 4. Figure 5 compares
the different control signals. The trajectory compar-
isons are presented by Figs. 6 and 7. It is observed
from Fig. 3 that the value of the switching signal o (¢)
of Case (ii) varies more frequently. Figure 4 tells that
the ET frequency of Case (i) is greater than that of the
Case (ii), which reveals that the cost of the better BT
performance is frequently triggering. From Fig. 5, we
can see that the variation of the magnitude for the con-
trol signal obtained in the Case (i) is much less than that
in the other case. It is easily found from Figs. 6 and 7
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. 25 ‘ ‘ ;
3 ol L Bumpless a(t)|]
g BE E
| 1.5F - e i
el - -
= C -
05 . . . . . . . . .
0 5 10 15 20 25 30 35 40 45 50
Time (s)
L 25 ‘ ; ; ;
@ ol Bumpy o (t) | |
3
a |
05 . . . . . . . . .
0 5 10 15 20 25 30 35 40 45 50
Time (s)
Fig. 3 Switching signals

Q - -© Bumpless ¢,
|
I
1
|
1

v
[
[
1
1
1 1 1 1 11

15 20 25 30 35 40 45

Time (s)
2 16 —o Bumpy #,
5 08} 1
Z 0.6 1
£ 04f 1
m 027 1 1 1 1 1 1 1 1 ]

Time (s)

Fig. 4 Triggering instant sequences

that each state component of the model (42) is stable
in both situations. From Fig. 6, we can find that the tra-
jectory of the charge in the capacitor in Case (i) varies
more gently than that in Case (ii). It is observed from
Fig. 7 that the trajectory of the flux in the inductance in
Case (i) varies more gently than that in Case (ii). Fig-
ures 6 and 7 indicate that the presented ETBT control
scheme can improve the trajectories of the system (42).
Accordingly, the proposed ETBT control approach can
effectively reduce the transmission resources, suppress
the bumps in the input voltage and guarantee the steady-
state operation of the switched RLC circuit (42).

5 Conclusions

In this article, we have studied the issue of ETBT
control for a class of switched linear systems. In the
first place, the suppression level on the control bumps
induced by both switchings and triggering has been
described in both relative and absolute manners. Then,
by dual-design of a switching scheme, an ET logic and
a family of controllers, the magnitude difference in the

@ Springer

Control signal u(t)

1 . . . . . . . . .
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Fig.
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Time (s)

Fig. 6 Charge in the capacitor

o Bumpless @ (t)
Bumpy a»(t)

Second state component x(t)

_5 L L L L L L L L L

0 5 10 15 20 25 30 35 40 45 50
Time (s)

Fig. 7 Flux in the inductance

control signal at switching and triggering instants has
been restrained, while the stability has been realized.
The switching rule has generalized the usual state-
dependent switching mechanism satisfying a certain
dwell-time constraint, permitting the increase in the
Lyapunov functions over the dwell-time intervals. Sec-
ond, under the designed switching rule, triggered strat-
egy and controllers, a criterion has been established,
ensuring both the BT performance and the stability.
Moreover, Zeno behavior has been excluded. At last,
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the developed control strategy has been effectively
applied to a switched RLC circuit, showing the effec-
tiveness of the presented control scheme.
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