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Abstract The focus of this work is on dynamics of
multibody systems subject to bilateral motion con-
straints. First, a new set of equations of motion is
employed, expressed as a coupled system of strongly
nonlinear second-order ordinary differential equations.
After putting these equations in a weak form, the
position, velocity and momentum type quantities are
assumed to be independent. This leads to a three-field
set of equations of motion. Next, an alternative formu-
lation is developed, based on optimization principles. It
is shown that the equations of motion can eventually be
cast in a form obtained by application of an augmented
Lagrangian formulation, after introducing an appropri-
ate set of penalty terms. This final set of equations is
then used as a basis for developing a new time integra-
tion scheme. The validity and numerical efficiency of
this scheme is verified by applying it to several exam-
ple systems. In those examples, special emphasis is
put on illustrating the advantages of the new method
when applied to selected mechanical systems, involv-
ing redundant constraints or singular configurations.
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1 Introduction

Investigation of the dynamics of multibodymechanical
systems subject to motion constraints is necessary for
enhancing the understanding of their behavior through
an improvement of their theoretical formulation. This,
in turn, leads to development of more efficient and
robust numerical techniques, which are useful in solv-
ing challenging engineering problems and yielding bet-
ter designs in several technical areas, including mecha-
nisms, biomechanics, automotive, railway, marine and
aerospace structures [1–6]. Usually, the equations of
motion governing the behavior of such systems are
represented by a set of differential-algebraic equations
(DAEs) of high index. Since the treatment of these
equations is a delicate task [7],much research effort has
been devoted to the subject in the past, in order to cure
the problems related to a DAE modeling. Essentially,
all the previous efforts are based on application of index
reduction or coordinate partitioning techniques [5,6].
In contrast, the main objective of the present work is
to first employ a better theoretical foundation and then
proceed to the development of more advanced numeri-
cal schemes for treating this particular class of dynam-
ical systems in a more effective manner.

In the new approach, the equations of motion
employed are a coupled set of second-order nonlin-
ear ordinary differential equations (ODEs) in both the
generalized coordinates and the Lagrange multipli-
ers related to the constraint action. This is achieved
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by combining some fundamental concepts of analyti-
cal dynamics and differential geometry, which causes
a natural elimination of singularities associated with
DAE formulations from the onset [8,9]. This leads to
major advantages compared to previous work in the
area of computational multibody dynamics [5,6]. In
the present work, since the ulterior motive is the devel-
opment of an efficient numerical integration scheme,
these equations are first put in a convenient weak form.
Moreover, the position, velocity and momentum type
quantities are assumed to be independent, yielding a
three-field set of equations [10–12]. It is then shown
that the final set of equations of motion can be obtained
by application of an alternative augmented Lagrangian
formulation, after adding appropriate penalty terms to
a suitably selected objective function. For this, a the-
oretical connection to a min–max unconstrained opti-
mization problem is first revealed and investigated in
depth [13–15]. Next, this formulation is employed as a
basis for producing a numerically effective time inte-
gration scheme. The validity of this scheme is then
investigated and illustrated by applying it to several
example systems. Based on these results, it is demon-
strated that the new scheme passes successfully all the
tests related to a special set of challenging benchmark
problems in multibody dynamics, involving redundant
constraints or singular configurations [16]. Finally, the
new scheme was also applied to a complex industrial
application, referring to a model of a real ground vehi-
cle, with equal success.

The material of this paper is organized as follows.
First, the equations of motion of an unconstrained
mechanical system are presented briefly in Sect. 2.
Then, a similar set of equations arising after impos-
ing a system of equality motion constraints is included
in Sect. 3. In both cases, these equations appear first
in a strong form and are subsequently presented in an
appropriate three-fieldweak form.Then, after introduc-
ing a suitable penalty and a Lagrangemultiplier formu-
lation, in Sects. 4 and 5, respectively, these equations
are put eventually in an augmented Lagrangian form in
Sect. 6. In the same section, it is shown that an equiva-
lent form can also be obtained by just adding the same
penalty terms to a selected objective function, express-
ing the dynamics in a complete manner. Using this
form, a temporal discretization scheme is then devel-
oped and selected numerical results are presented for
several mechanical examples in Sect. 7. Finally, a sum-

mary of the main results, together with possible future
extensions, are included in the last section.

2 Strong and weak form of equations of motion for
systems with no constraints

This work employs a new set of equations of motion,
obtained for a class of multibody mechanical systems,
consisting of rigid or discretized deformable bodies
and subject to equality motion constraints, by applying
tools of analytical dynamics [9]. First, the location of
the members of these systems is determined by a finite
number of generalized coordinates q = (q1 . . . qn), for
any time t [1,2]. Then, the motion of the system can
be viewed as the motion of a fictitious point p along
a special curve of the configuration manifold M . The
tangent vector v to this curve represents a generalized
velocity and belongs to an n-dimensional vector space
TpM , known as the tangent space of manifold M at
point p [3]. Consequently, if Be = { e1 . . . en} is a
basis of TpM , then vector v is decomposed in the form
v = vi e i , by using the common summation convention
on repeated indices [17]. In dynamics, the elements
of the dual vector space T ∗

p M represent generalized
momenta. Also, the correspondence between a vector u
and a covector ˜u

∗, belonging to TpM and T ∗
p M , respec-

tively, is established through the duality pairing

˜u
∗(w) ≡ 〈u, w〉, ∀w ∈ TpM, (1)

where 〈·, ·〉 is the inner product of TpM [18]. Then, a
dual basisB∗

e = { ˜e
1 . . . ˜e

n} toBe can be constructed
for T ∗

p M by using the condition ˜e
i (e j ) = δij , where the

last term is a Kronecker’s delta.
In this section, it is assumed next that there are no

motion constraints, so that the set of coordinates ismin-
imal, for convenience in introducing some of the main
ideas. In such a case, determination of the natural (true)
path onmanifoldM is performedby applyingNewton’s
law of motion in the form

˜h
∗
M ≡ ∇v ˜

p∗
M −

˜
f ∗
M = ˜0. (2)

The quantities
˜
p∗
M = pi ˜e

i and
˜
f ∗
M = fi ˜e

i represent
generalized momenta and applied forces, respectively
[3,8]. In fact, application ofEq. (1) leads to the equation

pi = gijv
j , (3)

relating the components of the generalized momenta
to those of the corresponding generalized velocities
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through the components gij of the metric tensor at point
p. Typically, the quantities gij are selected to coincide
with the elements of the mass matrix of the system,
defined by its kinetic energy. Also, the derivative term
in Eq. (2) can be expressed in the component form

∇v ˜
p∗(t) = ( ṗi − �m

ji pmv
j )˜e

i , (4)

where ∇ represents the affine connection of the man-
ifold, having components �k

ij in the selected basis,
which are known as affinities [17].

Next, starting from the equations of motion (2) one
arrives easily first at the result

˜h
∗
M (w) = 0, ∀w ∈ TpM. (5)

Moreover, integrating along the natural trajectory,
within any time interval [t1, t2], yields∫ t2

t1 ˜h
∗
M (w)dt = 0, (6)

which represents a weak form of the equations of
motion. Also, in order to exploit certain advantages of
a weak formulation, the position, velocity and momen-
tum variables are considered as independent quanti-
ties [10]. For this, a new velocity field υ is introduced
on manifold M , which is forced to become identical
to the true velocity field v. Eventually, the weak form
appears as

(pi − πi )w
i
∣∣∣t2
t1

+
∫ t2

t1
δπi (υ

i − vi )dt

−
∫ t2

t1
(pi − πi )δυ

idt

−
∫ t2

t1

[
(−p� + π�)(τ

�
ij − ��

ij + σ�
ij )υ

j

+ fi − Dπi

Dt

]
widt = 0, (7)

where the term τ �
ij represents components of the torsion

of the connection selected on manifold M , the quan-
tities σ�

ij are components of an antisymmetric tensor,

with σ�
j i = −σ�

ij , the terms δπi and πi are components
of covectors belonging to the cotangent space T ∗

p M
(see [12] for more details), while

Dπi

Dt
= π̇i − ��

j iπ�υ
j . (8)

The quantities wi , δυi and δπi are evaluated by taking
into account that a variation of any scalar function f (q)

onM is defined as the derivative of f along an arbitrary
vector w, according to

δ f ≡ w( f ) = ∂ f

∂qi
wi . (9)

For each holonomic coordinate, this yields wi = δqi ,
while a little more involved relation is obtained in
case of nonholonomic coordinates [12,19]. Then, the
equations of motion can be recovered in first-order
strong form by collecting terms multiplying the vari-
ations wi , δυi and δπi , which are independent for all
i = 1, . . . , n, by construction. Alternatively, Eq. (7)
provides a foundation for developing an appropriate
time integration scheme.

3 Strong and weak form of equations of motion for
systems with bilateral constraints

The mechanical systems examined in this section
belong to a class of multibody systems subject to a
set of motion constraints. For simplicity in the presen-
tation, these constraints are assumed to be scleronomic
and are put in the form

ψ̇ R ≡ aR
i v

i = 0 ⇒ ψ̇(q, v) ≡ A(q)v = 0, (10)

where A = [aR
i ] is a k × n matrix with known ele-

ments. In particular, for a holonomic constraint, the
corresponding equation can be integrated and put in
the form

φR(q) = 0. (11)

Then, it was shown in an earlier study that the equa-
tions of motion on manifold M , expressed by Eq. (2)
originally are replaced by

˜h
∗ ≡ ˜h

∗
M − ˜h

∗
C = ˜0, (12)

where

˜h
∗
M = hi ˜e

i , (13)

with

hi = (gijv
j )· − �m

�i gmj v
j v� − fi (14)

and

˜h
∗
C =

∑k

R=1
TRD ˜h

∗
R =

∑k

R=1
hRa

R
i ˜e

i , (15)

with

hR = (m̄RRλ̇R)· + c̄RRλ̇R + k̄RRλR − f̄ R . (16)
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Each linear operator

TRD = aR
i ˜e

i ⊗ eR (17)

in Eq. (15) acts from the cotangent space of a single
dimensional manifold MR , defined for each constraint
(R = 1, . . . , k), with a base vector ˜e

R , to T ∗
p M [9].

Also, the convention on repeated indices does not apply
to index R, while the coefficients

m̄RR = ciRgijc
j
R and f̄ R = ciR fi (q, v, t) (18)

are obtained through a projection along special direc-
tions cR on TpM , determined by the constraints.
Namely, the components of the n-vector cR are cho-
sen so that

aR
i c

i
R = 1. (19)

Finally, the only condition in selecting the coefficients
c̄RR and k̄RR is that they must cause a force bringing
the figurative point back to the natural trajectory, when
a violation tends to develop along direction cR [9]. For
instance, when the applied forces depend on q and v, a
convenient choice is

c̄RR = −ciR
∂ fi
∂v j

(q, v, t)c jR and

k̄RR = −ciR
∂ fi
∂q j

(q, v, t)c jR . (20)

By introducing the matrix notation

q = (q1 · · · qn )T , λ = ( λ1 · · · λk )T ,

M = [gij] and f = ( f1 · · · fn )T ,

Equations (12)–(16) can be combined and put in the
general form

(M(q)q̇)· + h(q, q̇)

= f (q, q̇, t)+AT (q)[(M̄ λ̇)·+C̄ λ̇ + K̄λ − f̄ ],
(21)

when holonomic coordinates are employed. The term
h(q, q̇) includes the classical quadratic velocity terms
[1,5], while the elements of the diagonal matrices

M̄ = diag( m̄11 · · · m̄kk ), C̄ = diag( c̄11 · · · c̄kk ),

K̄ = diag( k̄11 · · · k̄kk )

and array f̄ are determined by Eqs. (18) and (20). The
major difference with the classical approaches lies in
the last term of Eq. (21), representing the constraint
forces. Specifically, in all current analytical formula-
tions, only the “static” term ATλ appears in its place.

In addition, Eq. (21) represents a set of n second-order
coupled strongly nonlinearODEs in then+k unknowns
qi and λR . The cases involving quasi-coordinates are
also covered by the same equations [12,19]. Moreover,
a complete mathematical formulation is obtained after
including the k equations of the constraints, which are
expressed originally by Eq. (10). In particular, it was
shown analytically that each holonomic or nonholo-
nomic constraint is represented by a second-order ODE
in the form

gR = (m̄RRφ̇R)· + c̄RRφ̇R + k̄RRφR = 0 or

gR = (m̄RRψ̇ R)· + c̄RRψ̇ R = 0. (22)

Theoretically, this forces φR or ψ̇ R , respectively, to
become zero for R = 1, . . . , k [9]. Therefore, each
holonomic and nonholonomic constraint is satisfied at
the position and velocity level, respectively. The last
equations appear in a form which presents some sim-
ilarity to the Baumgarte stabilization approach [4–6].
However, besides the more general form of the second-
order term, the fundamental difference is that the coef-
ficient m̄RR is selected analytically by Eq. (18) and is
not set equal to one (m̄RR = 1) arbitrarily for all con-
straints. This parameter is shown to play a critical role
in the presentation of the numerical results. In addition,
Baumgarte stabilization applies to the constraint equa-
tions only and does not add any term in Eq. (21), which
thus remains a DAE.

The theoretical approach employed brings signifi-
cant advantages when compared to other approaches
applied so far in the field of analytical mechanics and
multibodydynamics in particular. These advantages are
related to a physically consistent and correct elimina-
tion of the singularities associatedwith the usual sets of
high-index DAEs of motion, in the sense that the pres-
ence of algebraic equations for holonomic constraints
or first-order ODEs for nonholonomic constraints are
related to dynamics of degrees of freedomwith nomass
[5,6]. Taking into account Eq. (12) and following the
same steps that gave rise to Eq. (6), leads first to

∫ t2

t1
(˜h

∗
M − ˜h

∗
C )(w)dt = 0, ∀w ∈ TpM. (23)

Eventually, by performing lengthy manipulations, it
was shown in [12] that this leads to the following equa-
tion
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(pi −
∑k

R=1
aR
i m̄RRμR − πi ) wi

∣∣∣t2
t1

−
∫ t2

t1
{(π� +

∑k

R=1
aR
� m̄RRμR − p�)

× (τ �
ij − ��

ij + σ�
ij )υ

j + fi − Dπi

Dt

+
∑k

R=1
[aR

i (c̄RRμR + k̄RRλR − f̄ R)

− m̄RRμR DaR
i

Dt
]}widt

+
∑k

R=1
[(m̄RRφ̇R − σR) δλR

∣∣∣t2
t1

+
∫ t2

t1
(σ̇R + c̄RRφ̇R + k̄RRφR)δλRdt]

+
∫ t2

t1
[(πi +

∑k

R=1
aR
i m̄RRμR − pi )δυ

i

+
∑k

R=1
(σR − m̄RRφ̇R)δμR]dt

+
∫ t2

t1
[δπi (υ

i − vi ) +
∑k

R=1
δσR(μR − λ̇R)]dt

= 0. (24)

The derivative Dπi/Dt is given by Eq. (8), while

DaR
i

Dt
= ȧ R

i − ��
j i a

R
� υ j . (25)

Moreover, the variationswi (representing δqi or δϑ i for
a true or a pseudo-coordinate, respectively), δλR , δυi ,
δμR , δπi and δσR are independent for all i = 1, . . . , n
and R = 1, . . . , k. Therefore, collecting the terms in
Eq. (24) multiplied by δυi and δμR yields first

∫ t2

t1
(πi − pi +

∑k

R=1
aR
i m̄RRμR)δυidt = 0 (26)

and

∫ t2

t1
(σR − m̄RRφ̇R)δμRdt = 0, (27)

respectively. Likewise, selecting the terms in Eq. (24)
multiplied by δπi and δσR leads to

∫ t2

t1
δπi (υ

i − vi )dt = 0 (28)

and∫ t2

t1
δσR(μR − λ̇R)dt = 0, (29)

respectively. Finally, collecting the terms of Eq. (24)
multiplied with the variations wi and δλR , yields

(pi −
∑k

R=1
aR
i m̄RRμR − πi ) wi

∣∣∣t2
t1

−
∫ t2

t1
{(π� +

∑k

R=1
aR
� m̄RRμR − p�)

× (τ �
ij − ��

ij + σ�
ij )υ

j + fi − Dπi

Dt

+
∑k

R=1
[aR

i (c̄RRμR + k̄RRλR − f̄ R)

− m̄RRμR DaR
i

Dt
]}widt = 0 (30)

and

(m̄RRφ̇R − σR) δλR
∣∣∣t2
t1

+
∫ t2

t1
(σ̇R + c̄RRφ̇R + k̄RRφR)δλRdt = 0, (31)

respectively. The relations expressed by Eqs. (26)–
(31) lead to a coupled set of nonlinear algebraic equa-
tions and provide a foundation for developing suitable
schemes for the numerical integration of the equations
of motion. This process is explained in Sect. 6, after
introducing an alternative augmented Lagrangian for-
mulation, leading to a more effective numerical han-
dling of these equations.

Finally, Eq. (7) can be obtained directly by Eq. (24),
after eliminating the terms related to the bilateral con-
straints. This also leads to a simultaneous elimination
of Eqs. (27), (29) and (31). In addition, Eqs. (26), (28)
and (30) are replaced by the simpler set∫ t2

t1
(πi − pi )δυ

idt = 0,
∫ t2

t1
δπi (υ

i − vi )dt = 0

and

(pi − πi ) wi
∣∣∣t2
t1

+
∫ t2

t1
[(p� − π�)(τ

�
ij − ��

ij + σ�
ij )υ

j

+ fi − Dπi

Dt
]widt = 0.
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4 Systems with bilateral constraints: penalty
formulation

Starting from an unconstrained system and after defin-
ing the objective function

FM (˜h
∗
M ) ≡ 1

2

∥∥
˜h
∗
M

∥∥2 , (32)

it is straightforward to show, by employingfirst Eq. (13)
and then Eq. (9), that

FM = 1
2 〈˜h

∗
M , ˜h

∗
M 〉 = 1

2hi g
ijh j

⇒ δFM = hi g
ijδh j , (33)

with δFM = w(FM ) and δh j = w(h j ), for any vec-
tor w of the tangent space TpM . Since the variations
δh j are independent, the quantities ŵ

i = gijδh j repre-
sent components of a new arbitrary vector ŵ on TpM .
Consequently, imposing the optimality condition

δFM = 0, (34)

Equation (33) can be cast in the form

˜h
∗
M (ŵ) = 0, ∀ŵ ∈ TpM,

which is equivalent to Eq. (5). Furthermore, taking into
account that the inverse metric matrix G−1 = [gij] is
positive definite, Eq. (34) in conjunction with Eq. (33)
implies that

hi = 0 (i = 1, . . . , n), (35)

which coincides with the components of the corre-
sponding equation of motion, expressed by Eq. (2).

Application of condition (34) leads to minimiza-
tion of the objective function defined by Eq. (32) with
respect to the covector ˜h

∗
M , i.e., min

˜h
∗
M

FM (˜h
∗
M ). In this

way, the original problem of setting up the equations of
motion for the class of systems examined is converted
to an equivalent minimization problem, which is an
approach taken frequently in Mechanics [20]. In fact,
minimization of function FM with respect to ˜h

∗
M , can

be seen as a generalization of the classical Gauss prin-
ciple [21]. This becomes clear by considering Eqs. (3)
and (14), revealing that the components of covector ˜h

∗
M

include termswhich are time derivatives of the general-
izedmomenta pi = gijv j and are thus quantities related
to acceleration.

Next, in view of Eq. (32) and taking into account
the motion constraints expressed by Eq. (10) or alter-
natively by Eq. (22), consideration of the motion con-

straints transforms the previous problem to a con-
strained optimization problem, seeking a minimum of
function FM subject to the constraints expressed by
Eq. (22). Namely, it leads to the problem

min

˜h
∗
M

FM (˜h
∗
M )

s.t. gR = 0, (R = 1, . . . , k). (36)

Then, combining the above, the formulation canbe con-
verted to the unconstrained problem

lim

˜
ξ→∞min

˜h
∗
M

FP (˜h
∗
M , ˜h

∗
g; ˜

ξ), (37)

with ˜h
∗
g = ( g1 · · · gk) and

˜
ξ = ( ξ1 · · · ξk) , where the

positive constants ξR are known as penalty factors and

˜
ξ → ∞ means that ξR → ∞ for any R = 1, . . . , k,
while

FP (˜h
∗
M , ˜h

∗
g; ˜

ξ) ≡ 1
2

∥∥
˜h
∗
M

∥∥2 + 1
2

∑k

R=1
ξR

∥∥∥˜h
∗
gR

∥∥∥2.
(38)

More specifically, the new composite functionFP orig-
inates by augmenting FM with a weighted sum of the
norms of the special covectors

˜h
∗
gR ≡ TRD ˜

g∗
R = gRa

R
i ˜e

i . (39)

Proceeding in a way similar to that leading to
Eq. (33), the new objective function is first put in the
form

FP = 1
2hi g

ijh j + 1
2

∑k

R=1
ξRβRg2R, (40)

with

βR ≡ aR
i g

ijaR
j = ˜a

RG−1aR > 0. (41)

Then, taking a variation of functionFP , it is a straight-
forward task to show that

δFP = ∂FP

∂hi
δhi +

∑k

R=1

∂FP

∂gR
δgR, (42)

with

∂FP

∂hi
= h j g

ij and
∂FP

∂gR
= gRβR . (43)

The second part of the variation in Eq. (42), multiplied
by the terms δgR and arising from the contribution of
the covectors defined by Eq. (39), is not independent
but is related to the variation of covector ˜h

∗
M through

the motion constraints. By definition, these covectors
span the vertical space V ∗

T of T ∗
p M [9]. This implies

that the covector with components δhi −∑k
R=1 a

R
i δgR
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must belong to the horizontal space H∗
S of T ∗

p M . Con-
sequently, it should be normal to each of the constraint
covectors ˜a

R = aR
i ˜e

i , which span V ∗
T . This means that

〈(δhi −
∑k

R=1
δgRa

R
i )˜e

i , aR
j ˜e

j 〉 = 0 (44)

and leads eventually to

δgR = δhi g
ijaR

j /βR (R = 1, . . . , k). (45)

Next, substitution of Eqs. (43) and (45) in Eq. (42) and
imposing the optimality condition

δFP = 0 (46)

leads first to

(h j g
ij +

∑k

R=1
ξRgRa

R
j g

ij)δhi = 0

and subsequently to

(h j +
∑k

R=1
ξRgRa

R
j )gij = 0, (47)

since the variations δhi are independent. Moreover,
based on the fact that the matrixG−1 = [gij] is positive
definite, the last relation yields

h j +
∑k

R=1
ξRgRa

R
j = 0. (48)

In the limit ξR → ∞, the constraint equations satisfy
gR → 0, in a way leading to ξRgR → −hR [13], so
that the last result coincides with the component form
of the equations of motion (12).

5 Systems with bilateral constraints: Lagrange
multiplier formulation

Following steps which are similar to those applied in
optimization of ordinary functions under constraints
[14,21,22], the penalty formulation presented in the
previous section can be converted to an unconstrained
min–max problem

min

˜h
∗
M

max

˜h
∗
λ

FL(˜h
∗
M , ˜h

∗
λ, ˜h

∗
g), (49)

through definition of a suitable Lagrangian function

FL(˜h
∗
M , ˜h

∗
λ, ˜h

∗
g) ≡ 1

2

∥∥
˜h
∗
M

∥∥2 −
∑k

R=1
〈˜h

∗
λR, ˜h

∗
gR〉,

(50)

with ˜h
∗
λ = ( hλ1 · · · hλk) , hλR = hR and

˜h
∗
λR ≡ TRD ˜h

∗
R = hRa

R
i ˜e

i . (51)

Proceeding in a way similar to that leading to Eq. (40),
the new objective function is first put in the form

FL = 1
2hi g

ijh j −
∑k

R=1
βRhRgR . (52)

Then, taking a variation of this function, it turns out
that

δFL = ∂FL

∂hi
δhi +

∑k

R=1
(
∂FL

∂hR
δhR + ∂FL

∂gR
δgR),

(53)

with

∂FL

∂hR
= −gRβR . (54)

Next, substituting Eqs. (54) and (45) in Eq. (53) and
imposing the optimality condition

δFL = 0 (55)

leads eventually to

(h j g
ij−

∑k

R=1
hRa

R
j g

ij)δhi −
∑k

R=1
βRgRδhR = 0.

Since the variations δhi and δhR are independent, the
matrixG−1 = [gij] is positive definite and βR > 0, the
last equation gives rise to the following set of equations

hi −
∑k

R=1
hRa

R
i = 0 (i = 1, . . . , n) and

gR = 0 (R = 1, . . . , k). (56)

These equations coincide with the equations of motion
for the class of systems examined.

6 Systems with bilateral constraints: augmented
Lagrangian formulation

The penalty formulation and the Lagrange multiplier
formulation, presented in the last two sections, can be
combined in order to take full advantage of their proper-
ties and reduce their disadvantages [13,14]. This leads
to a new unconstrained min–max problem

min

˜h
∗
M

max

˜h
∗
λ

FA(˜h
∗
M , ˜h

∗
λ, ˜h

∗
g; ˜

ξ), (57)

through definition of the classical augmented
Lagrangian function

FA(˜h
∗
M , ˜h

∗
λ, ˜h

∗
g; ˜

ξ)≡ 1
2

∥∥
˜h
∗
M

∥∥2 + 1
2

∑k

R=1
ξR

∥∥∥˜h
∗
gR

∥∥∥2

−
∑k

R=1
〈˜h

∗
λR, ˜h

∗
gR〉. (58)

Proceeding in a way similar to that leading to Eqs. (33)
and (40), the new objective function is first put in the
form
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FA = 1
2hi g

ijh j + 1
2

∑k

R=1
ξRβRg2R

−
∑k

R=1
βRhRgR . (59)

Then, taking variation of this function as in Eq. (50)
and making use of Eq. (45), it eventually turns out that

δFA = [h j g
ij +

∑k

R=1
(ξRgR − hR)aR

j g
ij]δhi

−
∑k

R=1
βRgRδhR = 0. (60)

Since the variations δhi and δhR are independent, the
matrix G−1 = [gij] is positive definite and βR > 0,
the last equation yields

hi +
∑k

R=1
(ξRgR − hR)aR

i = 0 (i = 1, . . . , n)

and gR = 0 (R = 1, . . . , k). (61)

Obviously, the last results coincide with the equations
ofmotion of the class of systems examined, as gR → 0,
without the need to approach a limit ξR → ∞. This
leads to significant computational benefits [13,14].

Alternatively, an identical set of equations of motion
emerges by using the objective function

F̂ A(˜h
∗, ˜h

∗
g; ˜

ξ) = 1
2

∥∥
˜h
∗∥∥2 + 1

2

∑k

R=1
ξR

∥∥∥˜h
∗
gR

∥∥∥2,
(62)

instead of that given by Eq. (58). To show this, Eq. (62)
is first expanded to

F̂ A = 1
2 ĥi g

ijĥ j + 1
2

∑k

R=1
ξRβRg2R, (63)

after combining Eqs. (12)–(16) and putting covector ˜h
∗

in the form

˜h
∗ ≡ ĥi ˜e

i = (hi −
∑k

R=1
hRa

R
i )˜e

i . (64)

Then, taking the variation of the new objective function
leads to

δF̂ A = ĥi g
ijδĥ j +

∑k

R=1
ξRβRgRδgR .

Finally, after employing Eqs. (45) and (63) and per-
forming some straightforward manipulations, this
becomes

δF̂ A = (ĥi +
∑k

R=1
ξRgRa

R
j )gijδhi

− ĥi g
ij
∑k

R=1
aR
i δhR . (65)

When the constraints are linearly independent the vari-
ations δhi and δhR are also independent. Then, the opti-
mality condition

δF̂ A = 0, (66)

implies that

(ĥi +
∑k

R=1
ξRgRa

R
j )gijδhi = 0

⇒ 〈˜h
∗, δ ˜h〉 +

∑k

R=1
ξR〈˜h

∗
gR, δ ˜h〉 = 0 (67)

and

ĥi g
ijaR

i = 0 ⇒ 〈˜h
∗, ˜a

R〉 = 0. (68)

The last equation shows that covector ˜h
∗ is orthogonal

to all covectors ˜a
R , for R = 1, . . . , k, which span the

vertical space V ∗
T of T ∗

p M . Next, if the variation δ ˜his selected to belong to the horizontal space of T ∗
p M

solely, i.e., δ ˜h = δ ˜hH , Eq. (67) yields

〈˜h
∗, δ ˜hH 〉 = 0 (69)

since the covectors ˜h
∗
gR belong to the vertical space of

T ∗
p M . This implies that covector ˜h

∗ has no component
in the horizontal space of T ∗

p M either. Then, combina-
tion of the last result with Eq. (68) leads to

˜h
∗ = ˜0
⇒ hi −

∑k

R=1
hRa

R
i = 0 (i = 1, . . . , n). (70)

On the other hand, if the variation δ ˜h is chosen to lie
completely in the vertical space of T ∗

p M , i.e., δ ˜h =
δ ˜hV , Eq. (67) implies that

〈˜h
∗
gR, δ ˜hV 〉 = 0

⇒ gR = 0 (R = 1, . . . , k). (71)

Obviously, Eqs. (70) and (71) are identical to Eqs.
(12) and (22), respectively. In this respect, the objec-
tive function defined by Eq. (62) is equivalent to that
defined by Eq. (58). Furthermore, it is remarkable that
the proof of this result is independent on the value of
the penalty parameters ξR .

Finally, Eq. (70) leads directly to Eq. (23), while Eq.
(71) in combination with Eq. (39) yields

˜h
∗
gR(ŵ) = 0

⇒
∫ t2

t1 ˜h
∗
gR(ŵ)dt = 0, ∀ŵ ∈ TpM, (72)

for each motion constraint (R = 1, . . . , k) and arbi-
trary multipliers δλR , satisfying
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δλR = aR
i ŵ

i
. (73)

Then, by adding up the terms of Eqs. (23) and (72)
and performing appropriate mathematical operations,
it yields eventually the final weak form obtained for
the class of constrained mechanical systems examined.
In fact, it is easy to verify that this form becomes iden-
tical to that presented by Eq. (24), provided that the
terms μR and λR are substituted by

μ̄R = μR − ξRψ̇ R and λ̄
R = λR − ξRφR, (74)

when they are multiplied by m̄RR or c̄RR and k̄RR,
respectively. This weak form provides a convenient and
strongbasis for developing an appropriate temporal dis-
cretization of the equations of motion. For the purposes
of the present work, this task was performed within the
framework of a typical augmented Lagrangian formu-
lation, as explained in the following paragraphs. In this
spirit, this work is related to some earlier attempts to
apply this method in the field of multibody dynamics
[23–27].

The essential information for understanding the
basic features of the numerical scheme developed is
summarized in the sequel. According to the three-
field augmented Lagrangian formulation of this work,
the unknowns of the problem examined consist of the
quantities qi and λR, υi and μR, πi and σR , represent-
ing generalized coordinates, velocities and momenta,
respectively. These quantities represent a set of 3(n+k)
variables, which must be determined by employing
the system of Eqs. (26)–(31), in conjunction with Eq.
(74). To achieve this goal, a finite element in time,
implicit numerical scheme is applied first for per-
forming the associated temporal discretization. This
is based on an appropriate linear polynomial expan-
sion of the unknowns of the problem within each time
step [tm, tm+1] and leads to a set of nonlinear algebraic
equations for them. Solution of this set provides the
values of the unknown quantities at the end tm+1 of the
time step in terms of their known values at the begin-
ning tm of the time step. Following common practice,
this set of equations is solved by applying a block-type
iterative technique within each time step [28]. More
specifically, it is first assumed that the values of all the
unknownsbut the components of theweakvelocity vec-
tor υ = ( υ1 · · · υn)T are fixed. Consequently, appli-
cation of Eq. (30) leads first to an involved set of n non-
linear algebraic equations, which can be put in the form

η(υ m+1;υ m, μ
m
, q

m
, λm, π m, σ m) = 0, (75)

withυ m+1 andυ m representing the values ofυ at times
tm+1 and tm , respectively, while a similar meaning is
also given to the quantities μ = (μ1 · · · μk)T , q =
(q1 · · · qn)T , λ = ( λ1 · · · λk)T , π = ( π1 · · · πn)

T

and σ = ( σ1 · · · σk)
T . As usual, Eq. (75) is solved by

applying a Newton–Raphson approach. For this, given
an estimate υi

m+1, a corrected value υi+1
m+1 is obtained,

according to

υi+1
m+1 = υi

m+1 + �υi , (76)

where the correction �υi is determined by solving the
linearized problem

J
i
m+1�υi = −i

m+1, (77)

resulting by substituting Eq. (76) into Eq. (75), with

J
i
m+1 = ∂η

∂υ
(υi

m+1;υ m, μ
m
, q

m
, λm, π m, σ m) and

i
m+1 = η(υi

m+1;υ m, μ
m
, q

m
, λm, π m, σ m).

(78)

The last set of algebraic equations involves only n of
the original unknowns and has a Jacobian matrix that
appears in the form

J = M + AT (M̄ + �t
2 C̄)�A − �t

2

∂ f

∂υ
, (79)

where the n-array f (q, υ, t) includes the applied forces
in Eq. (21), while � is the diagonal matrix

� = diag( ξ1 · · · ξk ),

including the penalty values in its diagonal. Each linear
problem, as expressed byEq. (77), is solved by employ-
ing a direct (sparse LU) solver. The computations are
stoppedwhen the set ofweak velocitiesυ is determined
up to a prespecified accuracy or the iterations exceed a
critical number. In the latter case, the time step �t is
reduced and the process is restarted.

After determining a sufficiently accurate set of new
values of υ m+1, an augmentation is performed lead-
ing to the new values of μ, if a proper augmentation
criterion is met. That is, based on Eq. (74),

μ j+1
m+1

= μ j
m+1

− �ψ̇
j
m+1

. (80)

Otherwise, the values of the penalty parameters are
increased according to common practice in similar
optimization problems (see [14]) and the process is
repeated. This process stops if the convergence criteria
set on the accurate satisfaction of the constraints on the
velocity level (i.e., ψ̇) are satisfied. Next, the values of
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the generalized coordinates q
m+1

andλm+1 of the aug-
mented system are determined through a direct update,
resulting by Eqs. (28) and (29), respectively. The itera-
tion process is completed when both the residual in the
right-hand side of Eq. (77) and the error in the motion
constraints, expressed by Eq. (22) become also suffi-
ciently small. Otherwise, the process is repeated after
decreasing the time step. Finally, the new values of the

momentum variables π m+1 and σ m+1 can be obtained
after the iterations are finished by using the subsystem
of equations resulting from the application of Eqs. (26)
and (27), respectively.

For better clarity, the numerical implementation of
the algorithm employed for solving the discretized set
of equations of motion, given by Eq. (75), is presented
next.
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7 Numerical results

The integration scheme developed led to a full explo-
ration of the theoretical and numerical advantages of
the newmethodology developed. To support this, some
characteristic results are presented next for several
challenging examples, ranging from systems with a
simple geometry to a complex industrial application,
involving components exhibiting large rigid body rota-
tion [29].

7.1 Planar pendulum

A simple planar pendulum is chosen as the first numer-
ical example. It consists of a rigid rod with negligible
mass and a length of 1 m plus a particle with a mass of
1kg, attached to one of its ends. The other end of the
rod is connected to the ground through a revolute joint.
In this way, the systemmotion is confined to take place
in the x–y plane. Moreover, the pendulum is released
from rest, from the initial position shown in the inset of
Fig. 1a and executes large amplitude oscillations, due
to the action of gravity along the −y direction, with
gravity acceleration equal to 9, 81m/s2.

Initially, in Fig. 1 are depicted results obtained
by applying the new method (labeled by LMD).
Also, these results are compared with similar results,
obtained by using a state-of-the-art commercial code
[30]. This code sets up the equations of motion and
solves them numerically as a system of index-3 DAEs,
by employing a classical integration scheme, based on
backward differentiation formulas (BDF). According
to general multibody modeling requirements, this led
initially to a model with 2 rigid bodies, corresponding
to 12 degrees of freedom (dof). At the same time, the
system is subject to 11 constraints (6 for the ground
and 5 from the revolute joint). In both cases, an accu-
racy level of 0.01 was required in all runs, using either
numerical scheme.

First, in Fig. 1a is shown the history of the sys-
temmechanical energy, evaluated by assuming that the
potential energy is zero at the initial position, shown
in the inset. The results obtained by the commer-
cial code exhibit a gradual and noticeable mechani-
cal energy loss. This is most probably related to the
high level of artificial damping induced in the BDF
scheme employed for the numerical integration. The
consequences of this effect are demonstrated in Fig. 1b,

showing the history of the vertical component of the
displacement of the particle at a later phase of the
oscillation. Although the results are virtually indistin-
guishable at the beginning of the motion, a drift and a
reduction in the amplitude of oscillation becomes more
noticeable as time goes on, when the BDF method is
applied. Finally, a similar behavior with the code used
was also captured by employing another state-of-the-
art code, when selecting a similar BDF scheme [31].

The good performance of the applied scheme is
attributed to the fact that the new set of equations of
motion employed includes suitable terms, which pre-
vent a growth in the constraint violation error in an
automatic manner. Originally, this is illustrated by the
numerical results presented next. First, in Fig. 1c, d
are shown the histories obtained for the horizontal and
vertical component of the reaction force at the support
point O, respectively, within the time interval between
990 and 1000s. In general, the constraint forces are rep-
resented by the last term in Eq. (21). That is, by the term

f
c

= AT [(M̄ λ̇)· + C̄ λ̇ + K̄λ − f̄ ],
which is readily available after a solution is located
at the end of each time step. Here, the results of the
newmethodwere found to virtually coincidewith those
obtained by the corresponding analytical solution. On
the other hand, the results captured by the BDF scheme
were also almost identical at the beginning of the sim-
ulation, while drift effects started becoming more pro-
nounced as time evolves. For completeness, in Fig. 1e,
f are shown the histories of the constraint functions φR

corresponding to the horizontal and vertical reaction
force at O and their time derivatives φ̇R , respectively.
Similar results were also obtained for the earlier part of
the simulation. The results presented demonstrate that
the new method can control the values of both of these
functions in an effective manner. This, in turn, guaran-
tees the safe and accurate continuation of the numerical
process developed.

The effect of the new terms in the set of equations
of motion employed on the good performance of the
approach employed is reinforced further by the numer-
ical results presented next. For instance, in Fig. 2a are
shown results obtained by the new method, by taking
into account the correct value of the critical terms m̄RR,
evaluated by Eq. (18), or setting it to a different value
in the calculations, i.e., m̄RR/10, m̄RR/100 or 0, for all
the constraints simultaneously. As it can be seen from
Eqs. (12), (15) and (16), this term assures the presence
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Fig. 1 Planar pendulum: a mechanical model and history of
mechanical energy error, b history of the particle vertical dis-
placement at a later period of time, c history of the horizontal

and d vertical component of the reaction at support O, e history
of the constraint error functions for the horizontal and vertical
reaction at O and f their time derivatives

of the constraint inertia term λ̈R in the equations of
motion. It also scales correctly the terms in Eq. (22) for
the constraints. The results demonstrate that an incor-
rect choice of this term can lead to a drastic reduction of
the time step chosen in the numerical integration, caus-
ing a sudden termination of the numerical calculations
eventually. In all cases examined, all the initial penalty
values were selected to be equal to 100. In Fig. 2b are
shown the changes made in the values of the penalty
factors in order to achieve convergence in the case with
m̄RR/10, during the first 10 s. Here, the penalty factors

change (increase)with time. In addition, they are differ-
ent for each constraint. In contrast, for the correct value
of m̄RR, the step sizewas found to remain constant in all
cases examined for the specific example. Likewise, the
penalty values were also found to remain constant and
equal to their initial value (i.e., 1, 10 and 100). Finally,
it is noted that the values of all the constraint parame-
ters m̄RR remain constant in this example through the
whole motion. The results become worse in more com-
plicated systems, examined in the following examples,
where the values of the m̄RR vary during the motion.
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Fig. 2 Planar pendulum: a time step as a function of time for
different values of m̄RR, b penalty factors leading to convergence
for m̄RR/10, c step size for constant penalty factors and m̄RR/10,
d mechanical energy for constant penalty factors and m̄RR/10,

e time step size for constant penalty factors and different values
of m̄RR, f mechanical energy for constant penalty factors and
different values of m̄RR

Next, the case corresponding to m̄RR/10was investi-
gated further. First, in Fig. 2c are shown results for sev-
eral cases, where all the penalty factors are kept equal
and constant throughout the simulations. For compari-
son purposes, the results obtained by using the correct
m̄RR and constant penalty values ξR = 100 are also
included. The results demonstrate that the correct solu-
tion is captured for m̄RR/10 over the time interval of 10
sec, without a reduction in the time step, provided that
the penalty values are selected to liewithin a range from
about 100 to 106. For ξR = 10, a solution is reached

after reducing the time step by an order of magnitude.
Finally, the smallest penalty value (ξR = 1) leads to
a drastic reduction of the time step and a quick ter-
mination of the solution process. Moreover, a similar
terminal behavior was also observed when the penalty
value was increased beyond the value 106. Likewise, in
Fig. 2d is shown the corresponding mechanical energy,
obtained for the same values of ξR , during the first
10 s. The results indicate that even in cases where a
good numerical performance is achieved, for the spe-
cific range of penalty values between 100 to 106, the
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Fig. 3 Numerical results for a slider-crank mechanism: a values
of m̄RR as a function of angle θ , b time step variation for m̄RR and
m̄RR/10, c mechanical energy for m̄RR and m̄RR/10, d changes

in the values of the penalty factors leading to convergence up to
about 16 s for m̄RR/10

mechanical energy does not remain constant but drops
continuously. For ξR = 10, the mechanical energy is
found to increase with time, while for ξR = 1 or larger
than 106, the energy drops in a rapid fashion. Sim-
ilar trends in the mechanical energy have also been
observed and analyzed in previous work [32–34].

Finally, quite similar behavior was also encountered
when changing the value of the parameters m̄RR, but
keeping the value of all the penalty factors to ξR = 100.
Specifically, in Fig. 2e, f are shown the time step and
themechanical energy error obtained during the first 10
sec for the correct and four incorrect values of m̄RR. In
all cases, an incorrect choice of m̄RR was found to lead
eventually to failure of the solution, after a sufficiently
long period of time.

7.2 Planar slider-crank mechanism

Next, in Fig. 3 are compared results obtained by apply-
ing the new method with similar results reported for
a typical benchmark problem [16]. In particular, the
planar slider-crank mechanism shown in the inset of

Fig. 3b is examined. This is a representative of a multi-
body system passing through a singular configuration
during its motion. Specifically, the two rods have an
equal length of 1 m and a uniformly distributed mass
of 1kg,while the slider has a negligiblemass and is con-
strained to move along the ground axis Ox. As a con-
sequence, the number of degrees of freedom increases
instantaneously from one to two when θ = nπ/2, with
n = 1, 3, . . ., for the type of forcing considered. In
the set of calculations presented next, the mechanism
starts from the position with θ = π/4, so that the initial
velocity of point P3 is 4 m/s along the−x direction and
executes oscillations due to the action of gravity, acting
along the−y direction, with gravity acceleration equal
to 9, 81m/s2, while the friction effects are negligible.

Based on standard modeling requirements, the
model employed consists of 4 rigid bodies (i.e., the
two rods, the slider and the ground), corresponding to
24 dof initially. In addition, it is subject to a total of
k = 26 bilateral constraints. This means that 3 of these
constraints are redundant. First, in Fig. 3a are presented
the values of all the m̄RR parameters, obtained over
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energy obtained by the modified augmented Lagrangian formu-
lation (M-ALF)

the first full rotation of the crank. A significant varia-
tion is observed to occur in the value of m̄RR for some
of the constraints over the complete rotation. In addi-
tion, a much bigger difference is observed in the values
from one constraint to another. In fact, these values are
found to be distributed over four distinct numerical lev-
els. Next, results obtained by direct integration of the
equations of motion are presented. In Fig. 3b is shown
the time step as a function of time. When the correct
values were selected for m̄RR, the step was found to
remain constant and equal to the initial selection. Also,
some of the penalty factors kept their initial value (here
ξR = 1000), while some other were increased up to
2000. However, when a wrong value of m̄RR/10 was
selected, instead, the time step was found to decrease
occasionally and eventually fell below the minimum
allowable value, leading to a termination of the integra-
tion process a little after 15 s. In Fig. 3c is shown the cor-
responding mechanical energy of the system, showing
anobservable drop in its value at timeswhere a decrease
in the time step is performed. Also, the penalty values

had to be increased by two orders of magnitude (which
was the maximum allowable value) when m̄RR/10 was
selected, as depicted in Fig. 3d. Moreover, even that
increase was not sufficient to guarantee continuation
of the simulation beyond the first 16 s of the motion.

Next, in Fig. 4a, b are shown the time step and the
mechanical energy of the mechanism, obtained as a
function of time, by using the correct values of m̄RR

but keeping the same constant penalty values, for all
the constraints. Once again, the results indicate that a
convergence is possible to occur in the numerical solu-
tion, within the time interval examined, provided that
the penalty values lie within a specific interval (here
103-104). The explanation for this behavior is that for
an excessive value of the penalty value, the part associ-
ated with the corresponding constraint term dominates
the Jacobian matrix of the resulting set of linear alge-
braic equations at each iteration step, given by Eq. (79),
leading to ill-conditioning.On the other hand, relatively
small values of the penalty factors make a small con-
tribution to the Jacobian matrix and this implies that a
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larger number of iteration is required for convergence
at each step. Among other things, these results demon-
strate that keeping constant penalty values throughout
the simulation is not a good practice.

Likewise, in Fig. 4c, d are shown the samequantities,
obtained as a function of time for the correct values of
m̄RR, by keeping constant all the penalty factors to their
initial values, again. Moreover, the results of the new
method, represented by the solid blue line, are com-
pared to those obtained by applying the same method
after setting m̄RR = 0, c̄RR = 0, k̄RR = 1 and f̄ R = 0
in Eq. (16). In addition, it was also set m̄RR = 1 in
Eq. (22). In this way, the set of equations employed
is reduced to the set of equations of motion employed
by current multibody dynamics formulations [4–6,23–
27]. In the sequel, this case is referred to as a modified
augmented Lagrangian formulation (M-ALF). Direct
comparison of the results shows that the numerical
performance gets worse, demonstrating the advantages
associated with the new set of equations of motion
employed.

The final set of results refers to constraint forces and
the corresponding constraint functions for the mecha-
nism examined, which involves both redundant con-
straints and passages from singular positions. First, in
Fig. 5a are presented the histories of the horizontal
component of the constraint force developed at joint
P2 by the present method and by ADAMS, during
the first 10 s of the simulation. Likewise, in Fig. 5b
are presented the corresponding histories of the ver-
tical component of the constraint force at P2. Once
again, the solutions obtained by ADAMS present sig-
nificant drifting and amplitude reduction. In addition,
they exhibit quite large jumps when the mechanism
passes from a singular position. This phenomenon has
already been observed and analyzed extensively in ear-
lier studies (e.g., see [27] and references therein). Per-
forming similar calculations after decreasing the max-
imum allowable time step (from 10−3 to 5 ∗ 10−4 s)
improves the drifting and amplitude reduction observed
for the BDF solver, as verified by comparing the results
in Fig. 5c, d to those in Fig. 5a, b, respectively. How-
ever, the time step reduction causes much larger forces
when the mechanism passes from a singular position.
Specifically, the jumps observed during integration
with theBDF solver reached amaximumvalue of about
300N and 1250N with maximum time step 10−3 s and
5∗10−4 s, respectively. This increase in the magnitude
of the constraint forces can be explained by taking into

account that the component of the velocity in the direc-
tion which appears temporarily due to a kinematic sin-
gularity error must be eliminated by an impulse acting
on a smaller time interval [27]. In addition, as a con-
sequence of this, the mechanism was found to settle to
a static position eventually when the bigger time step
was used, due to the gradual loss of mechanical energy
induced by the numerical scheme. On the other hand,
the simulation stopped (because the members of the
mechanism were disassembled) after about 18 s, when
using the smaller time step. This was not the case when
the new method was applied. As can be verified by
the results presented in Fig. 5a, b, much smaller peaks
appear at the singular positions. This is attributed to the
better control achieved in the constraint error at both
the position and velocity level, which is also reduced
simultaneously when the time step is reduced. This is
reinforced by the results in Fig. 5e, f, showing the his-
tory of the constraint error functions for the horizontal
and vertical reaction at P2 and their time derivatives,
respectively, for the bigger time step (the left inset in
Fig. 5e and the inset in Fig. 5f illustrate the range of
values for φ13 and φ̇12, respectively). Moreover, this
control is applied to each constraint separately. Also,
here the penalty values are different for each constraint
and can increase independentlywhen aneed comesdur-
ing the solution process. Finally, the results of the new
method were found to be identical to those obtained by
the corresponding analytical solution, except that the
latter do not exhibit any peaks at the singular positions.

7.3 Double four bar mechanism

The next mechanical example is the double four bar
mechanism, shown in the inset of Fig. 6d. This is
another representative example of a multibody sys-
tem passing through a singular configuration during
its motion. All the rods have an equal length of 1 m
and a uniformly distributed mass of 1kg. As a conse-
quence, when the bars reach the horizontal position,
the number of degrees of freedom increases instanta-
neously from one to three. In the set of results pre-
sented next, the mechanism starts from the position
shown in Fig. 6dwith a velocity of the threemobile pins
(points 1, 2, 3) equal to 1m/s to the right and executes
oscillations along the −y direction due to the action
of gravity. Here, the system consists of 6 rigid bodies,
corresponding to 36 dof initially. Also, the motion con-
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Fig. 5 a Comparison of the horizontal and b vertical compo-
nent of the constraint force at point P2 by the present method
and ADAMS, c and d similar results for a smaller time step, e

history of the constraint error functions for the horizontal and
vertical reaction at P2 and f their time derivatives

straints introduce 36 equations, revealing the presence
of a single redundant constraint. Again, the results of
the new method are labeled by LMD.

First, in Fig. 6a–c are compared results obtained by
applying the new method with similar results reported
earlier for this benchmark problem [16]. Specifically,
those results were obtained by applying an index-3
augmented Lagrangian formulation with projections
of velocities and accelerations, keeping the value of
the penalty factors constant and equal to 109 [26,27].

In particular, the results of Fig. 6a and 6b verify the
closeness of the results obtained by the two methods,
within the initial time interval considered.However, the
results presented in Fig. 6c demonstrate a difference in
the error in the mechanical energy (taking as a refer-
ence configuration the one shown in Fig. 6d). The new
method predicts a constant value close to zero, which is
the exact value. Actually, this continues to be the case
even for much longer time periods, as illustrated by the
results presented in Fig. 6d. For comparison, results
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(a) (b)

(c) (d)

Fig. 6 Double four bar mechanism: a comparison of history of
the position and b the velocity of point P1 of the mechanism, c
mechanical energy error and comparisonwith benchmark results,

d mechanical energy error and comparison with results from a
BDF method

obtained by a BDF solver are also included [30]. Once
again, these results reflect a gradual decrease in the
mechanical energy. In addition, the same BDF solver
fails quite frequently to continue the simulation when a
singular position is reached. In such cases, the simula-
tion may lead to erroneous predictions. For instance, it
may stop suddenly, or may predict a disassembling of
the mechanism members, as they pass from a singular
position [35,36].

7.4 Rectangular Bricard mechanism

The next mechanical example is the six-member rect-
angular Bricardmechanism, sketched in Fig. 7a. All the
rods are connected with revolute joints, have an equal
length of 1 m and a uniformly distributed mass of 1kg.
Themechanism consists of 6 rigid bodies (five rods and
the ground), corresponding to 36 dof initially, while the

motion constraints introduce 36 equations. Therefore,
the mechanism examined represents a mechanical sys-
tem which is redundantly constrained throughout its
motion. Due to this property, it also belongs to a spe-
cial set of benchmark problems selected by the multi-
bodydynamics community [16]. In the cases examined,
the system starts from rest from the position shown in
Fig. 7a and moves under the action of gravity, directed
along the −y axis.

First, in Fig. 7b are shown and compared the
time histories of the x, y and z coordinates of point
P2, showing virtual coincidence over the initial 10 s
of the motion. Once again, the benchmark results
were obtained by applying an index-3 augmented
Lagrangian formulation with projections of velocities
and accelerations [26,27]. Also, the value of all the
penalty factors were kept constant and equal to 1014.
The results demonstrate that the present method is
accurate and passes successfully the benchmark test.
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Fig. 7 a Mechanical model of a six-member Bricard mechanism, b history of the x, y and z coordinates of point P2, c comparison of
mechanical energy with benchmark solution, d comparison with mechanical energy obtained with a BDF solution

It also exhibits a robust numerical performance. For
instance, the errors in both the displacement and veloc-
ity constraint violations are kept bounded and stay at
the same level, throughout the time interval examined
[35,36]. Finally, the corresponding mechanical energy
of the system is depicted in Fig. 7c and compared with
results of the benchmark problem. Again, the mechan-
ical energy computed by the present method remains
virtually constant, while a gradual drop is observed in
the energy of the benchmark solution. Similar behavior
is also observed for much longer periods of time. For
instance, this is manifested by the results of Fig. 7d,
where the results obtained are compared with results
obtained for the same system by employing a BDF
solver [30]. In the last case, it is found that the sys-
tem arrives at a static position eventually.

7.5 Model of a real ground vehicle

The last example examined is a model of a real ground
vehicle, depicted in Fig. 8a. It includes a complete
steering system, a basic powertrain system, together
with involved front and rear suspension systems with

jounce and rebound bumpers. Many of these compo-
nents exhibit strongly nonlinear behavior. For instance,
in Fig. 8b are shown the forces developed in the front
and rear shock dampers as a function of the rela-
tive velocity. A similar type of nonlinearity is also
present in the force developed at the bushings connect-
ing the suspensions to the car body as a function of
the relative displacement. Likewise, strongly nonlin-
ear characteristics appear at the jounce rebound bum-
bers, placed between the wheel suspensions and the car
body. Finally, the tires were modeled using the classi-
cal Pacejka tire model [37]. In total, the model consists
of 53 rigid bodies, interconnected with 29 bushings, 9
spring-damper systems, 49 kinematical constraints and
9 action–reaction force elements. Consequently, the
total number of degrees of freedom of themodel is 134.

The example vehicle model examined was first sub-
jected to a classical road handling test. More specif-
ically, a swept steering maneuvre was performed.
Before it starts this maneuvre, the vehicle runs over
a straight path with a speed of about 64km/h along
the negative direction of the longitudinal X axis, shown
in Fig. 8a. For this, an appropriate driving torque and
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Fig. 9 Numerical results for a single swept steering maneuver: a driving torque and steering angle input curves, b orbit of the vehicle
center of mass on the horizontal plane, c lateral force on the rear left tire and d vehicle yaw rate

steering anglewas applied during themotion at the car’s
differential and steering wheel, respectively, as shown
in Fig. 9a. Next, typical results are shown in Fig. 9b–
d by applying the new numerical method (labeled by
LMD). Moreover, these results are compared again
with results obtained for the same model by applying

two state-of-the-art numerical codes [30,31], employ-
ing a BDF method. In particular, in Fig. 9b is shown
the orbit of the center of mass of the vehicle on the
horizontal plane. Likewise, in Fig. 9c is depicted the
lateral force developed between the rear left tire and the
ground, as a function of the position of the car along
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the longitudinal X axis. Finally, in Fig. 9d is shown
the corresponding yaw rate of the vehicle, as a func-
tion of the car position along the X axis. In terms of
dynamic response, the results demonstrate that the lat-
eral force exerted on the tire as well as the yaw rate
of the car increase with time. Finally, direct compar-
ison of the numerical results indicates that the out-
come of the present method coincides virtually with
that obtained by one of these codes. Also, the differ-
ences appearing between the results obtained by the
other code are most probably due to differences in the
tire models employed. In addition, the small deviation
detected between the results of the new method and
those obtained by the BDF codes is due to the small
duration (i.e., 6 s) of the handling test considered.

Next, a repeated swept steering maneuvre of a
longer durationwas performed. First, the driving torque
applied at the car’s differential and the steering angle
imposed on the steering wheel during the motion are
shown in Fig. 10a, b, respectively. Also, in Fig. 10c is
shown the history of the longitudinal velocity of the car.
The results of the new method are represented by the
continuous curve. These results are first compared with
those obtained by applying the modified augmented
Lagrangian formulation (M-ALF), as was defined in
Sect. 7.2. In the latter case, a sudden interruption of the
time integration occurred after about 17 s of motion, as
indicated by the broken curve. The reason for this inter-
ruption is explained by the results of Fig. 10d, where
the size of the time step employed by the two methods
is shown. Besides this, the results illustrate that the new
method, using variable penalty factors and correct val-
ues for the parameters m̄RR, c̄RR, k̄RR and f̄ R , leads to
substantially larger time steps, especially as the dura-
tion of the event increases. Next, in Fig. 10e is shown
a comparison of the resulting car trajectories on the
horizontal plane, obtained by the current method and
the same two BDF solvers used in the previous test.
Likewise, Fig. 10f presents a comparison of the corre-
sponding lateral force developed in the front left tire.
Here, the deviations observed between the results of the
new method and the codes grow gradually and become
quite large at the final stages of the maneuvre. Finally,
in Fig. 10g, h are depicted the histories of the m̄RR

parameters with the smallest and largest value, during
the first and the last seconds of themotion, respectively.
The results demonstrate that there appear some observ-
able differences in the history of each m̄RR value, at the
beginning and the end of the maneuvre. Furthermore,

there exists a quite large difference in both the ampli-
tude and the frequency content between the largest and
smallest value of m̄RR. More specifically, the smallest
and largest m̄RR values are around 6∗10−4 and 2∗102,
respectively, which yields a considerable (six orders of
magnitude) ratio. In addition, both of these values are
also very different than unity.

8 Synopsis and extensions

In the first part of this study, the attention was focused
on deriving a suitable augmented Lagrangian formu-
lation for capturing dynamics of multibody systems
subject to a set of bilateral (both holonomic and non-
holonomic) scleronomic motion constraints. This task
was achieved by employing a new system of equa-
tions of motion, consisting of a set of strongly non-
linear second-order ODEs. First, these equations were
put in a suitable three-field weak form, by treating the
position, velocity andmomentum variables as indepen-
dent. Then, itwas shown that the formulation developed
can be put within a convenient augmented Lagrangian
framework. The augmented Lagrangian function orig-
inated by just adding suitable penalty terms due to the
motion constraints to an appropriate objective function,
related to the system dynamics in a way generalizing
the classical Gauss principle. This provided a strong
basis for developing an efficient and robust numeri-
cal scheme for determining the dynamic response of
the class of systems examined in an accurate manner.
Then, a selected set of mechanical examples was inves-
tigated in the second part of this study. The first four
examples refer to small order models, exhibiting some
challenging characteristics and considered as standard
benchmark problems by the multibody dynamics com-
munity. In contrast, the last example was taken from
a real industrial application, related to ground vehicle
dynamics.

In the numerical examples, special emphasis was
placed on comparing the results of the new method
with those obtained by application of classical BDF
approaches. This revealed the negative consequences
of the large levels of artificial damping arising in those
methods in order to get a solution of the equations of
motion, especially for relatively long periods of time.
In addition, the attention was also focused on inves-
tigating the effect of the penalty values as well as of
some crucial terms included in the new set of equations

123



774 N. Potosakis et al.

0

 50

 100

 150

 200

 250

 300

 350

 400

0 5  10  15  20  25

a

D
riv

in
g 

T
or

qu
e 

(N
m

)

Time (sec)

π/3

0

π/3

0 5  10  15  20  25

b

S
te

er
in

g 
A

ng
le

 (
ra

d)

Time (sec)

 17

 18

 19

 20

 21

 22

 23

 24

 25

0 5  10  15  20  25

c

Lo
ng

itu
di

na
l V

el
oc

ity
 (

m
/s

ec
)

Time (sec)

    ALF
M-ALF

1.0e-06

1.0e-05

1.0e-04

1.0e-03

0 5  10  15  20  25

d
T

im
e 

S
te

p 
(s

ec
)

Time (sec)

    ALF
M-ALF

-40

-20

0

 20

 40

 60

 80

 100

 120

-600 -500 -400 -300 -200 -100 0

e

D
is

pl
ac

em
en

t Y
 (

m
)

Displacement X (m)

MS
ADAMS
LMD

-2000

-1000

0

 1000

 2000

 3000

 4000

 5000

-600 -500 -400 -300 -200 -100 0

f

F
L 

T
ire

 L
at

er
al

 F
or

ce
 (

N
)

Displacement X (m)

MS
ADAMS
LMD

5.0e+01

1.5e+02

2.5e+02

3.5e+02

4.5e+02

— m
R

R largest

6.0e-04

6.2e-04

6.4e-04

6.6e-04

0 1 2 3 4

g

Time (sec)

smallest

5.0e+01

1.5e+02

2.5e+02

3.5e+02

4.5e+02

— m
R

R largest

6.0e-04

6.2e-04

6.4e-04

6.6e-04

21 22 23 24 25

h

Time (sec)

smallest

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 10 Numerical results for a repeated swept steering maneu-
vre: a driving torque and b steering angle input curves, c history
of the longitudinal velocity of the car, d size of the time step, e
comparison of trajectories and f comparison of lateral forces on

the front left tire obtained by two BDF solvers, g smallest and
largest m̄RR values during the first and h the last seconds of the
maneuvre
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of motion, related to time derivatives of the Lagrange
multipliers. By performing systematic numerical stud-
ies, it was demonstrated that the method developed is
accurate, efficient and can accommodate difficult situa-
tions, such as those arising by the presence of redundant
constraints or the appearance of singular positions dur-
ing the motion. This was assisted significantly by the
direct control on each of the constraint functions and
their time derivatives through both the action of the new
terms in the equations of motion and the features of the
numerical approach applied, including the selection of
the penalty values. In addition, the new method was
developed so that it can easily be extended and applied
to more complex and challenging mechanical systems,
involving a quite large number of degrees of freedom.
This can be accommodated greatly by combining the
analysis presented with advanced coordinate reduction
techniques [38,39]. In addition, with appropriate mod-
ifications and enhancements, it can also be extended to
cover cases where contact, impact and friction effects
become important and lead to a simultaneous appear-
ance of unilateral constraints, represented by a set of
inequalities [40–42].
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