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Abstract This paper studies task-space formation
tracking problem of nonlinear heterogeneous robotic
systems involving external disturbances, kinematic and
dynamic uncertainties, where the cases with both sin-
gle and multiple time-varying leaders are considered.
To solve the aforementioned nonlinear control prob-
lem, several novel fully distributed control algorithms,
in which no global information is employed, are devel-
oped for the nonlinear systems under directed com-
munication topologies. Based on the proposed control
algorithms, the control process is classified into two
parts, namely the task-space formation tracking of mas-
ter robots with a single leader and that of slave robots
with multiple leaders. By invoking Barbalat’s lemma
and input-to-state stability theory, the sufficient criteria
for the asymptotic convergence of the task-space for-
mation tracking errors are established. In addition, the
obtained results are extended to formation-containment
and consensus problems in similar nonlinear cases.
Finally, numerical examples are provided to illustrate
the validity and advantages of the main results.

X.-Y. Yao - H.-F. Ding (X)) - M.-F. Ge (X))
School of Mechanical Engineering and Electronic
Information, China University of Geosciences,
‘Wuhan 430074, China

e-mail: dinghf@cug.edu.cn

M.-F. Ge
e-mail: fmgabc@163.com

Keywords Fully distributed control - Nonlinear
heterogeneous robotic systems (NHRSs) - Multiple
leaders - Task-space formation tracking

1 Introduction

Distributed control of multiple robotic systems (MRSs)
has attracted large amount of attention in the con-
trol field, due to its major advantages including high
adaptivity, strong robustness, low cost, flexible maneu-
verability and the extensive potential applications, for
instance, cooperative formation tracking, collaborative
localization, surveillance and monitoring, teleopera-
tion, to name just a few, see [1—13] and the references
therein.

Among the aforementioned applications of dis-
tributed control technologies, formation tracking con-
trol is one of the most hot topics, which aims to steer
a cluster of robots to shape prescribed geometric pat-
terns and track reference leaders under different kinds
of communication topologies. A common and effec-
tive strategy used to address the control problem is
the leader—follower-based control algorithm, which has
been developed and investigated intensively from var-
ious perspectives. For instance, reference [14] has
proposed an adaptive control algorithm for single-
master multi-slave robotic systems, where the slave
robots cooperatively construct a dynamic formation
to handle one object under a single leader. Yu et
al. [15] have investigated the formation tracking of
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nonholonomic vehicles, where the vehicles maintain
a desired formation and move along a static circle
with a given static leader. In [16], three adaptive con-
trol strategies have been proposed for homogeneous
networked nonlinear systems to achieve desired joint-
space formation and track a moving leader with uncer-
tain dynamics. The authors in [17,18] have stud-
ied the formation tracking of a group of nonlinear
mechanical systems with uncertain dynamics and a vir-
tual leader by designing distributed formation learning
control schemes. However, the aforementioned litera-
ture mainly focuses on joint-space control of nonlin-
ear homogeneous robotic systems with a single leader,
which may restrict its applications if the single leader
is disabled in some cases. Besides, the previous work
on the formation tracking problem discussed in [19—
21] focuses on linear, second- or higher-order nonlin-
ear homogeneous dynamics, and the external distur-
bances, kinematic and dynamic uncertainties are not
considered completely. Thus, it naturally motivates
a challenging research topic focusing on formation
tracking problems with multiple time-varying lead-
ers, especially for the task-space formation of NHRSs
with external disturbances, kinematic and dynamic
uncertainties.

Additionally, another hot topic is fully distributed
control, where the control algorithms are designed
without using any global information. To deal with
formation tracking of MRSs with a leader, fully dis-
tributed learning schemes have been proposed in [16]
by designing adaptive controllers. To cope with the
leader—follower consensus of linear MRSs, a fully dis-
tributed consensus protocol has been developed in [22]
under directed communication topologies and a sin-
gle leader. To solve consensus tracking of MRSs with
uncertain dynamics, fully distributed adaptive laws
have been adopted in [23] to track an active leader
under directed and connected topologies. To handle the
synchronization of MRSs following a dynamic leader,
some fully distributed coupling laws have been pro-
posed in [24] under undirected networks. To address
optimization output regulation problems with unknown
dynamics and an external leader, a fully distributed
law driven by estimated regulation errors has been pre-
sented in [25]. Likewise, the above fully distributed
control algorithms are designed for joint-space con-
trol of linear or homogeneous systems with a single
leader, which do not completely consider the external
disturbances, kinematic and dynamic uncertainties, and
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cannot deal with the control problem in the case of
leader failure. Moreover, note that the fully distributed
adaptive laws presented in [24-27] are designed
based on undirected or strongly connected commu-
nication topologies, which are only special cases of
the spanning tree. It thus motivates us to investigate
the task-space fully distributed formation tracking con-
trol problem for NHRSs with external disturbances,
kinematic and dynamic uncertainties under generally
directed topologies and multiple time-varying lead-
ers.

Motivated by the above discussion, this paper inves-
tigates the task-space formation tacking of NHRSs
in a fully distributed manner. The main contribu-
tions are summarized as follows. (1) In contrast to
the control of linear or homogeneous systems with-
out disturbances and uncertain parameters [19,22,25],
this paper studies the NHRSs with external distur-
bances, kinematic and dynamic uncertainties. (2) Com-
paring with the joint-space formation control prob-
lem with a single leader [16—18], this paper employs
NHRSs to realize two classes of task-space forma-
tion with both single and multiple time-varying lead-
ers, respectively, which enriches the scenarios of
coordination behaviors. (3) Superior to our previous
results [10,11], the control algorithms developed for
NHRSs are conceived in a fully distributed man-
ner by employing sliding-mode gain and disturbance
observer under generalized directed communication
topologies.

The reminder of the paper is arranged as fol-
lows. The system formulation and problem descrip-
tion are presented in Sect. 2. Task-space forma-
tion tracking control algorithms and main results are
given in Sect. 3. Numerical examples are provided in
Sect. 4. The conclusions and prospects are proposed in
Sect. 5.

Notations Throughout this paper, R”? and R?*? are,
respectively, the p x 1 and d x p real matrices. AT
and A~! are the transposed and inverse matrix of
matrix A, respectively. Amin(A) stands for the mini-
mum eigenvalue of matrix A, and [, is the n x n iden-
tity matrix. max(x, y) denotes the maximum among
the values. ||z|| is the Euclidean norm, with supremum
described by sup ||z||. and ® is the Kronecker prod-
uct. a = [ay; ...; a,] denotes a column vector, while
b =1by,...,b,]denotes a row vector.
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2 System formulation and problem description
2.1 System formulation

A robot, with joint- and task-space coordinates, respec-
tively, described with ¢ € R?, x € R¢, is nonredun-
dant if p = d and redundant if p > d. Thus, for a
NHRS, with numerous nonredundant and redundant
robots, the kinematics and dynamics of the ith robot
can be described by [28,29]:

xi = hi(qi), xi = Ji(qi)qi, (la)
Hi(qi)gi + Ci(qi, 4i)qi + &i(qi) = ui + pi,  (1b)
where 7 : R — R% maps the joint position states to
task coordinates, x; € R¥ is the task-space velocity;
Ji(gi) = 0hi(gi)/9qi € R%*Pi is the Jacobian matrix
assumed to be nonsingular; H;(q;) € RPi*Pi is the
positive-definite inertia matrix and C; (g;, §;) € RPi*Pi
is the Coriolis—centrifugal matrix; g;(q;), u;, u; € R?
are, respectively, the vectors of gravitational force, con-
trol input and external disturbance applied at joints.
Throughout this paper, kinematics (1a) and dynamics
(1b) satisfy the following common properties [28—-30].

Property 1 If vectors y € RPi is differentiable, kine-
matics (1a) can be linearized as

Ji(q)y = Yii(qi, Y)Ois 2

where Yii(qi, z) and Oy; denote a kinematic regressor
matrix and a constant vector, respectively, while, in
practical cases where the mass, moment of inertia and
orientation of the objects are unknown, i.e., (2) with
kinematic uncertainties ﬁki, thus one obtains

Ji(g)y = Yii(qi, )0, 3)

where fi(qi) and f?k,' are estimators of Ji (q;) and Oy,
respectively.

Property 2 The matrices H,- (i) and %I-'Ii (gi) —
Ci(qi, qi) are symmetric and skew-symmetric, respec-
tively. Thus there exists a vector z € RPi satisfying
2" (3Hi(a) — Cilgi, 41)) z = 0.

Property 3 The dynamic  parameters
Ci(qi, ¢i) and gi(g;) are all bounded.

H;(qgi),

Property 4 If vectors y,z € RPi are differentiable,
dynamics (1b) can be linearized as
Hi(gi)y + Ci(qi, 4i)z + 8i(qi)

= Yai(qi, i ¥, D)Vais 4)

where Y4i(qi, qi,y,z) and ¥4; denote a dynamic
regressor matrix and a constant vector, respectively.
For the details of linearization process, please see the
hereafter examples. Likewise, if dynamic uncertainty
Dai is contained in (4), one obtains

H;(q)y + Ci(qi, 4i)z + 8 (q)

= Yai(i. Gi, y. 2)Vai, (5)
where I:Ii (qi), é‘i (gi, i), &i(qi), z§di are estimators of
H;(qi), Ci(qi, qi), 8i(qi), Vai, respectively.

Remark 1 For simplicity, all the robots are assumed to
have identical task-space degrees of freedom such that
all d; can be abbreviated as d. Moreover, by invoking
kinematic and dynamic uncertainties z%,- and z§di, Sys-
tem (1) becomes a more suitable representation of prac-
tical robotic or mechanical system, which can improve
its feasibility and robustness.

2.2 Graph theory and problem description

In order to describe the communications of the robots
in NHRS, this paper employs a directed graph G =
W, €, A}, where V, £ € VxVand A = [a)i.,-],
respectively, denote the node set, the edge set and the
adjacency matrix. Define the neighbors of node i be
N; = {jeV]|(,i) €&}, where (j,i) € £ is the
information transmitted from node j to node i. There-
after, it gives w;; > 0if j € A, and w;; = 0 oth-
erwise. Meanwhile, set w;; = 0 for any self-edge in
this paper. Additionally, the corresponding Laplacian
matrix £ = [[;;] is defined as /;; = Zje/\/,- w;j for
i = j,and [;; = —w;j fori # j. For a directed graph,
one says there exists a directed spanning tree if a neigh-
borless root node exists and has directed paths to all the
other nodes. More details about basic concepts of graph
theory can refer to [31,32].

Assumption 1 For the convenience of later refer-
ence, suppose there exist m master robots and n — m
slave robots in NHRS, denoted by the vectors X, =
[x15 22 .5 %] and Xy = [Xg 13 Xmg2s -2 X,
respectively. Moreover, a known virtual leader xo €
R9, defined as the neighborless root node, is assumed
to be available to all the master robots, with the weight
vector given as B = [by; ...; by].

Remark 2 With the introduction of the virtual leader,
master and slave robots in Assumption 1, two pre-
defined configurations, namely the formation tracking
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of master robots with a single leader (i.e., the virtual
leader) and that of slave robots with multiple leaders
(i.e., the master robots), will be constructed. Moreover,
in order to enhance the reliability of the later formation
in the event of leaders failure, we suppose that the infor-
mation of the virtual leader can always be available to
all the master robots even if the virtual leader is dis-
abled.

Assumption 2 The directed graph G contains at least
a directed spanning tree, for example, information can
always be successfully transmitted along directed paths
from the master robots to all the slave robots, including
the case that information transmitted among the slave
robots.

Lemma 1 ([30]) Based on Assumptions 1 and 2, the
Laplacian matrix L corresponding to graph G can be
written as the form

L 0
= 6
c [ . L3] , (©)
where L € R™" [, € Rm>Xm [, ¢ Ru—mxm_ Nore
that Ly € RU—mxn=m) ;e invertible, and —L3_]L2 is
nonnegative, with each row summing equal to one.

Proof See “Appendix A.” O

Definition 1 With the guidance of the virtual leader,
the task-space formation tracking with a single leader
is said to be achieved if there exists vector §; € R¢
satisfying

ll_l)H;O (xi (1) = 8 — x0(2)) =0,

. . . 7
lim (i (1) — 0(1)) = 0, @
11— 00

where i € {1, ..., m}, §; is the constant position offset

with respect to that of the virtual leader.

Definition 2 With the guidance of the master robots,
the task-space formation tracking with multiple leaders
is said to be achieved if there exist positive constants
y; satisfying Z;-"zl vj = 1 and vector n; € R such
that

. m
Jim. (xi (1) —ni — ng YiXj (f)) =0,

m 3)
Jim (50 = 32 78 00) =
where i € {m + 1,...,n}, n; is the constant position

offset with respect to the convex of the master robots.
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Remark 3 Hereafter, the time index ¢ is omitted in
expressions of x;, x j and other variables for the con-
ciseness of mathematical representations. By solving
the problem in Definitions 1 and 2, the obtained results
can be extended to achieve multiple tasks involving for-
mation, containment, flocking and consensus, simulta-
neously.

For convenience of later convergence analysis, the
following Barbalat’s lemma and input-to-state stability
theory are introduced to obtain asymptotically stable
systems.

Lemma 2 (Barbalat’s lemma [33]) If the system x =
f (@) is twice differentiable, f(t) € Lo and f'(t) €
Lo, respectively, indicate that f(t) and f (t) are uni-
formly continuous. Moreover, if f(t) € L,(1 < p <
00), and (i) f(t) is uniformly continuous, then f(t) —
Oast — oo, (ii) f(t) is uniformly continuous, then
f(t) — Qast — oo.

Lemma 3 (Input-to-state stability theory [34]).
Assume a continuously differentiable system 7 =
f(t,z, T), with globally Lipschitz for (z, t) and uni-
formly in t. If the unforced system z = f (¢, z,0) has a
globally exponentially stable equilibrium point at the
origin z = 0, then it is input-to-state stable.

3 Task-space formation tracking of NHRS

In this section, novel fully distributed algorithms are
developed for NHRS to realize the formation track-
ing problem presented in Definitions 1 and 2, i.e.,
Xi — 8 —x0, Xi —xo — Ofori € {1,...,m}, and
Xi — ni — Z?:l ViXj, ).Ci - 21}1:1 )/j)'Cj — 0 for
ie{m+1,...,n}ast — oo.

3.1 Task-space formation tracking with a single leader

For the first part, the task-space formation tracking of
master robots with a single leader is considered. For
obtaining a fully distributed control algorithm, the esti-

mators X, ;, x; € R? are firstly defined as

)‘;C:i = —pB1isgn (07),

X = —pasgn (6i), ©)
Xi = —Psisgn (Gi),
where i € {l,...,m}, o = sz’:la)ij()?i—ij

=8 +8;) + bi(X; —8; — x0), X; and X; are the esti-
mates of x; and x;; B1;, B and B3; are three proper
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time-varying coupling gains generated from the follow-
ing adaption law.
,3:11 =0/ Ty,
Bai = 6 Taic, (10)
Bsi = 61 T35,

Before providing main theorems, we would like to
provide the following important result.

Theorem 1 Consider the following closed-loop sys-
tem under Assumptions 1 and 2.

m
X; = —Bisgn Zwij(xi —xj)+bi(x; —x0) |,

j=1
(11a)
T
m
Bi= D wij(xi —xj) + bilxi — x0)
j=I
m
xTj Zwij(xi —Xj) + bi(xi —xo) |
j=l
(11b)
then, one obtains x; — xo = 0 in finite time.
Proof See “Appendix B.” O

Based on Theorem 1, we discuss (9) and (10)
with Assumptions 1 and 2, Then by a similar proof
that performed in Theorem 1, one obtains o; =
0, 6, = 0, 6; = 0 in finite time, namely the
vector form (L1 ® 1))(Xm — 8 — (In ® x0)) = O,
(L1 ® 1) (X — (In ® %0))=0, (L1 ® Ia) (X~
®X9)) = 0, where X,, = [X1;...;%Xn], § =
[61;...;8,]. Thus, it follows that x; — §; — xo = O,
X; — xo = 0, X; — ¥o = 0 can be achieved in finite time,
assumed as tq.

Remark4f By above d.i'scussion, one obtains x; — §; —
x0=0,%X; —x0=0,x%x — Xy =0ast > t1. Note that
the most important is not the accurate value of the time
t1, but the results can be obtained in a finite time.

With the definition of the above sliding-mode esti-
mators, a joint-space reference velocity g,; € R” is
designed for master robot i € {1, ..., m} as follows.

LA sy (2 = i+ 7
Gri = JF (x,- - oqxi) + (Ip,. - Ji+Ji> Ais 12)

where JAZ,'" = fiT (J; .fiT)_ I especially JAZ,'" = fi_l for
nonredundant robots, ¢/ is a designed positive constant,

Xi=x;j —X;, and A; € RP is an optimized convex
function for the master robots.
By (12), we get the following joint-space sliding
vector s; € RP and reference acceleration §,; € R?i.
A . .
Si =d4qi —4ri
2 gi — f,-+ (;Ci —Ollfi) - (Ipl' — fff,) Ai, (132)

. A2 X ~ 4 (% <
Gri = JiJr (xi — ot1x,-> + Jl-Jr (Xi — ot]x,->

d e

+ ((Ipl. — Jl.+J,~) Ai), (13b)
where J* = JT (7D = JTGIH T TIT +
Iy JT)71, especially J7 = —J 707" for

nonredundant robots.

Then, the control input, kinematic, dynamic parame-
ter adaption laws and disturbance observer are, respec-
tively, designed as

wj = — Kisi + Yaidai — fu, (14a)

A 1. -

Ori = Ay (a_xi + 2xi> ; (14b)
1

Bai = — Mai Y st (14¢)

Qi = Ayisi, (14d)

where i € {1,...,m}, {i; is the estimator of the dis-

turbance w;, K;, Agi, Agi, Ay are symmetric pos-
itive definite matrices with proper dimensions and
Yy and Yy are abbreviations of Yj; (gi,qri) and
Yai (qi, Gi, Gri, Gri), respectively.

Remark 5 This paper considers the task-space forma-
tion tracking problem, while we must note that the rea-
son for using auxiliary variables in joint space is that
joint-space ones are more conveniently available since
actuators and measurement sensors are always assem-
bled at joints but the end effectors. Thus, this paper
proposes a method to adopt the readily available auxil-
iary variables, i.e., the so-called joint-space reference
velocity ¢,;, acceleration ¢,; and sliding vector s; in
(12)—(13), to achieve the task-space positions x; and
velocities x; that finally required in Definition 1 .

The interplay between the proposed fully distributed
control algorithm and nonlinear dynamics is clearly
shown in Fig. 1.

Remark 6 It can be easily concluded from Fig. 1 that
the control systems are described as strongly nonlinear
complex networks with parametric uncertainties and
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Fig. 1 The interplay

The nonlinear dynamics

between the proposed fully
distributed control x; =0(q), % =7Ji(q)q;
algorithm and nonlinear . ..
dynamics H;(q)d; + Ci(qi, 4G + 9:(q) = w; +
) S
The fully-distributed control algorithm
________________________________ 1
| A |—X; + 2%
| Yk'ﬂk’ 1 ~ aq t L
[ D = AV (- lxi+2xi) 4:
|
|
' 5 [
! 5 | YaiYa < S ) 4
™ w = —Kisi + Yaida — A [ Dai = —AaiVg;si < 2
|
|
' The controll .
| e controller a . ‘: s;
| A = Aygs <
' |
' |
| 5 T 2 I
i = 0; 1;0; X; = —fq;5gn(o;
| [.;11 .lT 1i 'l /311"321'»/331; ;;l Bui g (z) ' —
| Bai = 6; 136 > X = —Pasgn(y) | X, X, X
' .. .. oy .. I
—: Bsi = 6/ I3;6; X; = —Psisgn(6;) [
|
:_ The independent estimators I

external disturbances. It thus motivates us to design a
concise nonlinear controller—estimator algorithm, con-
sisting of controller (14), independent distributed esti-
mators (9) and gain adaption laws (10), to solve the
task-space formation tracking problem of such nonlin-
ear Lagrangian dynamics. Although there is not any
feedback from systems (1) and controller (14) to esti-
mators (9), the control accuracy of estimators (9) can
also be well ensured by the designed gain adaption laws
(10). Meanwhile, the computing complexity and global
energy cost can be reduced to some extent. From the
physical and engineering point of view, gain adaption
law (10) implies that the supremums of co-norms X,
X0, X0, can be unknown in prior, different from the case
that such information is assumed to be previously glob-
ally known to all agents in previous work [3,10,11].
Meanwhile, by utilizing disturbance observer (14d), the
supremum assumption of the external disturbances j;
in [10, 11] is unnecessary, and the discontinuous effects
can be simultaneously handled. It thus concludes that
the nonlinear control problem in this paper can be
solved in a fully distributed manner.

Theorem 2 For master roboti € {1, ..., m}, suppose
Assumption 2 holds, with J;(q;) and f, (gi) being non-
singular. Using (9), (10) and (14) for (1), the task-
space formation tracking of master robots with a single
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leader defined in (7) can be asymptotically achieved,
i.e,x;—08 —x9—0,x; —x9g—> 0ast — oo.

Proof For master robot i € {1,...,m}, there exists
a finite time #; > f#y to obtain the result presented in
Theorem 1; thus, the proof is proceeded as ¢ € [t, #1]
and ¢ € (t1, 00), respectively.

Fort € [tg, t1], by a simple analysis, if the initial val-
ues q; (to), gi (ty) € LooNLy,0neobtainsg;, §; € LooN
L5 such that x;, X; € Lo N L, based on the nonsingu-
larity of Ji(g;). Similarly, if B,; (o), B2i (10), B3i (t0) €
Loo N Ly and X; (1), xi (o), Xi (fg) € Loo N :Cz.,. one
obtains Bi;, B2i, B3i € Loo N Lo and X, X;, X; €
Loo N L>. Substituting the above values into (12) and
(13), one obtains that g,;, Gri,si € Loo N Lo based
on the nonsingularity of Ji (¢gi). Combining with Prop-
erties 1, 3 and 4, one obtains Yy;, Y5i € Loo N Lo
Thus, by (14) 1‘/‘/”, Dai, i € Loo N Ly if the ini-
tial values D (10), Dai (t0), i (to) € Loo N L. There-
fore, it gives u; € Lo N Ly such that §; € Lo N
Ly, i.e., X € Lo N L. Finally, one achieves that
Xi, Xi, Xi, 80, ﬁkl’ ﬁdl’ i € Loo ﬂ Ly lfCIl(IO) q:(t())
Bri(10), Bai(to), B3i(10), Xi (o), Xi(to), X;(to), i (to),
Vqi(t0), f1i (t0) € Loo N Lo ast € [1y, 1]

Fort € (11, 00), let B4; = Oai — Dai, fii = pi — i,
substituting (14a) into dynamics (1b) gives
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— YuiOa;i + i,
(15)

H; (qi)si = —Ci(qi, qi) si — Kis;

Consider the following Lyapunov function candi-
date.

1~
Viii(t) = Esl H (gi)si + Zﬂdz dllﬁdl

Lor -
+5u,- A iy (16)

Taking the derivative of Vy; along (15) yields
Vii(t) = —s; TKisi <0,

which means s; € £2 N Lo, Vi, i € Loo ast > 1.
Note that one has obtained s; € £2 N Loo, Dai, i €
Loo as t € [ty, 1] such that it gives s; € L3 N Lo,
Dai, fri € Loo for all 1 > 19. Note that the details
derivative of Vy;(¢) are given in “Appendix C1.”

It is clear that J;s; € L, for J;, s; € L7; thus, a pos-
itive constant K exists and satisfies K; > ft:) siT (¢)
JiT(g)Ji(g)si(g)dg. Then, consider the following
Lyapunov function candidate.

1 1~
Voi(t) = x xl + 219klAkz l9k,

1
o [K] - f sf(g)f?(g)Ji(g)si(g)d;} . amn
o
Differentiating (17) with respect to time yields
. 1 /- AT /- -
Vai(t) < T (xi +051x1'> <Xi +0l1xi)

—ﬂiT}? - L(Ykiéki)TYki;’ki <0,
2 2a1
which means % € Loo, 5i € L2N Loo, 56'} €
Lr N Lo (i.e., X; is uniformly continuous) as ¢t > fy.
Note that the details derivative of V»;(¢) are given in
“Appendix C2.”

By X; € L7 N Lo with X; being uniformly contin-
uous, it is clear that X; — 0 as t+ — o0 based on
Barbalat’s lemma provided in Lemma 2. By (15), one
obtains §; € L such thatq, € Lo based on the deriva-
tive of (13a), and thus x; € L (i.e., X; is uniformly
continuous). Combined with X; € L, and Barbalat’s
lemma, it gives that )Lci — 0 as t — oo. Note that
X =x; — 6 — X0, )éi = X; — Xo as t > t1. Therefore,
it follows Definition 1 that lim;_, 5o (x; — §; — x9) — 0
and lim,_, oo (X; — Xo) — 0. It thus ends the proof. O

Remark 7 In the first part, the asymptotic stability
of position and velocity formation tracking errors is

achieved by designing controller (14), which, in reality,
is not necessary to guarantee the estimator Dgi track the
practical value 9¥,4; accurately. Nevertheless, the con-
vergence error between z§d,~ and ¥4; can also be reduced
by sufficiently increasing the adaption gain A; if nec-
essary. Moreover, we must note that by increasing the
adaption gain Ag; to positive infinity, it may cause
numerical instabilities and harmful effects for the sys-
tem. Thus, in order to further reduce the estimator error
and increase the system performance, persistence of
excitation (PE) will be considered in our future work.

3.2 Task-space formation tacking with multiple
leaders

For the second part, the task-space formation tracking
of slave robots with multiple leaders is considered. and
the superscript * is employed to denote the slave robot
i € {m+1,...,n} for distinguishing from the above
master robot i € {1, ..., m}. Based on the above dis-
cussion, it gives the following similar estimators for the
slave robots.

{;{f = — Baisgn (&),
X1 = —Psisgn (éi) (18)
X = — Peisgn (&),

where i ne m+1,...,n},& = ZT:] w;j (X —ni—
Xj)+ Zj:m+1 w;j (X — =i+ n;), the gains Ba;,
Bsi and Bg; are generated from

B4z =& F4181 ,
:351 = 8 F518lﬂ (19)
,361 = 8 F618lﬂ

By Theorem 1, one knows there exists a finite time,
assumed as fp, such that it follows ¢; = 0, & = 0,
& = 0, namely the vector form (L3 ® InXi —n+
(L3'La ® I)Xp) = 0, (L3 ® )X + (L' Lr ®
1) Xm) =0, (L3 ® L)X} + (L3 'Ly ® 1) X) =0,
where X, = [£1...; %ml, Xy = [Ep- x50
N = [Mm+1; - . .; Na]. Therefore, it follows that for i €

{m +1, ..., n}, there exist positive constants y; satis-
fying Z/ | vj=1 such that X (t)—n; — Z/ | y]x] 3]
= 0, X ()= X1 7%, (=0, ¥ ()= Y1, %, (0)
= 0 in a finite time ¢ € [fg, t2].

Afterward, the reference velocity, sliding vector and
acceleration for slave robot i € {m +1,...,n} are,
respectively, described as
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_ (1;;[ - Ji*+Ji*> AT, (20b)
@ 20 (8 — i) + 0 (8 - o)
d s
+o ((1;; - Ji*+J,~*) A;‘) , (20¢)

where «; is a positive constant, X' = x* — X, X' =

xF — XF, A} € RPis an optimized convex function

for the slave robots. Similarly, the control input, kine-
matic, dynamic parameter adaption laws and distur-

bance observer are, respectively, designed as

wi = —Kisf+ Y500 — i, (21a)

X 1 .

of = AL YET (-i;" + 2@*) : (21b)
a;

Ok = =A% YT st )

i} = Al (21d)

Theorem 3 For slave roboti € {m + 1, ..., n}, sup-

pose Assumption 2 holds, with J (q;) and JAI* (g;) being
nonsingular. Using (18), (19) and (21) for (1), the task-
space formation tracking of slave robots with multiple
leaders defined in (8) can be asymptotically achieved,
ie., x;“ —ni — ZT:I YiXj — 0, xl* - ZT:I )/j)'Cj —
Oast — oo.

Proof Forslaveroboti € {m + 1, ..., n}, consider the
following similar Lyapunov functions.

1 1- 1~

V(1) = ESTTH,-*(Q?)S? + Eﬁd*iTAz'i 95
1. 1~

ST (222)

[ .
Vi) = 5xf“Tx;“ + Ez?,fiTAZi oy

1

1 t
+— [Kz —/ s,~*T(;)Ji*T(g)Ji*(g)ST(g)dg},
1

(0%) 0

(22b)

By a similar analysis performed in Theorem 2, one
obtains sl.*, s'l.* € Lo and ﬁ,fi, 192‘1.1/1;* € Lo ast > 1y,
such that one finally obtains s;", z?,jl. — Qast — oo.

Then, rewrite (20b) as the following vector form.

X = —ar X!+ J*S* + Y97, (23)

@ Springer

where X7 = X7 =0+ (L3'L2 ® 1) &, J%, V] €
R(1=m)dx=m)pi are block matrices of J*, Y}";, respec-
tively. S*, 5,2‘ e R™=mpi gre the column stack vec-
tors of s, 15,:‘1., respectively. Based on S*,E‘,’: =
O(u—m)p; and input-to-state stability theory provided
in Lemma 3, one says (23) is input-to-state stable at
the o‘rigin f(;k = f(j = O(y—m)a- Thus, one obtains
X*, X* — 0, i.e.,‘ x5 (1) —ni — ZT:I yjXjt) — 0,
XM — Z?’:l yixj(t) — 0 as 1 — oo. Combining
with % (1) — 8; — xo(t) = 0, X;(t) — Xo(t) = O for
master robot j € {1,...,m} as ¢t > t; shown in The-

orem 2, then, it follows that presented in Definition 2.
This completes the proof. O

Remark 8§ Likewise, it is not necessary to obtain the
accurate value of the finite time #, in the proof of Theo-
rem 3. Moreover, the formation tracking of slave robots
with multiple leaders can also be obtained with a rede-
fined value ¢; right after 18.

m Ak
e =) _ o0& —ni—x)
n ok ok
+Z/:m+lwij(xi — XM +nj),

where the actual positions x ; of master robots are intro-
duced to replace the estimated ones.

By Theorems 2 and 3, Table 1 shows the control
process of the fully distributed control algorithm. Note
that the following subprocesses (1) and (2) in each step
are carried out simultaneously.

It is worth pointing out that the formation tracking
of NHRS can also be achieved by a control algorithm
with another kinematic parameter adaption law.

Corollary 1 For robot i € {l,...,n}, suppose
Assumption 2 holds, with J;(q;) and Ji (gi) being non-
singular. Respectively replace Dy in (14b) and ﬁz‘l in
(21b) with

A . 1. -

Ok = Ay (qis 4i) (a—lxz' + 2xi> ,

A ) I . -

by = A ) (37 425 )

where g; and g} are used to replace q; in YkTi and q; in
Y, IZT, respectively. Combined with corresponding con-
trol inputs, dynamic parameter adaption law and dis-
turbance observer, the task-space formation tracking
of NHRS defined in (7) and (8) can be asymptotically
achieved.
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Table 1 The control process of the fully distributed task-space formation tracking control algorithm

Algorithm: Fully distributed task-space formation tracking control algorithm
Main input : Xr, @, Bis Uiy Akis Nais Mpis Kis 11is 8i5 mi
Main output :  x;, X;
Step 1. Initialization of system parameters:
(1) for master robots i € {1, ..., m}, suppose g (t0). §i (t0), B1i (t0). Bai (t0). B3i (t0), i (t0). i (t0). X (t0), D (10),
Uai (10), (i (f0) € Loo N L2;
(2) for slave robots i € {m + 1, ..., n}, suppose g;* (1), §;*(10), Bai (o), Bsi (to), Bei (t0), %] (t0), X} (o), X} (to),
0 (t0), 95; (1), 17 (t0) € Loo N L2
Step 2. Definition of sliding-mode estimators and gain adaption laws:
(1) for master robots, define x;, )é,v, )?, and By;, Bai, B3i, i, such that X; = 8; + xq, )él- = Xo, )?, =Xpast > 1y;
(22 for slave robofs, define X', )21* fcl* and Ba;, Bsi, Pei» €i» V). such that 7 = n; + Z_’}-';l YiXj, fcl* = ZT=1 yj)éj,
=2 vikjast > 0
Step 3. Design of control inputs and adaption laws:
(1) for master robots, design a1, A;, K;, Ag; Ag; and A, thus 7;, z§k,-, 5,1,- and ﬂ,- are obtained;
(2) for slave robots, design a2, A, K, A};, A}, and A:‘”., thus 7%, ﬁz., f?jl. and ,z,* are obtained;
Step 4. Conclusions of the control process:

(1) for master robots, by V1;(t), V2;(¢) and Barbalat’s lemma, the control objective proposed in Definition 1 is

achieved;

(2) for slave robots, by V3 (#), V,;(¢) and input-to-state stability Theory, the control objective proposed in Definition

2 is achieved.

Meanwhile, not only the fixed-topology problems
but also the cases with dynamical topologies can be
solved via the above algorithms involving dynamically
changed communication topologies.

Corollary 2 Suppose Assumption 2 holds. Replace the
constant w;;j and b; in Theorems 2 and 3 with the time-
varying weights w;;(t) and b;(t), such that the forma-
tion tracking of master and slave robots with dynamical
topology can be achieved.

Furthermore, the algorithm can also be applied to
address the formation-containment problems by some
simple transformation.

Corollary 3 Suppose that Assumption 2 and Theo-
rem 2 hold. Replace ¢; in Theorem 3 with ¢ =

Z?:l wij(XF — x;), and use (18), (19) and (21) for
(1), the task-space containment of slave robots can be
asymptotically achieved, i.e., x] — ZT:l vjxj — 0,
X =2 vk — 0ast — oo, such that the

Sformation-containment control of NHRS is achieved.

Last but not least, consensus problems can also be
solved as declared in Corollary 4.

Corollary 4 Suppose Assumption 2 holds. Replace
oi in Theorem 2 with o; = Z';l:] wij (X — Xj) +
bi(x; — xg), as well as ¢; in Theorem 3 with & =
27:1 wjj ()21* — fj)—i-zl}:m_’_l wjj ()21* - )27), thus, the
consensus of NHRS is achieved by using correspond-
ing control algorithms for (1), i.e., x; — x9 — 0,
Xi—x0— 0,i €{l,...,m}, and x} — Z;Ll VX —
0, )&f—ZTzl yjiXj — 0, i € {m+1,...,n} as
r — oQ.

Proof The proofs of above corollaries are similar to the
analysis in Theorems 2 and 3 and are omitted here for
saving space. O

Remark 9 1In this paper, system (1) is the global con-
trol objective, which is employed to achieve the control
problems given in Definitions 1 and 2, while system
(11) is the local control objective, which is adopted for
obtaining the estimators defined in (9) and (18). Note
that the estimators are first obtained, then by invok-
ing them for the controllers (14) and (21), respectively,
the formation tracking of system (1) can be finally
achieved.

Remark 10 The reasons for choosing multiple master
robots rather than one are listed as follows. For practi-
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cal applications, it is more adaptable and reliable for the
system with multiple master robots for the events with
any single-master robot is disabled for some known or
unknown issues. For theory research, it is not only a
more robust and flexible system but also a challenging
problem since the existence of distributed control man-
ner among the robots. Moreover, it is more convenient
for the results to be extended to multi-task problems.

Remark 11 The challenges and necessary for investi-
gating the formation tracking problem with both single
and multiple leaders are summarized as follows. First,
the design of estimators (9) and gain adaption laws
(10) in the single-leader case (Sect. 3.1) only requires
the known parameters xg, X, X9, while (18) and (19)
in multiple-leader case (Sect. 3.2) are based on the
unknown results x;, X;, Xj, j € {1,..., m} obtained
in Sect. 3.1, such that the problem with both single and
multiple leaders is more challenging. Overall, it is more
convenient for the combined results to be extended to
address multi-task problems, such that it is useful and
necessary to investigate the problem with both single
and multiple leaders.

Remark 12 Compared to the formation tracking prob-
lems [15-18] and fully distributed problems [16,17,
22-25] of linear or homogeneous systems with a sin-
gle leader, this paper develops fully distributed control
algorithms for NHRSs to, respectively, achieve task-
space formation with single and multiple time-varying
leaders, which enriches the scenarios of coordination
behaviors. In contrast to the formation tracking prob-
lem of linear or homogeneous systems with multiple

YA

. Active Joint

© Center of Mass

Fig. 2 The planar nonredundant and redundant robots in NHRS

@ Springer

leaders [19-21], this paper focuses on Lagrangian sys-
tems with the nonlinear heterogeneous properties, para-
metric uncertainties and external disturbances. Supe-
rior to the control algorithms developed in [10,11],
this paper develops fully distributed control algorithms
with gain and disturbance-avoid adaption laws, which
do not require the upper bound assumption of reference
states and external disturbances. Unlike the fully dis-
tributed control algorithms, relying on the assumptions
that the communication topologies are undirected or
strongly connected [24-27], this paper develops fully
distributed control algorithms under a milder assump-
tion. Moreover, note that by employing time delays
in the communication channels, the proposed control
algorithms can be further extended to teleoperation
robotic systems considered in [12,13].

4 Numerical examples

In this section, example 1 is performed to demonstrate
the validity of the main results obtained in the above
sections, while example 2 is given to show the compar-
isons with previous results in [10].

Example 1 Without loss of generality, assume there
exist six planar master robots and eight planar slave
robots, displayed in Fig. 2, in NHRS, and the numbers
of nonredundant and redundant robots in each group
are, respectively, identical. The physical parameters
of robot i € {1,.--,14} are given in
Table 2, where m;, I;, r; and [;, respectively, denote

oy \

‘ Active Joint
© Center of Mass

A 4
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Table 2 The physical
parameters of NHRS

Table 3 The constant
dynamic parameters of
NHRS

i-th Robot m; (kg) I; (m) ri (m) I; (kgm?)

i=1,2,3,7,8,9,10 14,1.6 1.4,1.6 0.7,0.8 0.27,0.41
i=4,5611,12,13,14 1.4,1.0,0.8 1.4,1.0,0.8 0.7,0.5,04 0.27,0.1, 0.05

i-th Robot Vai

i=1,2,3,7,8,9,10 Bait = mird +mip (14 +13) + In + Lin, Yain = minlirin,
Daiz = mioryy + Iin, gis = mirrin + minlin, Yais = miprin
i=4,5611,12,13,14 i1 = mird + (mia + mi)l} + L, Dain = miorly + misl}y + I,
Paiz = miarialiyn + mislioliy, Dais = misr}y + Iiz, Vais = misrisli,
Yaic = mi3rizlia, Bai7 = miiriy + mi2liy + mgsliy,
Bais = mioria + mislia, Dai9 = m;3ri3

Table 4 The inertia matrix of NHRS

i-th Robot Hi(gi)

i=1,2,3,7,8,910 Hyp = Dgi1 + 204i2 €08 qi2, Hio = Hp1 = 94i3 + Dai2 €08 gin, M2 = 4i3

i=4,506,11,12,13,14 Hiy = Yai1 + Dai2 + Paia + 204i3 c0s g2 + 20415 cos(q2 + q3) + 2Vqi6 €Os g3,
Hiz = Hy = Yaiz + Paia + Vai3 c0s g2 + Dais c0s(q2 + g3) + 20ai6 cos g3,
Hyz = H31 = O4i4 + Vais(q2 + q3) + Pai6 €08 q3, H3z = Vgia, Hxp = Dgia + Vaia + 204i6 €08 q3,

Hy3 = H3p = Y4i4 + Vai6 Os q3

Table 5 The R R
Coriolis—centrifugal matrix i-th Robot Cilai. ai)
of NHRS i=1,2,3,7,8,910 C11 = —VYqinqiz singi, C12 = —4i2(gi1 + ¢i2) sing;a,

i=4,5611,12,13,14

Co1 = Yaingi1 singin, Co2 =0

C11 = —%4i3q2 sin gz — Vq4i5(42 +¢3) sin(qa + q3) — Vaieq3 Sings,

Cr2 = —4i3(q1 + §2) singa — Vais(g1 + g2 + ¢3) sin(q2 +
q3) — Vai6q3 sin g3,

Ci13 = —(Bais sin(q2 + q3) + Faie sing3)(§1 + 2 + ¢3),
Ca1 = Daizq1 singa + Vaisq1 sin(ga + q3) — Yaieq3 sings,
Co = —Vuieq3 sings, Ca3 = —Vaie(q1 + g2 + §3) sings,
C31 = Yaisq1 sin(qa + q3) + Vaie(q1 + ¢2) sings,

C32 = Vaic(q1 + ¢2) singz, C33 =0

the mass, length, distance between the joint and the
center of mass, and the moment of inertia around its
center of mass [10]. The constant dynamic parame-
ters of NHRS are displayed in Table 3 such that by
Property 4, the dynamics (1b) can be linearized with
respect to ¥y4;, with the dynamic parameters obtained
and displayed in Tables 4, 5 and 6, where for i €
{1,2,3,7,8,9,10}, H;(q) = [Hi1, Hi2; Hzi, Hpl,
Ci(q,q) = [C11, Cr2; Ca1, C2], 8i(q) = [g15 &1
and fori € {4,5,6,11,12,13, 14}, H;(q) = [Hi1,

Hi, Hyz; Hai, Hy, Haz; H3p, H3p, H33],Ci(q, g) =
[Ci1, C12, C13; Ca1, Cr2, Co3; C31, C32, C33], gi(q)
= [g1; g2; g3]. Note that the gravitational acceleration
g in gravitational torque g; (¢;) satisfies g = 9.8kg-m?.

As shown in Fig. 3, a directed topology G containing
adirected spanning tree is used to describe the commu-
nications of NHRS, where node 0, nodes 1-6 and nodes
7-14, respectively, denote the virtual leader, the mas-
ter robots and the slave robots, with the three types of
desired configurations shown in Fig. 4. Note that §; =
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Table 6 The gravitational
torque of NHRS

i-th Robot 8i(qi)

i=1,2,3,7,8,9,10

81 = V4iag €08 qi1 + Vaisg cos(qi1 + qi2), g2 = Vaisg cos(qi1 + qi2)

i=4,50611,12,13,14 g = V4178 c0os qi1 +aigg cos(qi1 +qi2) + Vaiog cos(gi1 +qi2 + qi3),

82 = V4igg cos(qi1 + giz) + Vaiog cos(qi1 + qiz + qi3),
= D4i9g cos(qi1 + qi2 + qi3)

jravay

Fig.3 The directed communication topology G of the nonlinear
system

[0.05; 0.09], 62 = [0.1; 0], 63 = [0.05; —0.09], 84 =
—81, 85 = — 82, 8¢ = —83. 1 = [0.09; 0.21], n, =
[0.25;0.1], n3 = [0.25; —0.1], n4 = [0.09; —0.21],
N5 = —ni, N6 = — N2, N7 = — N3, 18 = — 14. More-
over, for t > ty = 0, the task-space position of virtual
leader is given as follows.

xo0(t) =[1.0+ 1.0sin(0.27); — 1.0 — 1.0cos(0.2¢)] .

For the robots in NHRS, set 7o = 0 and ini-
tialize the joint-space positions ¢;(0) as [5; —1],
[5; 61, [5; 12], [5; —1; 13], [5; 5; 11, [5; 6; 6], [11; 6],
[4; 8], [4; 14], [5; 24], [4; 1; 13], [4; 1;19], [4; 7; 1],
[4; 2; 5]. Initialize velocities ¢;(0) of nonredundant

(a)

and redundant robots as [1; 2] and [1; 2; 3], respec-
tively. Initialize estimated kinematic parameters D1 (0)
of nonredundant and redundant robots as [0.4; 0.3]
and [0.4;0.3; .2], respectively. Initialize estimated
dynamic parameters zg‘d,- (0), estimated disturbances
2 (0), gains f; (0) and sliding-mode estimators ; (0),
x;(0), x;(0) as zero. Design @y = ay = 0.2,
I'; = 80017,. The elements of disturbances u; are ran-
domly selected from [—1, 1]. Meanwhile, for robot
i € {1,2,3,7,8,9,10}, design K; = 8, Ay =
55, Agi = 55Is and A,; = 55I; for robot i €
{4,5,6,11,12,13, 14}, design A; = [0;0.9(7/3 —
gi2); 0], K;i = 813, Axi = 5513, Agi = 5519 and
Ay =5515.

The example results of the formation tracking prob-
lem are shown in Figs. 5, 6, 7, 8, 9, 10, 11, 12 and
13. Figures 5, 8, 11 and 6, 9, 12, respectively, depict
task-space position and velocity tracking errors X; and
)Lc,', and Figs. 7, 10, 13 depict the task-space forma-
tion tracking performance of the three cases shown in
Fig. 4. By Figs. 5, 8, 11 and Figs. 6, 9, 12, one sees that
all the task-space positions and velocities, respectively,
reach the agreement within # = 15 seconds. In Figs. 7,
10 and 13, the heavy line and pentagram are used for
describing the reference trajectory, the solid line, rhom-
bus and asterisk for the master robots, and the dashed

(]

Fig. 4 The desired configurations of the robots in NHRS. a The case with every y; = %. b The case with y» = 1. ¢ The case with

y3 =1
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Fig. 5 The task-space
position tracking errors X;
of the robots in case (a)

Fig. 6 The task-space
velocity tracking errors X;
of the robots in case (a)

Fig. 7 The task-space
formation tracking
performance of case (a)
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Fig. 8 The task-space
position tracking errors X;
of the robots in case (b)

Fig. 9 The task-space
velocity tracking errors X;
of the robots in case (b)

Fig. 10 The task-space
formation tracking
performance of case (b)
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Fig. 11 The task-space 1
position tracking errors X;
of the robots in case (c¢)

10 —i=7 15

—i=9
—i=10
—i=11
—i=12
i=13
—i=14

5 10 15

Fig. 12 The task-space
velocity tracking errors X;
of the robots in case (c¢)

. —i=2 K\ lu 1y

—i=3 [| T

5 10 —i=7 15

line, circle and quadrate for the slave robots. At the
initial time, the positions of all the robots are decen-
tralized. Then, one sees that the three cases shown in
Fig. 4 are, respectively, achieved within t+ = 23 sec-
onds, which is an interesting advantage from a prac-
tical point of view since the algorithms proposed in
this paper can be applied in the cases, where danger-
ous tasks, including reconnaissance and attack, can be
accomplished by the unmanned slave robots outside,
while the manned master robots can be protected by
the constructed defensive systems.

Example 2 To show the advantages of the obtained
results, the consensus control algorithm designed in
[10] is extended to formation tracking cases to make a
comparison. The control algorithm is designed as

up = Yaidai — Ksisi — Kyisgn (si),

R r(17/. R ~

b= na¥i (- (6 —%) +2m—5))  es
Bai = —Aui Y(zsz',

where K ; satisfies Amin (Kpi) > sup,=q [l (1), and

estimators X;, X;, x; are derived from

m
)2,' = —ﬂlsgn Za)ij()?,- —fj —81' +(Sj)
j=1

+bi(x; — 8 —x0) |,

Razd]
Il

m
X; = —pasgn Zwij(fi—fj)-i-bi(ﬂ?i—fco) ,
=1
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Fig. 13 The task-space
formation tracking
performance of case (c)

Fig. 14 The task-space
position tracking errors X;
of the robots under control
algorithm (24)

Fig. 15 The task-space
velocity tracking errors X;
of the robots under control
algorithm (24)
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Fig. 16 The task-space ‘ p——
formation tracking _:;1 n
performance under control —i=2
algorithm (24) —i=3[
—i=4
—i=54
i=6
25

m
X; = —P3sgn Zwij()?i — X)) +bi(x; —Xo) |,
=
(25)

where the three proper constants 81, 82, 83 satisfy 1 >
[1xo0ll, B2 > lIXoll, B3 > [IX0ll-

Set B1 = 10, B2 = 5, B3 = 2, Amin (K i) = 6, and
other parameters are designed with the same as that in
Example 1. Then, selecting the desired configurations
as case (a), i.e., every y; = %, the comparison results
under control algorithm (24) are given in Figs. 14, 15
and 16, which show that the formation tracking problem
in case (a) is finally achieved within + = 23 seconds.
However, it is necessary to point out that Figs. 14, 15
and 16 are obtained under a single leader, which may
restrict its applications, from the physical and engi-
neering point of view, in the cases with the only sin-
gle leader being disabled. Furthermore, the results are
limited by the assumption that the supremum of the
reference parameters xg, Xo, X and the external dis-
turbances u; are globally known to all robots, while, by
utilizing fully distributed control algorithms and mul-
tiple leaders, Figs. 5, 6 and 7 are well obtained and
are independent of parameter supremum and leader
failure.

5 Conclusion

This paper has constructed several novel fully dis-
tributed control algorithms to realize the task-space
formation tracking of NHRS with both single and mul-
tiple time-varying leaders. First, the nonlinear sys-
tem is modeled with external disturbances, kinematic

and dynamic uncertainties. Then, the main results of
the system are obtained by adopting the fully dis-
tributed control algorithms, including distributed esti-
mators and gain adaption laws, control inputs, dis-
turbance observer, kinematic and dynamic parameter
adaption laws. Next, the asymptotic stability of the
obtained results is analyzed by invoking Barbalat’s
lemma and input-to-state stability theory. Moreover,
the obtained results have been further extended to
formation-containment and consensus problems with
dynamical topologies. Finally, by designing corre-
sponding control gains and parameters, numerous
examples have been, respectively, performed for NHRS
to verify the validity and advantages of the theoreti-
cal results. In future works, the formation tracking of
NHRS with time-varying delays and external forces
will be further discussed.

Acknowledgements This work was supported in part by the
National Natural Science Foundation of China under Grants
51675495 and 61703374 and the Fundamental Research Funds
for the Central Universities, China University of Geosciences
(Wuhan), under Grants CUG150609 and CUG170656.

Compliance with ethical standards

Conflict of interest The authors declare that there is no conflict
of interest.

Appendix
Appendix A. Proof of Lemma 1. By Assumption 2, it

is clear that L3 is invertible. Based on the definition of
Laplacian matrix £, one obtains Ly 1,,+L31,,_,, = O,
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ie,—L3 Lol =1,
gives that — L5 ! L» is nonnegative, and each row sums
equal to one.

Appendix B. Proof of Theorem 1. Here we prove the
theorem by contradiction. First we replace §; in (11a)
with a constant f;, which satisfies 8; > Lo [|%0].
Then, by similar proofs of Theorem 3.1 given in [3]
and Lemma 3 given in [10], one can easily obtain
x; —xo = Oin finite time. If we assume that x; —xp = 0
cannot be achieved in finite time such that it gives

Bi(t) < Bi, (26)
While §; in (11b) satisfies ; > 0, which reveals that
Bi continuously increases such that there must exist a
finite time satisfying

Bi(t) > Bi, 27
By comparing with (26) and (27), it is contradictory
such that it follows that x; — xo = 0 can be obtained in
finite time, and it ends the proof.

Appendix C1. The details derivative of Vy;(¢). Differ-
entiating (16) with respect to time yields

_m since L3 is invertible. Thus, it

1
Vll(t) = H (qi)si + s; H (gi)si + ﬁdlAdl ﬁd’

T A—17%
‘i‘llq' AMi s

Then, by invoking (15), Properties 2 and 4, one obtains
y [ T .
Viii(t) = 5% H;(qi)si + s; <— Ci (qi,qi) si
—Kisi — YaiVai + /11')

04 Ay AaiYiisi — i AL A pisi

1 . T
5% " (Hi(qi) — 2Ci (qi. Gi)) si — s] Kisi

—s{ YaiDai + s{ i + 05 Y jisi —
= —SiTK,'Si <0,

Appendix C2. The details derivative of V»;(¢). Firstly,
differentiating (17) with respect to time yields

~T
i Si

. Tr o~ % 1
Vai(t) = i 5 + ﬂlgl\kilﬁki - a—(JiSi)TJiSi,
1

Then, substituting Jis;i = )Lci + o1 X; — Ykiéki derived

from (13a), and D3 = — A YkTi(%;éi + 2%;) yields

g 1 2 N\ /- ~ (LA

Voi(t) = —— (xi +061Xi> (Xi +Ol1Xi) — =X X
20{1 2

(T L
——Xx; Xj — — (YY) Yei O
201 o]

1 -~ .
——oLylx;,
o kit kit

@ Springer
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that

ed on the standard basic inequalities one obtains
ﬁTYTx, < 5k Sar i Tk + 5 (Yklz}k,) YiOki such

. 1 o ~ T 2 ~ al ~T ~
Wit) < —— (xi +a1xi) (xi +a1xi) - =X X
20[1 2

I RV S
——X Xi — — YiP) Yei O
2001 o]
[ 1 s Ty 3
+—x X + — YiVi)" YiiDi
20(1 20(1
1 2 ~ T pa ~
< - (xz' +051xi) (xz' ‘i‘alxi)
20(1
o1 7 - 1 ~ ~
— 5% = — Vi) YO < 0,
2 2a1
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