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Abstract The problem of event-triggered control is
investigated for discrete-time piecewise affine systems
subject to input saturation. Linear matrix inequality
(LMI) based on local stability criterion is formed by
introducing a nonlinear dead-zone function which rep-
resent saturation characteristics. Unique state feedback
control gains can be obtained by solving the LMI prob-
lem under the event-triggering strategy. The domain of
attraction is estimated and maximized with the con-
troller synthesis via ellipsoidal approximations. The
effectiveness of controller is illustrated by simulations
of numerical examples.

Keywords Event-triggered control · Piecewise affine
system · Lyapunov stability · Linear matrix inequality ·
Input saturation

1 Introduction

Event-triggered control (ETC) has received much
attention in recent years due to the advantages of less
resource utilization compared to traditional control sys-
tems [1–5]. In event-triggered mechanism, the control
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task is executed through event-induced fashion, where
the event is generated by a specific event-triggering
condition instead of traditional periodic control. In [6],
Årzen first proposed PID control based on an event-
triggering strategy, which could greatly reduce the
resource utilization. The event-triggering strategy has
been studied in detail via simulations and experiments.
In [2], the closed-loop system is input-to-output sta-
ble in the presence of state error by designing event-
triggered state feedback controller. In the literature [7],
the periodic event-triggered control (PETC) is inves-
tigated where the states need to be monitored accord-
ing to a fixed period. The data are processed by the
event generator at the time of each period to determine
whether the controller is updated. Analogically, the
same objective is also covered in the self-triggered con-
trol strategy [8]. That the self-triggered control com-
putes the next sampling time or update time ahead of
time based on the acquired data mainly distinguishes
from the event-triggered control [9]. In recent years,
ETC has also been applied to hybrid systems [10] and
distributed process control of unmanned aerial vehicle
[11]. However, few results were addressed for ETC of
piecewise affine systems with input saturation. In the
following, previous work on the ETC of systems with
input saturation and piecewise affine systems will be
briefly discussed.

One of the important issues for ETC lies in controller
design together with the event-triggering condition.
Event-triggered synthesis approaches are researched
for discrete-time linear systems with bounded exoge-
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nous disturbance in [12]. In [13], a controller synthe-
sis approach is proposed by regarding a quadratic cost
function as the control performance. Recently, event-
triggered control has been addressed with input satu-
ration through the different approaches. A procedure
is proposed in [5] to design a feedback controller that
maximizes the domain of attraction is achieved of the
linear system under a given event-triggering condition.
In [14], a method of designing a triggering function is
proposed to ensure the asymptotic stability of a PI-
controlled plant. A cone complementarity lineariza-
tion algorithm is proposed in [15] for solving the non-
convex optimization problem in order to research the
co-design of controller with saturation.

Piecewise affine (PWA) systems have wide applica-
tions in control systems because they can be considered
as a powerful tool for approximating nonlinear systems
[16–18]. There have been many existing results on sta-
bility analysis and controller design of PWAsystems.A
method for designing a chaotic generator by usingPWA
system is proposed in [19]. In [20], the domain infor-
mation of the current state is included into the stability
criteria for reducing conservativeness. A new approach
for characterizing domains of attraction for PWA sys-
tems based on the discrete transition functions is given
in [21]. In [22], an improved Lyapunov–Krasovskii
functional method is used to study PWA systems with
time delay. A piecewise quadratic Lyapunov function
method which is suitable for Lur’e systems is proposed
in [23], but the result cannot be directly extended to
PWA systems with a more general state space polyhe-
dral partition. In [24], a piecewise Lyapunov function
method is proposed by combining the quadratic func-
tions of all the regions dividing the state space. The sta-
bility conditions are expressed by the cone-constraint
inequality, which can be transformed into an LMI. The
problem of robust and reliable H∞ static output feed-
back control with time delay is discussed for uncertain
PWA systems in [25].

On the other hand, most of the practical controllers
are constrained. The controller which ignores the con-
strained design may reduce the performance of the sys-
tem and even lead to instability of the system. There-
fore, it is necessary to study the control input saturation.
In the context of input saturation, an LMI-based robust
stability analysis and controller design were presented
for discrete-time PWA systems subject to input satu-
ration in [26], where also the domain of attraction is
estimated. The literature [27] considers both input and

state constraints, and l2-gain control is studied. And the
measurement and maximization of disturbance toler-
ance is investigated. However, the problem of network
data transmission is not considered in the literature.
Delay or packet loss of network data transmission will
affect the performance of the system.Wehope to reduce
thewaste of network resources as far as possible. There-
fore, event-triggered control of piecewise affine system
subject to input saturation is proposed in this paper.

This paper considers the controller design under an
event-triggering strategy for discrete-time PWA sys-
tems with input saturation. The local stability condi-
tion is proposed. Then, the event-triggered controller
is designed and the problem of estimate the system’s
domain of attraction is solved. Meanwhile, an opti-
mization approach is given to maximize the domain of
attraction. The simulation results show that the size of
the domain of attraction is related to a design parameter
of the event-triggering condition. Compared with the
previous literature in [14,26], the main contributions
of this paper are: (i) the stability of the PWA systems
with input saturation is addressed by using a sector
condition, (ii) the approaches of estimating and maxi-
mizing the domain of attraction for PWA systems are
proposed, and (iii) the number of controller updates and
the waste of network resources are reduced by using
event-triggering scheme.

This paper consists of five sections. In Sect. 2, the
PWA system is introduced and some preliminary def-
initions and lemmas are given. The main approach of
controller design with input saturation under the event-
triggered strategy is proposed in Sect. 3 . Simulations
of numerical examples are presented in Sect. 4. Finally,
a conclusion is given in Sect. 5.

Notation: ‖ · ‖ stands for the Euclidean norm. tr(X)

denotes the trace of square matrix X and diag(X,Y)

denotes a block diagonal matrix. For a symmetric
matrix X ∈ R

n×n , we write X > 0 to represent that

the matrix X is positive definite. A matrix

(
A ∗
B C

)
rep-

resents a symmetric matrix

(
A BT

B C

)
.

2 Problem formulation

Considering a discrete-time PWA system with input
saturation of the form{

x(k + 1) = Ai x(k) + Biu(k) + ai
u(k) = sat(v(k)) for x(k) ∈ χ i , i ∈ ℘,

(1)
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with Ai ∈ R
n×n being the systemmatrix of i-th subsys-

tem, Bi ∈ R
n×m being the input matrix of i-th subsys-

tem, ai ∈ R
n being the affine term of i-th subsystem,

x(k) ∈ R
n being the state vector, u(k) ∈ R

m being
the control input, and v(k) ∈ R

m being a control input
signal without saturation. The sat(·) represents the non-
linear saturation function defined by

sat(v(k)) =

⎧⎪⎨
⎪⎩

− u0 if v(k) < −u0
v(k) if − u0 ≤ v(k) ≤ u0
u0 if u0 < v(k),

(2)

where u0 is the saturated value of the controller under
symmetric saturation.

A partition of the state space can be donewith closed
polyhedral cells χ i = {x | Li x + l i ≥ 0}i∈℘ ∈ R

n ,
with Li ∈ R

n×n, l i ∈ R
n . ℘ is the index set of these

polyhedral cells. ℘ can be divided into ℘ = ℘0
⋃

℘1,
where ℘0 is the set of indices that contains the origin
and℘1 is the set of indices that does not contain origin.

Considering that the evolvement of the trajectory for
discrete-time systems may transit from one region to
another, let Ω denote index pairs which represent the
possible transitions of the state trajectories, that is,

Ω = {(i, l) | x(k) ∈ χ i , x(k + 1) ∈ χ l , i, l ∈ ℘}.
When the state trajectories transmit from region χ i to
χ l at instant k, the system dynamics is determined by
the local model dynamics of χ i .

Remark 1 Themain purpose of event-triggered control
is to reduce data transmission. In ETC, the task is exe-
cuted when the event occurs, by violating the specific
event-triggering condition. When the event-triggering
condition (6) is violated, the event is triggered. The
memory saves the state value of the current step. Other-
wise, the controller is obtained by using the state value
of the last event triggered by the memory. The ZOH in
Fig. 1 can be seen as the memory. As shown in Fig. 1,
when the event occurs, the switch is closed. The state
is transmitted through ZOH to the controller and ZOH
updates the state value. When the event does not occur,
the switch is open and the ZOH keeps the state value
of the last event. So, the controller is not updated.

An ellipsoidal description of PWA systems is often
used to approximate the polyhedral cells. The ellip-
soidal description requires less parameters than poly-
topic description, and it can establishLMI-based condi-
tions to solve controller synthesis problems in an easy

Fig. 1 Closed-loop event-triggered control

way. To describe the ellipsoid, we assume that there
exist matrices Ei ∈ R

m×n and f i ∈ R
m such that

χ i ⊆ εi , where

εi = {x |‖ Ei x + f i ‖≤ 1, i ∈ ℘}. (3)

The ellipsoids εi can be rewritten as
(
x
1

)T (
ET
i Ei ∗

f Ti Ei f Ti f i − 1

) (
x
1

)
≤ 0. (4)

Specially, when each polyhedral cell χ i is a slab, called
piecewise affine slab system. If χ i = {x | d1 < cTi x <

d2}, then the ellipsoidal matrices Ei , f i can be given
by Ei = 2cTi /(d2−d1) and f i = −(d2+d1)/(d2−d1)
via the degenerate ellipsoid [28,29].

In this paper, the state feedback control law is con-
sidered as

v̂(k) = K i x̂(k) + mi , (5)

where K i ∈ R
m×n and mi ∈ R

m are controller gains
of i-th subsystem designed later, and x̂(k) indicates the
state value of the last event-triggered defined by

x̂(k) =
{
x(k) if v(k) is updated

x̂(k − 1) if v(k) is not updated.
(6)

The event-triggering condition for the PWA system
(1) will be given in Sect. 3.

We define the event-triggering time as:

k0, k1, k2, . . . , kd , kd+1, . . .

so the (6) can be rewritten as

x̂(k) =
{
x(kd+1) if k = kd+1

x(kd) if k ∈ [kd kd+1).
(7)

k = kd and k = kd+1 represent that the system is at the
time of event triggering. k ∈ (kd kd+1) indicates that
the system is between two event-triggered time.
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(a) (b)

Fig. 2 a Saturation nonlinearity and b dead-zone nonlinearity

The error variable is defined as

e(k) = v̂(k) − v(k)

= K j x̂(k) + m j − K i x(k) − mi , i, j ∈ ℘
(8)

where e(k) is the input difference between the value of
controller update when the last event is triggered and
the actual desired control effect. We assume that the
state of system is located in the j-th subsystem when
last event occurs and in the i-th subsystem of current
step ( j = i or j 	= i). K j ,m j are controller gains
designed for the j-th subsystem when the last event
triggers. K i ,mi are controller gains designed for the
i-th subsystem. x̂(k) indicates the state value saved by
ZOH when the last event occurred. v̂(k) is the updated
value of the controller when the last event occurred.
v(k) is actual desired control effect.

In order to transform the saturation nonlinearity into
dead-zone nonlinearity, a dead-zone function is defined
by

sat(v(k)) = φ(v(k)) + v(k), (9)

with

φ(v(k)) =

⎧⎪⎨
⎪⎩

− u0 − v(k) for v(k) < −u0
0 for − u0 ≤ v(k) ≤ u0
u0 − v(k) for u0 < v(k).

The saturation nonlinearity characteristics for sat(v(k))
and for φ(v(k)) are shown in Fig. 2.

The system (1) with the substitution of (8) and (9)
is equivalent to

x(k + 1) = Ai x(k) + Bi e(k) + Biφ(v(k)) + ai ,

(10)

where Ai = Ai + Bi K i , ai = Bimi + ai .
The following are definitions and lemmas used in

the paper.

Definition 1 Given a symmetricmatrix P i > 0, i ∈ ℘

and a scalar ρ > 0, the set ξ(P i , ρ) represents the ellip-
soid

ξ(P i , ρ) = {x ∈ R
n : xT P i x ≤ ρ}. (11)

Definition 2 A region χ i is a region of asymptotic sta-
bility (RAS) with respect to the origin of system (1) if
0 ∈ χ i and x(k) → 0 as k → ∞ ∀x0 ∈ χ i .

Due to the existence of controller saturation non-
linearity, regional asymptotic stability of PWA system
can be achieved instead of the global asymptotic sta-
bility. Therefore, the domain of attraction defined as⋃

i∈℘(ξ(P i , 1)
⋂

χ i ) is estimated by the ellipsoidal
approximation.

Lemma 1 [30] For all v,ω ∈ R
m, if v and ω are ele-

ments of the set which is defined as

S(v − ω,−u0, u0) = {−u0 ≤ (v − ω) ≤ u0},
for the dead-zone nonlinearity φ(v(k)), the following
inequality holds

φT (v(k))T (φ(v(k)) + ω) ≤ 0, (12)

where T ∈ R
m×m is a diagonal positive definite matrix

and ω = H i x + gi , with H i ∈ R
m×n, gi ∈ R

m.

Remark 2 For asymmetric saturation, i.e.,
umin 	= umax. The saturation function (2) becomes

sat(v(k)) =

⎧⎪⎨
⎪⎩

− umin if v(k) < −umin

v(k) if − umin ≤ v(k) ≤ umax

umax if umax < v(k),

(13)

where −umin, umax ∈ R
m are the minimum and maxi-

mum values of the saturated control input, respectively.
Asymmetric saturation of the controller can be con-
verted to symmetric saturation by translating the coor-
dinate system, i.e.,

umin + u = umax − u = u0, (14)

where u is a vector of Rm . Without loss of general-
ity, we mainly discuss the symmetric saturation of the
controller.

Considering the system (1) with the input saturation
of the formulation (2), the input saturation problem
is effectively solved by designing an event-triggered
controller while reducing the number of event triggers
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which is the number of controller updates. Figure 1
describes the network data transmission of a closed-
loop system, and by using ETC the number of data
transmission between nodes is reduced, thereby sav-
ing communication bandwidth and resources. Thus, the
problem can be formalized as

Problem 1 Design the controller gains for a given σ

in the event-triggering strategy (6) to ensure that the
system (1) is locally asymptotically stable with input

saturation for any initial condition, while the number
of control input updates is reduced.

3 Main result

An event-triggering strategy is proposed, and the event-
triggered controller of form (5) is designed based on
the strategy such that system (1) is regional stable in a
target set via a quadratic Lyapunov function.

Whether the control signal v(k) is updated depends
on the event generator which is given by

‖e(k)‖ ≤ σ‖K i x(k) + mi‖, (15)

where σ ∈ (0, 1). Based on the event generator (15),
the event-triggering condition can be written as

x̂(k) =
{
x(k) if ‖e(k)‖ > σ‖K i x(k) + mi‖
x̂(k − 1) if ‖e(k)‖ ≤ σ‖K i x(k) + mi‖.

(16)

Remark 3 For a set-point control, the reference state
xeq can be shifted to the origin. The event generator is
adapted as

‖e(k)‖ ≤ σ‖K i (x(k) − xeq) + mi‖. (17)

Next, we give a theorem which provides a solution
to Problem 1.

Theorem 1 For a given σ in event-triggering strategy
(15), if there exist a diagonal positive definite matrix
T ∈ R

m×m, symmetric and positive definite matrix
Qi ∈ R

n×n, matrices W i , Gi ∈ R
m×n, � i , hi ∈ R

m

and scalars αi > 0, βi > 0, i, l ∈ ℘ such that the
following LMIs hold

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Qi + Qi E
1/2
i + E

1/2
i Qi − βi I ∗ ∗ ∗ ∗ ∗

0 αi I ∗ ∗ ∗ ∗
2TGi 0 2T ∗ ∗ ∗
f Ti Ei Qi 0 2Thi βi f Ti f i − βi ∗ ∗

Ai Qi + BiW i αi Bi Bi βi ai P−1
l ∗

W i 0 0 � i 0 αi
σ 2 I

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

> 0, f or l ∈ ℘1, (i, l) ∈ Ω, (18a)

⎛
⎜⎜⎜⎜⎝

Qi ∗ ∗ ∗ ∗
0 αi I ∗ ∗ ∗

2TGi 0 2T ∗ ∗
Ai Qi + BiW i αi Bi Bi Ql ∗

W i 0 0 0 αi
σ 2 I

⎞
⎟⎟⎟⎟⎠ > 0, f or l ∈ ℘0, (i, l) ∈ Ω, (18b)

⎛
⎝ Qi ∗ ∗

0 0 ∗
W i( j) − Gi( j) � i( j) − hi( j) u20( j)

⎞
⎠ ≥ 0,

f or i ∈ ℘, j ∈ [1,m],
(19)

where W i( j), Gi( j),� i( j), hi( j) are the j-th row of
W i , Gi ,� i , hi . Then, the PWA system (1) is locally
asymptotically stable with K i = W i P i , P i = Q−1

i
and region

⋃
i∈℘(ξ(P i , 1)

⋂
χ i ) is a RAS for system

(1) under the event-triggering strategy (15).

Proof Assuming that the state x(k) transits from region
χ i to χ l , i, l ∈ ℘, and considering a piecewise
quadratic Lyapunov function V = xT P i x, and 
V =
xT (k + 1)P l x(k + 1) − xT (k)P i x(k). Assuming that
x ∈ S(v−ω,−u0, u0) and applying Lemma 1, we can
write


V ≤ 
V − 2φT (v(k))T (φ(v(k)) + ω). (20)

Thus, after some algebraic manipulations, we get


V ≤

⎛
⎜⎜⎝

x(k)
e(k)

φ(v(k))
1

⎞
⎟⎟⎠

T

M

⎛
⎜⎜⎝

x(k)
e(k)

φ(v(k))
1

⎞
⎟⎟⎠ , (21)
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with

M =

⎛
⎜⎜⎜⎝

A
T
i P l Ai − P i ∗ ∗ ∗
BT
i P l Ai BT

i P l Bi ∗ ∗
BT
i P l Ai − 2TH i BT

i P l Bi BT
i P l Bi − 2T ∗

aTi P l Ai aTi P l Bi aTi P l Bi − 2T gi aTi P l ai

⎞
⎟⎟⎟⎠ .

(22)

Therefore, 
V ≤ 0 can be obtained as long as M ≤ 0.
The event-triggering condition is

eT (k)e(k) ≤ σ 2(K i x(k) + mi )
T (K i x(k) + mi ),

(23)

which is equivalent to

⎛
⎜⎜⎝
x(k)
e(k)
φ(v)

1

⎞
⎟⎟⎠

T ⎛
⎜⎜⎝

σ 2K T
i K i ∗ 0 ∗
0 −I 0 ∗
0 0 0 0

σ 2mT
i K i 0 0 σ 2mT

i mi

⎞
⎟⎟⎠

⎛
⎜⎜⎝
x(k)
e(k)
φ(v)

1

⎞
⎟⎟⎠ ≥ 0.

(24)

With the S-procedure, we combine (4), (22) and (24) to

⎛
⎜⎜⎜⎝

P i − A
T
i P l Ai − κiσ

2K T
i K i + γi ET

i Ei

−BT
i P l Ai

2TH i − BT
i P l Ai

−aTi P l Ai − κiσ
2mT

i K i + γi f Ti Ei

∗ ∗
−BT

i P lBi + κi I ∗
−BT

i P lBi 2T − BT
i P lBi

−aTi P lBi 2T gi − aTi P lBi

∗
∗
∗

γi f Ti f i − γi − aTi P lai − κiσ
2mT

i mi

⎞
⎟⎟⎠ > 0.

(25)

Applying the Schur complement again leads to

⎛
⎜⎜⎜⎜⎜⎜⎝

P i + γi ET
i Ei ∗ ∗ ∗ ∗ ∗

0 κi I ∗ ∗ ∗ ∗
2TH i 0 2T ∗ ∗ ∗

γi f Ti Ei 0 2T gi γi f Ti f i − γi ∗ ∗
Ai Bi Bi ai P−1

l ∗
K i 0 0 mi 0 1

κiσ
2 I

⎞
⎟⎟⎟⎟⎟⎟⎠

> 0.

(26)

Pre-/post-multiplying by diag
(
P−1
i , 1

κi
, I, 1

γi
, I, I

)
,

which as a congruence transformation, (26) results in
⎛
⎜⎜⎜⎜⎜⎜⎜⎝

P−1
i + γi P

−1
i ET

i Ei P
−1
i ∗ ∗ ∗ ∗ ∗

0 1
κi
I ∗ ∗ ∗ ∗

2TH i P
−1
i 0 2T ∗ ∗ ∗

f Ti Ei P
−1
i 0 2Thi 1

γi
f Ti f i − 1

γi
∗ ∗

Ai P
−1
i + Bi K i P

−1
i

1
κi
Bi Bi

1
γi
ai P−1

l ∗
K i P

−1
i 0 0 1

γi
mi 0 1

κi σ
2 I

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

> 0.

(27)

The following inequality holds

(γ −1
i I − E

1/2
i Qi )

T γi I(γ
−1
i I − E

1/2
i Qi ) ≥ 0. (28)

The inequality (28) is equivalent to

γi Qi Ei Qi ≥ Qi E
1/2
i + E

1/2
i Qi − γ −1

i I . (29)

For l ∈ ℘0, note that mi , i ∈ ℘ must be chosen as 0.
Through similar derivation, the LMI can be written as
(18b).

Therefore, (27) is transformed to (18a) by substitut-
ing W i = K i P

−1
i , Gi = H i P

−1
i ,� i = βimi , hi =

βi gi , Qi = P−1
i and Ei = ET

i Ei , αi = 1
κi
, βi = 1

γi
.

Now, we show that (19) ensures x ∈ S(v −
ω,−u0, u0), providing x(0) ∈ ⋃

i∈℘(ξ(P i , 1)
⋂

χ i ).

Pre- andpost-multiplying (19) by thediag
(
P i γi I I

)
and applying Schur complement twice, the following
inequality holds for j = 1, . . . ,m(

P i 0
0 0

)
− (

(K i( j) − H i( j)) (mi( j) − gi( j)
)T 1

u20( j)(
(K i( j) − H i( j)) (mi( j) − gi( j))

) ≥ 0.

(30)

Pre- and post-multiplying (30) by

(
x
1

)T

and

(
x
1

)
,

respectively, (30) implies that

xT P i x − [(K i( j) − H i( j))x + (mi( j) − gi( j))]T
1

u20( j)

[(K i( j) − H i( j))x + (mi( j) − gi( j))] ≥ 0.

(31)

By substituting v = K i x + mi and ω = H i x + gi ,
(31) is transformed into

‖v − ω‖ ≤ u20x
T P i x. (32)

If x(k) ∈ ξ(P i , 1) ≤ 1 at instant k, x(k) ∈ S(v −
ω,−u0, u0) can be concluded. Hence, we can con-
clude that if x(0) ∈ ξ(P i , 1), i ∈ ℘, (19) effec-
tively guarantees that x(k) ∈ S(v − ω,−u0, u0)
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and 
V ≤ 0 ∀k ≥ 0, which guarantees that⋃
i∈℘(ξ(P i , 1)

⋂
χ i ) is domain of attraction of system

(1). That is, all trajectories of system (1) will remain in
the set

⋃
i∈℘(ξ(P i , 1)

⋂
χ i ).

This completes the proof. �

Remark 4 The controller designed in our paper is
expressed as v̂(k) = K i x̂(k)+mi . The role of mi is to
handle affine item ai in the i-th subsystem. We define
that ℘0 is the set of indices that contains the origin.
i ∈ ℘0 indicates that the i-th subsystem contains the
origin. That is, ai = 0 and the i-th subsystem is a linear
system like x(k+1) = Ai x(k)+Bi v̂(k). Therefore, the
controller in the i-th subsystem is defined for a linear
system. The controller is defined as v̂(k) = K i x̂(k).

Remark 5 We use the interior point algorithm to solve
LMIs inTheorem1.The number of free scalar variables
is N = (n + 1)(n + 2m) + m, where n represents the
dimension of the system and m represents the dimen-
sion of the controller.

The regional asymptotic stability of the PWAsystem
(1) is achieved by Theorem 1 regardless of Ai , i ∈ ℘

being Hurwitz. However, if matrix Ai , i ∈ ℘ is Hur-
witz, global asymptotic stability can be achieved. This
result is not a trivial simplification of Theorem 1 since
the PWA system also can be modeled as switched sys-
tem, where the switched system may be unstable even
though each subsystem Ai is Hurwitz [31]. Therefore,
a corollary is given as follows.

Corollary 1 For a given σ in event-triggering strategy
(15), if there exist a diagonal positive definite matrix
T ∈ R

m×m, symmetric and positive definite matrix

Qi ∈ R
n×n, matrices W i ∈ R

m×n, � i ∈ R
m and

scalars αi > 0, βi > 0, i, l ∈ ℘, such that the follow-
ing LMIs hold

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Qi + Qi E
1/2
i + E

1/2
i Qi − βi I ∗ ∗ ∗ ∗ ∗

0 αi I ∗ ∗ ∗ ∗
2TW i 0 2βiT ∗ ∗ ∗
f Ti Ei Qi 0 2T� i βi f Ti f i − βi ∗ ∗

Ai Qi + BiW i αi Bi βi Bi βi ai Ql ∗
W i 0 0 � i 0 αi

σ 2 I

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

> 0, f or l ∈ ℘1, (i, l) ∈ Ω, (33a)

⎛
⎜⎜⎜⎜⎝

Qi ∗ ∗ ∗ ∗
0 αi I ∗ ∗ ∗

2TW i 0 2T ∗ ∗
Ai Qi + BiW i αi Bi Bi Ql ∗

W i 0 0 0 αi
σ 2 I

⎞
⎟⎟⎟⎟⎠ > 0, f or l ∈ ℘0, (i, l) ∈ Ω, (33b)

then, the globally asymptotically stable of PWA system
(1) is achieved under the event-triggering strategy (15).

Proof The proof of Corollary 1 is similar as the proof
of Theorem 1 by using υ = ω such that H i =
K i , gi = mi which is a global generalized sector con-
dition. It is obvious that Lemma 1 is verified ∀x ∈
S(v − ω,−u0, u0) [30]. �
Remark 6 In the case of global stability, the domain
of attraction is the whole state space of the system. So
there is no need to describe the domain of attraction.
For the global case, considering υ = ω, the sector con-
dition (12) in Lemma 1 is globally satisfied.

The controller gains K i ,mi , i ∈ ℘ and correspond-
ing domains of attraction can be obtained by solving
the LMIs in Theorem 1. However, we hope to the
domain of attraction as large as possible. Therefore,
an optimization problem can be proposed by minimiz-
ing tr(P i ), i ∈ ℘. Based on the discussion above, the
optimization problem can be described as

Problem 2 For a given σ in the event-triggering con-
dition (6) design an event-triggered controller (5) that
guarantees the domain of attraction is maximized.

A solution to Problem 2 is given by solving the fol-
lowing optimization problem:

min
Wi Qi

tr(Q−1
i ),

i ∈ ℘ subject to (18a), (18b)and(19) (34)

Remark 7 The trace of Q−1
i is an convex function [32].

Hence, the optimization problem can be effectively
solved by using the toolbox CVX in MATLAB [33].
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4 Numerical examples

Examples are considered to show the effectiveness of
the approach proposed in this paper. We consider two
examples: One is an inverted pendulum model, and the
other one is the tunnel diode model. The PWA systems
are modeled by approximate linearization methods.
Then, the discrete-time PWA systems can be obtained
by discretization. Using Theorem 1 in Sect. 3, we can
obtain the feedback gains K i and mi of the each sub-
system and the domain of attraction is estimated. The
maximal domain of attraction can be obtained by solv-
ing optimization problem2.Wecompare the simulation
results for σ having different values. The update rate is
defined as the ratio of the number of events that occur
and the total number of measurements.

Example 1 Consider the inverted pendulum system as
shown in Fig. 3 which is the actual model of inverter
pendulum. θ indicates angular displacement of pendu-

lum. Let
(
x1 x2

)T = (
θ θ̇

)T
. The inverter pendulum

model with saturation level u0 = 5 is considered as
[34]:{
ẋ1 = x2

ẋ2 = −0.1x2 + sin(x1) + sat(u)

The characteristic of nonlinear function sin(x1) is
modeled by PWA function. The approximation effect
is shown in Fig. 4. The approximation of the equation
is described by

sin(x1) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

− 0.85x1 − 2.6, − 4 < x1 < −2

− 0.9, − 2 < x1 < −1

0.9x1, − 1 < x1 < 1

0.9, 1 < x1 < 2

2.6 − 0.85x1, 2 < x1 < 4.

Therefore, the discrete model parameters of each
subsystem are, respectively,

A1 =
(

0.9958 0.0994
−0.0845 0.9858

)
, B1 =

(
0.0050
0.0994

)
,

a1 =
(−0.0129

−0.2583

)
, x ∈ χ1

A2 =
(
1 0.0995
0 0.9900

)
, B2 =

(
0.0050
0.0994

)
,

a2 =
(−0.0045

−0.0896

)
, x ∈ χ2

A3 =
(
1.0045 0.0997
0.0897 0.9945

)
, B3 =

(
0.0050
0.0994

)
,

Fig. 3 Inverted pendulum

Fig. 4 PWA approximation of sin(x1)

a3 =
(
0
0

)
, x ∈ χ3

A4 =
(
1 0.0995
0 0.9900

)
, B4 =

(
0.0050
0.0994

)
,

a4 =
(
0.0045
0.0896

)
, x ∈ χ4

A5 =
(

0.9958 0.0994
−0.0845 0.9858

)
, B5 =

(
0.0050
0.0994

)
,

a5 =
(
0.0129
0.2583

)
, x ∈ χ5.

The five domains of the system can be described by
ellipsoids (3), and the corresponding parameters are
E1 = (

1, 0
)
, f 1 = 3, E2 = (

2, 0
)
, f 2 = 3,

E3 = (
1, 0

)
, f 3 = 0, E4 = (

2, 0
)
, f 4 = −3,

E5 = (
1, 0

)
, f 5 = −3. By applying Theorem 1, the

feedback gains (consider σ = 0.3) are, respectively,
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Fig. 5 Simulations of the state and saturated control input sat(u)

Sampling
0 20 40 60 80 100

E
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0
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0.4

0.6

0.8

1

Fig. 6 The event is triggered with σ = 0.3

K 1 = (−16.0805 −7.8301
)
, m1 = 4.5255

K 2 = (−16.6310 −9.1267
)
, m2 = 5.9048

K 3 = (−16.8699 −7.2586
)
, m3 = 0

K 4 = (−16.6310 −9.1267
)
, m4 = −5.9048

K 5 = (−16.2014 −7.8720
)
, m5 = −4.4509,

and the Lyapunov matrices can be obtained as

P1 =
(
5.2362 0.5641
0.5641 0.2632

)
, P2 =

(
5.5719 0.5432
0.5432 0.2611

)
,

P3 =
(
4.9696 0.6619
0.6619 0.2309

)
, P4 =

(
5.5719 0.5432
0.5432 0.2611

)
,

P5 =
(
5.2216 0.5589
0.5589 0.2594

)
.

Figures 5, 6, and 7 show the simulation results by
using Theorem 1. The simulation time is 10 seconds.

Under the initial condition x(0) = (
0.5 0.5

)T
, the sim-

ulations of state and saturated controller are shown in
Fig. 5. As can be seen from Fig. 5, the states of the sys-
tem and controller which is saturated converge to the

x1

-6 -4 -2 0 2 4 6

x 2

-30

-20

-10

0

10

20

30
σ=0.3
σ=0.1
σ=0.05

(a)

(b)

x1

-4 -3 -2 -1 0 1 2 3 4

x 2

-30

-20

-10

0

10

20

30
σ=0.3
σ=0.1
σ=0.05

Fig. 7 Estimated domains of attractionwith different σ in event-
triggering condition (6)

Table 1 Comparison of different update rates with different σ

in Example 1

σ 0.05 0.1 0.3 0.5 0.7

Update rate 98% 94% 58% 49% 29%

origin. Event triggers are shown in Fig. 6 (the “0” is not
triggered, and the “1” is triggered). Meanwhile, Fig. 7
shows the domain of attraction with different parame-
ters σ . Especially, the figure (a) shows the domain of
attraction that we estimated using the ellipsoid, and the
figure (b) shows the domain of attraction correspond-
ing to the region decided by the range of state x1 in
Example 1 using Theorem 1. It can be seen that the
estimated domain of attraction becomes smaller as the
parameter σ becomes larger due to the fewer number
of event triggers. Table 1 contains a comparison of the
update rate with different event-trigger parameters σ .
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Fig. 8 Domains of attraction by solving optimization problem
for different σ

It gives evidence that the event-triggered control leads
to great effect in terms of the reduction of the waste of
resources.

Next,we solve the corresponding optimization prob-
lem and the corresponding Lyapunov matrices can be
obtained as (considering σ = 0.3)

P1 =
(

0.0025 2.7140 × 10−4

2.7140 × 10−4 1.2457 × 10−4

)
,

P2 =
(

0.0028 2.8010 × 10−4

2.8010 × 10−4 1.3892 × 10−4

)
,

P3 =
(

0.0025 3.5142 × 10−4

3.5142 × 10−4 1.2837 × 10−4

)
,

P4 =
(

0.0028 2.8010 × 10−4

2.8010 × 10−4 1.3892 × 10−4

)
,

P5 =
(

0.0026 2.8994 × 10−4

2.8994 × 10−4 1.4239 × 10−4

)
.

With these values, less conservativeness can be
obtained as shown in Fig. 8. The figure (b) in Fig. 8 rep-

x1

-30 -20 -10 0 10 20 30

x 2

-100

-50

0

50

100 Our approach
Approach in [25]

Fig. 9 The comparison of domain of attraction with Literature
[27] under the same parameter σ = 0.3

resents the domain of attraction corresponding to the
region decided by the range of state x1 in Example 1 by
solving Problem 2. Compared to the results obtained
from Theorem 1, it can be seen that the domain of
attraction obtained by solving optimization problem 2
is always larger than the ones from Theorem 1. This
proves the effectiveness of the optimization problem
that we proposed.

Figure 9 shows the domain of attraction by com-
paring the optimization method proposed in Problem 2
with the literature [27] optimization method. The red
line indicates the domain of attraction obtained by solv-
ing the optimization Problem 2, and the blue line indi-
cates the domain of attraction obtained by solving the
optimization problem in the literature [27]. It can be
clearly seen that the domain of attraction obtained by
using our optimization method is obviously larger than
by using the method in literature [27]. The advantages
of our optimization method are proved.

Example 2 Consider the follow tunnel diode (Fig. 10)
[35,36].

ẋ =
(−30 −20
0.05 0

)
x +

(
24

−50g(x2)

)
+

(
20
0

)
u. (35)

The nonlinear function g(x2) is modeled by PWA
function. The approximation effect is shown in Fig. 11,
and the polytopic regions can be generated as

χ1 = {x ∈ R
2| − L < x2 < 0.2},

χ2 = {x ∈ R
2|0.2 < x2 < 0.6},

χ3 = {x ∈ R
2|0.6 < x2 < L},

where L is set to 1 × 104.
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Fig. 10 Tunnel diode circuit

Fig. 11 PWA approximation of g(x2)

We aim at designing a controller that stabilizes the sys-

tem to equilibrium point xeq.3 = (
0.3714 0.6429

)T
of χ3 in the presence of input saturation. The three
domains of the system can be described by ellip-
soids, and the corresponding parameters are E1 =(
0, 0.0002

)
, f 1 = 1, E2 = (

0, 5
)
, f 2 = 1.2143,

E3 = (
0, 0.0002

)
, f 3 = −1. The simulation time is

10 seconds, and the initial state is x(0) = (
0.5 1

)T
.

The state responses and control input of the system
are shown in Fig. 12. The state stabilizes to equilibrium

point xeq.3 = (
0.3714 0.6429

)T
and control effect

converges to zero. Especially, the control effect can be
clearly observed in figure (b) of Fig. 12 with the simu-
lation time of 2 seconds. Table 2 gives the results from
the application of Theorem 1 with the variation of the
update rate under different values ofσ . Figure 13 shows
the corresponding domains of attraction with different
σ by solving the optimization problem. The figure (b)
in Fig. 13 is the domain of attractionmade local magni-

Fig. 12 Simulations of the state and saturated control input
sat(u)

Table 2 Comparison of different update rates with different σ

in Example 2

σ 0.05 0.08 0.1 0.2

Update rate 88.2% 15.5% 13% 6.3%

fication of the left figure in Fig. 13 in the second subsys-
tem χ2 = {x ∈ R

2|0.2 < x2 < 0.6}. A larger domain
of attraction can be obtained by choosing a smaller σ ,
while the number of controller updates has increased.

5 Conclusion

In this paper, by introducing the nonlinear dead-zone
function, we transform the problem of saturation into
solving the problem of nonlinear dead-zone func-
tion. We first propose an event-triggering strategy and
approach of controller synthesis for PWA systems
subject to input saturation. The controller gains are
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Fig. 13 Domains of attraction by solving optimization problem
for different σ

obtained by solving the LMIs, and the domain of attrac-
tion is estimated. This approach guarantees regional
asymptotic stability for given a initial condition for
PWA systems. We also extend the approach to achieve
global asymptotic stability. Further, the optimization
problem for obtaining the maximal domain of attrac-
tion is achieved.

For future research, the event-triggered control of
PWA systems will be discussed by combining input
constraints and state constraints. In addition, the con-
vex hull method is used to deal with input saturation.
Comparing the advantages and disadvantages of two
methods is also our future consideration.
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