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Abstract In this paper, a novel technique for syn-
thesizing static anti-windup compensator (AWC) is
explored for dynamic nonlinear plants with state inter-
val time-delays, exogenous input disturbance, and
input saturation nonlinearity, by means of reformu-
lated Lipschitz continuity property. A delay-range-
dependent approach, basedonWirtinger-based inequal-
ity, is employed to derive a condition for finding the
static AWC gain. By using the Lyapunov–Krasovskii
functional, reformulated Lipschitz continuity property,
Wirtinger-based inequality, sector conditions, bounds
on delay, range of time-varying delay, and L2 gain
reduction, several conditions are derived to guarantee
the global and local stabilization of the overall closed-
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loop system. Further, when the lower time-delay bound
is zero, the delay-dependent stabilization condition is
derived for saturated nonlinear time-delay systems as a
particular scenario of the suggested static AWC design
approach. Furthermore, a static AWC design strat-
egy is also provided when a delay-derivative bound is
not known. An application to the nonlinear dynamical
system is employed to demonstrate the usefulness of
the proposed methodologies. A comparative numeri-
cal analysis with the existing literature is provided to
show the superiority of the proposed AWC results.

Keywords Static anti-windup compensator · Con-
strained nonlinear time-delay systems · Linear
parameter varying (LPV) · Reformulated Lipschitz
condition · L2 gain

1 Introduction

Time-delays and actuator saturation nonlinearities are
frequently encountered in many fields of engineering
and nonlinear science. Controlling linear, nonlinear,
and time-delay systems under input nonlinearity is get-
ting significant research consideration, throughout the
past years [1–4]. All real-world dynamical systems are
subjected to practical restrictions [5,6], such as con-
strained dimensions and restricted control capability. A
control signal is delivered to a plant via actuators, and a
practical actuator cannot supply an unrestrained energy
signal. The careless treatment of the input actuator satu-
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ration not only causes performance degradation such as
oscillations, divergence, undershoots, overshoots, and
instability, but also leads to fatalities (see [7–9] and
references therein). Controller design without consid-
ering the windup phenomenon produces undesirable
performance as an aftermath of the actuator satura-
tion [9,10]. Over the past decade, several techniques
have been developed to mitigate the windup effects,
such as robust and H∞ optimal control based schemes
[11], adaptive fuzzy control [12], linear matrix inequal-
ity (LMI)-based optimization techniques [8,9,13], full-
order dynamic anti-windup compensator (AWC) [9],
low-order AWC [14], internal model control (IMC)-
based anti-windup [15], observer-based AWC [16],
static AWC [13], and dynamic anti-windup [8,17].
Some outcomes on AWC synthesis for linear systems
[11,18], feedback-linearizable nonlinear plants [17],
Takagi–Sugeno fuzzy systems [19], Lipschitz non-
linear systems [8,9], Markovian jump models [20],
Euler–Lagrange nonlinear systems [21], and nonlinear
dynamic inversion structures [22] have been previously
reported.

Feedback linearization-basedmulti-variable nonlin-
earAWCmethodology for constrained nonlinearmulti-
variable systems is suggested in [23], by employing
nonlinear μ-analysis. A set of conditions is derived
to ensure the local stabilization and performance of
the system. Further, the IMC-based AWC of [24] is
extended to multi-variable nonlinear systems. Static
AWC for time-varying uncertain Markovian jump sys-
tems with moderately unidentified transition rates is
investigated in [20]. Further, the developed result is
extended to the two types of Markovian jump systems
with totally known and unknown transition rates. The
LMI-based technique is recommended in [25] and an
approach for finding a static AWC gain by employing a
generalized sector condition along with enlargement of
a region of stability is studied.Aone-step instantaneous
design of multi-objective H∞ controller and a static
anti-windup for a class of nonlinear systems under
actuator constraints have been studied in [26]. Neces-
sary conditions for designing global and local AWC
to mitigate the windup effects in nonlinear systems
are anticipated. IMC-based AWC approach, for non-
linear plant with mathematical modeling errors, by uti-
lizing input-output linearization techniques, is explored
in [27]. Decoupled and IMC-based AWC architectures
are explored in [9], and global and regional AWC syn-
thesis for Lipschitz nonlinear systems are deliberated

in the same study. LMI-based static AWC for nonlinear
parameter-varying (NPV) systems is presented in the
recent work [28], and the resultant scheme is success-
fully implemented for an NPV DC-servo system.

Due to a wide range of applications of time-
delay systems in field of nonlinear science, networked
dynamical systems, industrial plants, chemical pro-
cesses, pneumatic structures, neural networks, electric
power grids, transmission lines, chemical and biolog-
ical processes, extensive consideration has been ded-
icated to the control of systems with time-delay dur-
ing the past years [4,19,29,30]. In numerous prac-
tical control systems, both the time-delay and actu-
ator saturation nonlinearity are present concurrently.
Both of these two complications are major sources of
performance retrogression and instability [4,29]. The
stabilization problem of uncertain time-delay plants
with unknown delays and actuator saturation is stud-
ied in [31] by employing the Razumikhin technique.
Lyapunov-based static AWC synthesis guaranteeing a
wide basin of attraction and the rapid convergency of
states of saturated linear time-delay systems has been
formulated in [32]. Nonlinear delayed AWC archi-
tectures are developed to attain the compensation for
windup consequences in nonlinear time-delay systems
in [33]. Several LMIs are derived to design dynamic
AWC for linear, nonlinear, and time-delay systems.
While in [34], the nonlinear delayed AWC methodol-
ogy of [33] has been extended using linear parameter-
varying (LPV) and Lipschitz reformulation techniques.
The stabilization problem of dynamical nonlinear sys-
tems with state time-delay and saturation nonlinearity
is an interesting research problem. Therefore, further
efforts are still required to explore the windup compen-
sation techniques for nonlinear time-delay systems.

AWC methodologies for nonlinear control systems
with and without time-delay have been previously pre-
sented in theworks [8,9,21,33,34]. In comparisonwith
these conventional schemes, the current study presents
a new anti-windup design for a class of nonlinear sys-
tems with state interval delays, exogenous input dis-
turbance, and input actuator saturation. The proposed
AWC design technique does not require the state of a
plant. AWC methods such as [8,9,21,33,34] are based
on the supposition that all the states of the plant are
accessible to the AWC block for compensation, as well
as activation. However, the utilization of additional
hardware to access all the states of a plant through sen-
sors can be costly and sometimes unrealizable. IMC-
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based schemes [35] can only be used to compensate
the saturation effects in asymptotically stable plants
and can offer poor performance when the dynamics
of a plant is slow. In contradistinction to the dynamic
AWC methodologies like [8,9,33,34], the proposed
static AWC is simple to implement as the static anti-
windup is composed of a constant proportional gain.
Further, the proposed AWC is activated upon satura-
tion of the control signal and deactivated immediately
on termination of the windup.

A new technique for global or local static AWC
design for delayed nonlinear models with state varying
time-delays, exogenous input disturbance, and input
actuator saturation is proposed in this study. Several
static AWC design conditions are developed by means
of the Lyapunov–Krasovskii functional, Wirtinger-
based inequality, reformulation of the Lipschitz conti-
nuity, sector constraints, bound on delay and its deriva-
tive, and L2 gain reduction. Local AWC design condi-
tions are provided for the case when global stabiliza-
tion condition cannot be achieved. Further, when the
lower time-delay bound is zero or the delay-derivative
bound is not known, the delay-dependent and delay-
rate-independent stabilization conditions are derived
for saturated nonlinear time-delay systems as particular
cases of the suggested static AWC design approach. A
new delay-range-dependent-based static AWC synthe-
sis technique by using linear parameter-varying (LPV)
theory for the Lipschitz nonlinear time-delay systems
under input saturation limitation and state delay is for-
mulated. In contrast to the existing works like [33,34],
improved delay-range-dependent methodology based
on Wirtinger-based inequality has been used to attain
feasibility result for a larger delay range. Hopfield neu-
ral network (HNN) is used to demonstrate the useful-
ness of the proposed methodologies and to show the
superiority over the existing techniques.

This article is arranged into five sections. Section 2
presents explanation of systems used in the study and
their reformulation. In Sect. 3, static anti-windup com-
pensator synthesis approaches are provided. Section 4
renders the simulation results. Section 5 presents con-
cluding remarks of the study.

Notations The symbol QT signifies transpose of
a real matrix Q. Q > 0 and Q ≥ 0 represent
a symmetric positive and a positive semi-definite
matrices. The i th row of Q is defined as Q(i).
‖w(t)‖ symbolizes the Euclidean norm of a vec-
tor w(t). ‖w(t)‖2 = [∫ ∞

0 ‖x‖2dt]1/2 denotes the

L2 norm. The saturation and dead-zone nonlineari-
ties are indicated by Nsat(.) and ζz(.), respectively.
diag(φ1(t), φ2(t), φ3(t), . . . , φn(t)) implies a diagonal
matrix. If ϕ(t) = (ϕ1(t), ϕ2(t), ϕ3(t), . . . , ϕn(t))T and
z(t) = (z1(t), z2(t), z3(t), . . . , zi (t))T, then an auxil-
iary vector formed by ϕ(t) and z(t) can be defined
ϕ(t)zi (t) = (z1(t), z2(t), z3(t), . . . , zn(t), ϕi+1(t),
ϕi+2(t), ϕi+3(t), . . . , ϕn(t))T.The canonical basis vec-
tor of Rn is defined as en(i) = (0, 0, 0, . . . , 0, 1, 0,
0, 0, . . . , 0)T, where 1 is the i th term.

2 System description and reformulation

Consider the following nonlinear time-delay system
described by

ẋ(t) = Apx(t) + Adx(t − h(t)) + f p(t, x)

+ fd(x(t − h(t))) + BpNsat(uc(t)) + Bpww(t),

y(t) = Cyx(t) + DyNsat(uc(t)) + Dyww(t),

z(t) = Czx(t) + Dzww(t),

x(t) = θ(t), t ∈ [ − τ2 0], (1)

where x(t) ∈ R
n represents the state, w(t) ∈ R

q

denotes the exogenous input, Nsat(uc(t)) ∈ R
m sig-

nifies the saturated control input, y(t) ∈ R
p indi-

cates the output, and z(t) ∈ R
k represents the exoge-

nous output. Ap ∈ R
n×n , Ad ∈ R

n×n , Bp ∈ R
n×m ,

Bpw ∈ R
n×q ,Cy ∈ R

p×n , Dy ∈ R
p×m , Dyw ∈ R

p×q ,
Cz ∈ R

k×n , and Dzw ∈ R
k×q represent the appro-

priate constant matrices. f p(t, x), fd(x(t − h(t))),
Nsat(.), h(t), and θ(t) represent the nonlinear dynam-
ics, nonlinear time-delay function, saturation nonlin-
earity, unknown time-varying delay and initial con-
dition for [−τ2 0], respectively. The unknown time-
varying delay h(t) is presumed to fulfil

τ1 ≤ h(t) ≤ τ2, (2)

ḣ(t) ≤ d, (3)

where τ1, τ2 and d denote the lower delay bound,
upper delay bound, and the delay variation, respec-
tively. We define, τ21 = τ2 − τ1. In order to design
a static AWC for nonlinear time-delay system, we take
the subsequent assumptions on the nonlinear dynamic
f p(t, x), nonlinear time-delay function fd (x(t−h(t))),
and w(t) ∈ R

q :
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Assumption 1 The nonlinear function f p(t, x) and
nonlinear time-delay function fd(x(t − h(t))), for all
x(t), x̄(t) ∈ R

n , fulfil the subsequent Lipschitz conti-
nuity condition:

‖ f p(t, x) − f p(t, x̄)‖ ≤ ‖L p(x(t) − x̄(t))‖, (4)

‖ fd(x(t − h(t))) − fd(x̄(t − h(t)))‖
≤ ‖Ld(x(t) − x̄(t))‖, (5)

where L p and Ld are constant matrices.

Assumption 2 The exogenous input signalw(t) ∈ R
q

satisfies the energy bound for a constant scalar λ, given
by

‖w(t)‖22 =
∫ ∞

0
w(t)Tw(t)dt ≤ λ−1. (6)

The feedback stabilizing nominal controller, which
provides the required tracking performance and stabi-
lization of the closed-loop system, has the form

ẋc(t) = Acxc(t) + Bcy(t),

uc(t) = Ccxc(t) + Dcy(t), (7)

where xc(t) ∈ R
c and uc(t) ∈ R

m signify the states
and output of a controller, respectively. Ac,Cc, Bc, and
Dc indicate the controller matrices. To compensate the
undesirable effects of saturation nonlinearity, the AWC
gains, Eawc1 and Eawc2, are incorporated in the control
system such that

ẋc(t) = Acxc(t) + Bcy(t) + Eawc1ζz(uc(t)),

uc(t) = Ccxc(t) + Dcy(t) + Eawc2ζz(uc(t)), (8)

where ζ(uc(t)) = uc(t) − Nsat(uc(t)) designates the
dead-zone nonlinearity. Reformulated Lipschitz prop-
erty is useful for employing the linear parameter-
varying (LPV) approach. According to [13,36], for any
two vectors Y (t) = (y1(t), y2(t), y3(t), . . . , yn(t))T

and X (t) = (x1(t), x2(t), x3(t), . . . , xn(t))T, a region
Bϕ ⊆ R

r can be defined as

Bϕ = {x(t)||xκ(t)| ≤ κκ}, ∀X,Y ∈ Bϕ,

κ = 1, 2, 3, . . . , n. (9)

The nonlinear dynamics f p (x(t)) : R
n → R

n

and nonlinear time-delay function fd (x(t − h(t))) :

R
n → R

n in Assumption 1 can be rewritten as

f p (x(t)) − f p (x̄(t)) = A f p(Θ f p) (x(t) − x̄(t)) ,

∀x(t), x̄(t) ∈ R
n; ∀Θ f p ∈ W f p, (10)

fd (x(t − h(t))) − fd (x̄(t − h(t)))

= A f d(Θ f d) (x(t − h(t)) − x̄(t − h(t))) ,

∀x(t), x̄(t) ∈ R
n; ∀Θ f d ∈ W f d , (11)

where A f p(Θ f p) = ∑n
i=1

∑n
j=1 f pi j

(
en(i)eTn ( j)

)

and A f d(Θ f d) = ∑n
i=1

∑n
j=1 fdi j

(
en(i)eTn ( j)

)
. We

have

f pi j (x
x̄ j−1 , x x̄ j )

=
⎧
⎨

⎩

0, if x j = x̄ j ,
fi

(
x x̄ j−1

)
− fi

(
x x̄ j

)

x j−x̄ j
, if x j 
= x̄ j ,

(12)

fdi j (x
x̄ j−1 , x x̄ j )

=
⎧
⎨

⎩

0, if x j = x̄ j ,
fdi

(
x x̄ j−1

)
− fdi

(
x x̄ j

)

x j−x̄ j
, if x j 
= x̄ j ,

(13)

where the bounds for fdi j and fdi j are considered as
λ f pi j ≤ f pi j ≤ λ̄ f pi j and λ fdi j ≤ fdi j ≤ λ̄ fdi j , respec-
tively. For the condition f p(0) = fd(0) = 0, we have

f pi j (x
x̄ j−1 , x x̄ j )

=
⎧
⎨

⎩

0, if x j = 0,
f pi

(
x0 j−1

)
− f pi

(
x0 j

)

x j
, if x j 
= 0,

(14)

fdi j (x
x̄ j−1 , x x̄ j )

=
⎧
⎨

⎩

0, if x j = 0,
f f d

(
x0 j−1

)
− f f d

(
x0 j

)

x j
, if x j 
= 0.

(15)

Both the functions f pi j (x x̄ j−1 , x x̄ j ) and fdi j (x x̄ j−1 , x x̄ j )
have lower and upper bounds, the matrices A f p(Θ f p)

and A f d(Θ f d) belong to convex sets W f p and W f d ,
where the set of vertices are

VW f p =
{
Ψ f p ∈ Rn×n|Ψ f p

i j ∈
{
λ f pi j , λ̄ f pi j

}}
,

(16)

VW f d =
{
Ψ f d ∈ Rn×n|Ψ f d

i j ∈
{
λ f di j , λ̄ f di j

}}
.

(17)
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Using the equivalent Lipschitz conditions, the nonlin-
ear dynamics f p (x(t)) and nonlinear time-delay func-
tion fd ((t − h(t))) can be rewritten as

f p (x(t)) = A f p(Θ f p)x(t), ∀Θ f p ∈ W f p, (18)

fd (x(t − h(t))) = A f d(Θ f d)x(t − h(t)),

∀Θ f d ∈ W f d . (19)

The system attained by employing the delayed nonlin-
ear system (1), controller (8), and reformulated Lips-
chitz property in (18) and (19) is represented as

χ̇ (t) = (Ap + A f p(Θ f p))χ(t)

+ (Ad + A f d(Θ f d))χ(t − h(t))

+ (BawcEawc − Bζz )ζz(uc(t)) + Bpww(t),

z(t) = Czχ(t) + Dzww(t),

uc(t) = Ccχ(t) + Dcww(t) + IEawcζz(uc(t)),

∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d , (20)

where

χ(t) =
[
x(t)
xc(t)

]

, Ap =
[
Ap + BpDcCc BpCc

BcCy Ac

]

,

χ(t − h(t)) =
[
x(t − h(t))
xc(t − h(t))

]

,

Ad =
[
Ad 0
0 0

]

, A f p(Θ f p) =
[
A f p(Θ f p) 0

0 0

]

,

A f d(Θ f d) =
[
A f d(Θ f d) 0

0 0

]

,

Bawc =
[
0 Bp

I 0

]

, Bζz =
[
Bp

0

]

,

Eawc =
[
Eawc1

Eawc2

]

,

Bpw =
[
Bpw + BpDCDyw

BcDyw

]

,

Cc = [
DcCy Cc

]
, Cz = [

Cz 0
]
,

Dcw = [
DcDyw

]
, I = [

0 I
]
.

The subsequent lemma is useful for deriving the pro-
posed static AWC synthesis conditions.

Lemma 1 [30] Consider a scalar h(t) > 0 and a
matrix Q = QT > 0. The integral inequality

∫ h(t)

0
χT(α)Qχ(α)dα ≥ τ−1(t)

⎡

⎣

(∫ h(t)

0
χ(α)dα

)T

Q

(∫ h(t)

0
χ(α)dα

)

+ 3ΩTQΩ

⎤

⎦

(21)

holds, for all continuous function χ(t) in [0, h(t)],
where Ω = ∫ h(t)

0 χ(α)dα − 2
h(t)

∫ h(t)
0

∫ t
a χ(r)drds.

The goal of this research paper is to propose LMI-
based global and local static AWC design approaches
to handle the saturation effects in nonlinear time-delay
systems.

3 Static anti-windup synthesis

Several conditions are derived for determining the static
AWC gains Eawc1 and Eawc2 in this section. We first
derive global static AWC result in Theorem 1 for
given static anti-windup compensator gains Eawc1 and
Eawc2.

Theorem 1 Consider the nonlinear time-delay system
(1), satisfying the time-varying delay bounds (2) and
(3), and Assumptions 1 and 2. For a given controller
(8) along with the suggested anti-windup compensator
gains Eawc1 and Eawc2, suppose that there exist sym-
metric matrices P > 0, Q1 > 0, Z1 > 0, Q2 > 0,
Z2 > 0, and Q3 > 0, a diagonal matrix W > 0,
and a scalar σ > 0 in such a way that the subsequent
inequalities are fulfilled.

Ψ
(1)
1 = Ψ (1) − [

0 I 0 − I Σ Σ Σ 0
]T

× Z2
[
0 I 0 −I Σ Σ Σ 0

]
< 0,

Ψ
(1)
2 = Ψ (1) − [

0 −I I Σ Σ Σ Σ
]T

× Z2
[
0 −I I Σ Σ Σ Σ

]
< 0,

(22)

Ψ (1) =
[

Ψ
(1)
11 Ψ

(1)
12

� Ψ
(1)
22

]

, ∀Θ f p ∈ W f p,

∀Θ f d ∈ W f d , (23)

123



1884 M. Hussain et al.

Ψ
(1)
11 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ξ
(1)
11 (Θ f p) Ξ

(1)
12 (Θ f d) −2Z1 0 PBpw + C

T
z Dw Ξ

(1)
16 6Z1

� Ξ
(1)
22 −2Z2 −2Z2 0 0 0

� � Ξ
(1)
33 0 0 0 6Z1

� � � Ξ
(1)
44 0 0 0

� � � � −σ I + DT
zwDzw D

T
cwW 0

� � � � � Ξ
(1)
66 0

� � � � � � −12Z1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ
(1)
12 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 τ1A
T
p + AT

f p(Θ f p) τ21A
T
p + AT

f p(Θ f p)

6Z2 6Z2 τ1A
T
d + AT

f d(Θ f d) τ21A
T
d + AT

f d(Θ f d)

0 6Z2 0 0
6Z2 0 0 0
0 0 τ1B

T
pw τ21B

T
pw

0 0 τ1E
T
awcB

T
awc − τ1B

T
ζz

τ21E
T
awcB

T
awc − τ21B

T
ζz

0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ
(1)
22 =

⎡

⎢
⎢
⎣

−12Z2 0 0 0
� −12Z2 0 0
� � −M1 0
� � � −M2

⎤

⎥
⎥
⎦ ,

Ξ
(1)
11 (Θ f p) = A

T
p P + PAp + AT

f p(Θ f p)P + PA f p(Θ f p) +
3∑

i=1

Qi − 4Z1 + C
T
zCz,

Ξ
(1)
12 (Θ f d) = PAd + PA f d(Θ f d),

Ξ
(1)
16 = PBawcEawc − PBζz + C

T
c W,

Ξ
(1)
22 = −8Z2 − (1 − d)Q3,

Ξ
(1)
33 = −4Z1 − 4Z2 − Q1,

Ξ
(1)
44 = −4Z2 − Q2,

Ξ
(1)
66 = −2W + W IEawc + E

T
awcI

TW. (24)

Then, the complete closed-loop system obtained by
employing the system (1) and controller (8) assurances
the following:

1. The overall system (20) is globally asymptotically
stable if w(t) = 0.

2. The L2 gain of the mapping from w(t) to z(t) is
restricted by γ = √

σ , if w(t) ∈ L2.

Proof We consider a Lyapunov–Krasovskii functional
as

V (t, χ) = χT(t)Pχ(t) +
∫ t

t−h(t)
χT(α)Q3χ(α)dα

+
∫ t

t−τ1

χT(α)Q1χ(α)dα

+
∫ t

t−τ2

χT(α)Q2χ(α)dα

+ τ1

∫ 0

−τ1

∫ t

t+s
χ̇T(α)Z1χ̇(α)dαds

+ τ21

∫ −τ1

−τ2

∫ t

t+s
χ̇T(α)Z2χ̇ (α)dαds, (25)
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the time-derivative of V (t, χ) is obtained as

V̇ (t, χ) = χ̇T(t)Pχ(t) + χT(t)Q3χ(t)

+ χT(t)Pχ̇ (t)

− (1 − τ̇ (t))χT(t − h(t))Q3χ(t − h(t))

−
∫ t

t−τ1

τ1χ̇
T(α)Z1χ̇ (α)dα

−
∫ t−τ1

t−τ2

τ21χ̇
T(α)Z2χ̇(α)dα

+ τ 21 χ̇T(t)Z1χ̇ (t) + χT(t)Q1χ(t)

− χT(t − τ1)Q1χ(t − τ1) + χT(t)Q2χ(t)

− χT(t − τ2)Q2χ(t − τ2)

+ τ 221χ̇
T(t)Z2χ̇ (t)

∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d . (26)

By employing the closed-loop system (20), the inequal-
ity (26) yields

V̇ (t, χ) ≤ χT(t)(PAp + A
T
p P + Q1 + Q2

+ Q3 + PA f p(Θ f p) + AT
f d(Θ f d)P)χ(t)

+ χT(t)[PAd + PA f d(Θ f d)]χ(t − h(t))

+ χT(t − τ)[AT
d P + AT

f d(Θ f d)P]χ(t)

− (1 − d)χT(t − h(t))Q3χ(t − h(t))

− χT(t − τ1)Q1χ(t − τ1) − χT(t − τ2)

× Q2χ(t − τ2)

+ χT(t)PBawcEawcζz(uc(t)))

+ ζT
z (uc(t)))E

T
awcB

T
awc Pχ(t)

+ τ 21 χ̇T(t)Z1χ̇ (t) + χT(t)PBζzζz(uc(t)))

− ζT
z (uc(t)))B

T
ζz
Pχ(t)

+ τ 221χ̇
T(t)Z2χ̇(t) + χT(t)PBpww(t)

+ w(t)TBT
pwPχ(t)

− τ1

∫ t

t−τ1

χ̇T(α)Z1χ̇ (α)dα

− τ21

∫ t−τ1

t−τ2

χ̇T(α)Z2χ̇ (α)dα,

∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d . (27)

By applying Lemma 1, the integral term τ1
∫ t
t−τ1

χ̇T(α)

Z1χ̇(α)dα in (27) can be defined as

−τ1

∫ t

t−τ1

χ̇T(α)Z1χ̇(α)dα

≤ −[χ(t) − χ(t − τ1)]TZ1[χ(t) − χ(t − τ1)]
−3ψT

1 (t)Z1ψ1(t), (28)

where ψ1(t) = χ(t − τ1) + χ(t) − 2
τ1

∫ t
t−τ1

χ(α)dα.
Inequality (28) can be represented as

− τ1

∫ t

t−τ1

χ̇T(α)Z1χ̇ (α)dα ≤ −2χT(t)Z1χ(t − τ1)

− 4χT(t)Z1χ(t) − 2χT(t − τ1)Z1χ(t)

+ 6τ−1
1

∫ t

t−τ1

χT(α)dαZ1χ(t)

+ 6τ−1
1 χT(t − τ1)Z1

∫ t

t−τ1

χ(α)dα

− 4χT(t − τ1)Z1χ(t − τ1)

+ 6τ−1
1 χT(t)Z1

∫ t

t−τ1

χ(α)dα

+ 6τ−1
1

∫ t

t−τ1

χT(α)dαZ1χ(t − τ1)

− 12τ−2
1

∫ t

t−τ1

χT(α)dαZ1

×
∫ t

t−τ1

χ(α)dα. (29)

By application of Lemma 1, the term τ21
∫ t−τ1
t−τ2

χ̇T(α)

Z2χ̇ (α)dα can be written as

− τ21

∫ t−τ1

t−τ2

χ̇T(α)Z2χ̇ (α)dα

≤ −[χ(t − h(t)) − χ(t − τ2)]T
Z2[χ(t − h(t)) − χ(t − τ2)]

− β(t)[χ(t − h(t)) − χ(t − τ2)]T
Z2[χ(t − h(t)) − χ(t − τ2)]

− [χ(t − τ1) − χ(t − h(t))]T
Z2[χ(t − τ1) − χ(t − h(t))]

− (1 − β(t))[χ(t − τ1) − χ(t − h(t))]T
Z2[χ(t − τ1) − χ(t − h(t))]

− 3ψT
3 (t)Z2ψ3(t) − 3ψT

2 (t)Z2ψ2(t)

− 3β(t)ψT
2 (t)Z2ψ2(t)

− 3(1 − β(t))ψT
3 (t)Z2ψ3(t), (30)
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where β(t) = h(t)−τ1
τ2−τ1

, ψ2(t) = χ(t − τ2) + χ(t −
h(t)) − 2(τ2 − h(t))−1

∫ t−h(t)
t−τ2

χ(θ)dθ , and ψ3(t) =
χ(t−τ1)+χ(t−h(t))−2(h(t)−τ1)

−1
∫ t−τ1
t−h(t) χ(θ)dθ .

The inequality (30) can be further written as

− τ21

∫ t−τ1

t−τ2

χ̇T(α)Z2χ̇(α)dα

≤ −8χT(t − h(t))Z2χ(t − h(t))

− 2χT(t − h(t))Z2χ(t − τ1)

− 2χT(t − τ1)Z2χ(t − h(t))

− 2χT(t − h(t))Z2χ(t − τ2)

− 2χT(t − τ2)Z2χ(t − h(t))

− β(t)[χ(t − h(t)) − χ(t − τ2)]T
Z2[χ(t − h(t)) − χ(t − τ2) + 3ψT

2 (t)Z2ψ2(t)]
− (1 − β(t))[χ(t − τ1) − χ(t − h(t))]T
Z2[χ(t − τ1) − χ(t − h(t)) + 3ψT

3 (t)Z2ψ3(t)]

+ 6

τ2 − h(t)
χT(t − h(t))Z2

∫ t−h(t)

t−τ2

χ(α)dα

+ 6

τ2 − h(t)

∫ t−h(t)

t−τ2

χT(α)dαZ2χ(t − h(t))

+ 6

h(t) − τ1
χT(t − h(t))Z2

∫ t−τ1

t−h(t)
χ(α)dα

+ 6

h(t) − τ1

∫ t−τ1

t−h(t)
χT(α)dαZ2χ(t − h(t))

− 4χT(t − τ1)Z2χ(t − τ1)

+ 6

h(t) − τ1
χT(t − τ1)Z2

∫ t−τ1

t−h(t)
χ(α)dα

+ 6

h(t) − τ1

∫ t−τ1

t−h(t)
χT(α)dαZ2χ(t − τ1)

− 4χT(t − τ2)Z2χ(t − τ2)

+ 6

τ2 − h(t)
χT(t − τ2)Z2

∫ t−h(t)

t−τ2

χ(α)dα

+ 6

τ2 − h(t)

∫ t−h(t)

t−τ2

χT(α)dαZ2χ(t − τ2)

− 12

(τ2 − h(t))2

∫ t−h(t)

t−τ2

χ(α)dαZ2

∫ t−h(t)

t−τ2

χ(α)dα

− 12

(h(t) − τ1)2

∫ t−τ1

t−h(t)
χ(α)dαZ2

∫ t−τ1

t−h(t)
χ(α)dα. (31)

In order to minimize the effect of exogenous input, we
define the following objective function:

Jz1(t, χ) = V̇ (t, χ) + zT(t)z(t) − γ 2w(t)Tw(t) < 0.

(32)

For W ∈ R
m×m > 0, the dead-zone function authenti-

cates

ζT
z (uc(t))W (uc(t) − ζz(uc(t))) ≥ 0. (33)

By using (20), (29), (31), and (33), the inequality (32)
reveals

Jz1(t, χ) ≤ ηz1(t, χ) + ηz2(t, χ) + ηz3(t, χ) < 0,

∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d , (34)

where

ηz1(t, χ) = χT(t)(PAp + A
T
p P +

3∑

n=1

Qn

+ PA f p(Θ f p) + AT
f d(Θ f d)P − 4Z1

+ C
T
zCz)χ(t) + χT(t)[PAd

+ PA f d(Θ f d)]χ(t − h(t))

+ χT(t − τ)[AT
d P + AT

f d(Θ f d)P]χ(t)

+ χT(t)[PBpw + C
T
z Dzw]w(t)

+ w(t)T[BT
pwP + DT

zwCz]χ(t)

− χT(t − τ1)2Z1χ(t)

+ χT(t)[PBawcEawc − PBζz

+ C
T
c W ]ζz(uc(t)))

+ ζT
z (uc(t)))[ET

awcB
T
awc P − B

T
ζz
P]χ(t)

+ χT(t − h(t))[−8S2

− (1 − d)Q3]χ(t − h(t))

− χT(t)2Z1χ(t − τ1)

− χT(t − h(t))2Z2χ(t − τ1)

− χT(t − τ1)2Z2χ(t − h(t))

− χT(t − h(t))2Z2χ(t − τ2)

− χT(t − τ2)2Z2χ(t − h(t))

− χT(t − τ1)[−4Z1

− 4Z2 − Q1]χ(t − τ1)

+ ζT
z (uc(t)))WCcχ(t), (35)

ηz2(t, χ) = 6τ−1
1

∫ t

t−τ1

χT(α)dαZ1χ(t)

+ 6(τ2 − h(t))−1χT(t − h(t))Z2
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∫ t−h(t)

t−τ2

χ(α)dα

+ 6(τ2 − h(t))−1

∫ t−h(t)

t−τ2

χT(α)dαZ2χ(t − h(t))

+ 6(h(t) − τ1)
−1χT(t − h(t))Z2

∫ t−τ1

t−h(t)
χ(α)dα6(h(t) − τ1)

−1

∫ t−τ1

t−h(t)
χT(α)dαZ2χ(t − h(t))

+ 6(τ1)
−1χT(t − τ1)Z1

∫ t

t−τ1

χT(α)dα

+ 6τ−1
1

∫ t

t−τ1

χT(α)dαZ1χ(t − τ1)

+ 6(h(t) − τ1)
−1χ(t − τ1)Z2

∫ t−τ1

t−h(t)
χ(α)dα

+ 6(h(t) − τ1)
−1

∫ t−τ1

t−h(t)
χT(α)dαZ2χ(t − τ1)

+ 6(τ2 − h(t))−1
∫ t−h(t)

t−τ2

χT(α)dαZ2χ(t

− τ2) + 6τ−1
1 χT(t)Z1

∫ t

t−τ1

χ(α)dα

+ 6(τ2 − h(t))−1χT(t − τ2)Z2

∫ t−h(t)

t−τ2

χ(α)dα, (36)

ηz3(t, χ) = χT(t − τ2)[−4Z2 − Q2]χ(t − τ2)

+ wT(t)(−γ 2 I + DT
zwDzw)w(t)

+ wT(t)DT
cwWζz(uc(t)))

+ ζT
z (uc(t)))WDcww(t)

− ζz(uc(t)))2WζT
z (uc(t)))

+ ζz(uc(t)))[IEawc + E
T
awcI

T]ζT
z (uc(t)))

− 12τ−2
1

∫ t

t−τ1

χT(α)dαZ1

∫ t

t−τ1

χ(α)dα

− β(t)[[χ(t − h(t))

− χ(t − τ2)]TZ2[χ(t − h(t))

− χ(t − τ2)] + 3ψT
2 (t)Z2ψ2(t)]

− 12(τ2 − h(t))−2
∫ t−h(t)

t−τ2

χT(α)dαZ2

∫ t−h(t)

t−τ2

χT(α)dα + χ̇T(t)τ 21 Z1χ̇(t)

− 12(h(t) − τ1)
−2

∫ t−τ1

t−h(t)
χT(α)dαZ2

∫ t−τ1

t−h(t)
χ(α)dα + χ̇T(t)τ 221Z2χ̇(t)

− (1 − β(t))[[χ(t − τ1)

− χ(t − h(t))]TZ2[χ(t − τ1)

− χ(t − h(t))] + 3ψT
3 (t)Z2ψ3(t)]. (37)

The inequality (34) can be written as

Jz1(t, χ) ≤ ΦT(t)Π(1)Φ(t) − β(t) [[χ(t − h(t))

− χ(t − τ2)]
T Z2 [χ(t − h(t)) − χ(t − τ2)]

+ 3ψT
2 (t)Z2ψ2(t)] − (1 − β(t))[[χ(t − τ1)

− χ(t − h(t))]TZ2[χ(t − τ1)

− χ(t − h(t))] + 3ψ3(t)Z2ψ3(t)] < 0,

∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d , (38)

Φ(t) =
[

χT(t) χT(t − h(t))χT(t − τ1)

χT(t − τ2) wT(t) ζT(uc(t))

1

τ1

∫ t

t−τ1

χT(α)dα
1

τ2 − h(t)

∫ t−h(t)

t−τ2

χT(α)dα
1

h(t) − τ1

∫ t−τ1

t−h(t)
χT(α)dα

]T
.

(39)

The inequality (38) can be further transformed as

Jz1(t, χ) ≤ ΦT(t)
[
α(t)Π(1)

1 + (1 − β(t))Π(1)
2

]
Φ(t) < 0,

∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d , (40)

where

Π
(1)
1 =Π(1) − [

0 I 0 −I Σ Σ 0
]T

Z2
[
0 I 0 −I Σ Σ 0

]
,

Π
(1)
2 =Π(1) − [

0 −I I Σ Σ Σ
]T

Z2
[
0 −I I Σ Σ Σ

]
,
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Π(1) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ξ̄
(1)
11 (Θ f p) Ξ̄

(1)
12 (Θ f d) −2Z1 0 Ξ̄

(1)
15 Ξ̄

(1)
16 6Z1 0 0

� Ξ̄
(1)
22 −2Z2 −2Z2 Ā

T
d Z̄12Bpw Ā

T
d Z̄12BawcEawc 0 6Z2 6Z2

� � Ξ̄
(1)
33 0 0 0 6Z1 0 6Z2

� � � Ξ̄
(1)
44 +B

T
pwZ̄12Bpw +B

T
pwZ̄12BawcEawc 0 6Z2 0

� � � � Ξ̄
(1)
55 D

T
cwW 0 0 0

� � � � � Ξ̄
(1)
66 0 0 0

� � � � � � −12Z1 0 0
� � � � � � � −12Z2 0
� � � � � � � � −12Z2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(41)

Ξ̄
(1)
11 (Θ f p) = A

T
p P + PAp + AT

f p(Θ f p)P + PA f p(Θ f p) +
3∑

i=1

Qi − 4Z1 + C
T
zCz + Ā

T
pZ̄12Āp,

Ξ̄
(1)
12 (Θ f d) = PAd + PA f d(Θ f d) + Ā

T
pZ̄12Ād ,

Ξ̄
(1)
15 = PBpw + C

T
z Dw + Ā

T
pZ̄12Bpw,

Ξ̄
(1)
16 = PBawcEawc + C

T
c W + Ā

T
pZ̄12BawcEawc,

Ξ̄
(1)
22 = − 8Z2 − (1 − d)Q3 + Ā

T
d Z̄12Ād ,

Ξ̄
(1)
33 = − 4Z1 − 4Z2 − Q1, Σ = [0 0],

Ξ̄
(1)
44 = − 4Z2 − Q2, Ξ̄

(1)
55 = −γ 2 I + DT

zwDzw,

Ξ̄
(1)
66 = − 2W + W IEawc + E

T
awcI

TW + E
T
awcB

T
awcZ̄12BawcEawc,

Z̄12 = τ 21 Z1 + τ 221Z2, Āp = Ap + A f p(Θ f p), Ād = Ad + A f d(Θ f d). (42)

The condition (22) is obtained by applying Schur com-
plement to Π(1) < 0 and Π

(1)
2 < 0 and further

replacing σ = γ 2, M1 = Z−1
1 , and M2 = Z−1

2 . If
w(t) = 0, the condition (32) yields V̇ (t, χ) < 0, as
zT(t)z(t) > 0, which authenticates that system (20)
is asymptotically stable. The following inequality is
obtained by integrating the condition (32) from t = 0
to t = T > 0:
∫ t

0
Jz1(α, χ)dα = V (t, χ) − V (0, χ)

+
∫ t

0
zT(α)z(α)dα

− γ 2
∫ t

0
w(α)Tw(α)dα < 0.

(43)

If χ(0) = 0, we have V (0, χ) = 0, therefore,∫ t
0 z

T(α)z(α)dα < γ 2
∫ t
0 w(α)Tw(α)dα is obtained

from (43) as V (t, χ) > 0, which further implies
‖z(t)‖22 ≤ γ 2‖w(t)‖22. It ensures that the L2 gain from
w(t) to z(t) is less than γ , which completes the proof.

�
Remark 1 Looking at the literature, various tech-
niques, such as [4,8,9,19,33,34], have been pro-
posed to deal with saturation effects in linear, non-
linear, and time-delay systems. In contrast to the
delay-dependent approach [19] and delay-independent
method [4], we have used an improved delay-range-
dependent technique to derive the design condition.
Unlike the dynamic windup compensation methodolo-
gies (for example [8,9,33,34]), we have suggested a
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static AWC technique for nonlinear time-delay systems
which is attractive due to several reasons: First, the pro-
posed static AWC is computationally simple compared
to a dynamic AWC. Second, unlike the dynamic AWC
in [8,9,16,21,33,34], the anticipated static AWC syn-
thesis methodology eliminates the requirements of the
state of the system for feedback. Note that all states of a
plant are not attainable inmost practical circumstances.
Further, the practical implementation of a staticAWC is
relatively simple.A novel delay-range-dependent static
AWC synthesis methodology for Lipschitz nonlinear
time-delay systemswith input saturation limitation and
state delays is proposed in our work.

Remark 2 This work uses the Lipschitz reformulation
property [13,36] to design a static AWC for nonlin-
ear time-delay systems. In contrast to the conventional
Lipschitz conditions [8,9,33], the reformulated Lips-
chitz property can be used to synthesize a less conser-
vative static AWC for nonlinear systems particularly
for large values of the Lipschitz constants (see [13,36]
for more details). To further demonstrate the superior-
ity of the Lipschitz reformulation property as in [13],
consider the nonlinear functions f p(ξ) = tanh(ξ) and
f p(ξ) = sin(ξ). The traditional Lipschitz condition
[8,9,33] does not differentiate among the two nonlinear
functions. However, according to Lipschitz reformula-
tion property, we have 0 ≤ f p11 = tanh(ξ)/ξ ≤ 1 and
0.2172 ≤ f p11 = sin(ξ)/ξ ≤ 1. The linear parameter-
varying (LPV) theory provides an effective approach to
represent nonlinear dynamics. The conventional Lips-
chitz conditions [8,9,33,37] do not signify all the prop-
erties of a nonlinear function, whereas the reformulated
Lipschitz condition is the premium one that includes all
the characteristics of the Lipschitz nonlinearities.

Remark 3 Lyapunov–Krasovskii functional (LKF)-
based LMI techniques [38] are widely used to ana-
lyze stability and to design controller for linear and
nonlinear time-delay systems. These techniques can
be used to attain robust analysis, exponential stabil-
ity with an assured decay rate and design of a com-
pensator. However, selection of LKF, reducing the
complexity and conservatism involved in handling the

time-derivative of the LKF, is always a challenging
and an open problem for control engineering com-
munity. Looking at the literature, various techniques,
such as the integral inequalities [39], Jensen inequal-
ity [40], modified Jensen inequality [41], the recipro-
cally convex approach [42], cross terms [43], and free-
matrix-based inequality (FMBI) [33], are used to deal
with the integral terms involved in manipulating the
time-derivative of LKFs. Nevertheless, conservatism
is involved in all of these methods due to poor han-
dling of the integral terms in derivative of the LKF.
Most recently, Wirtingers integral inequality [30] has
been introduced to reduce the above-mentioned con-
servatism. It provides an improved method to manage
the time-derivative of the LKF. In this work, we used
the improved delay-rage-dependent stability treatment
based on Wirtingers integral inequality to derive the
condition for finding the static AWC gains.

Theorem 1 can be used to synthesize a static anti-
windup for given values of gains Eawc1 and Eawc2. In
Theorem 2, we deliver an LMI-based methodology for
calculating the suggestedAWCgains Eawc1 and Eawc2.

Theorem 2 Consider the nonlinear time-delay system
(1), satisfying the time-varying delay bounds (2) and
(3), and Assumptions 1 and 2. Suppose that there exist
symmetric matrices X > 0, Q̄1 > 0, Z̄1 > 0, Q̄2 > 0,
Z̄2 > 0, and Q̄3 > 0, a matrixVawc, a diagonal matrix
U > 0, and a positive scalar σ in such a way that the
subsequent matrix inequalities are fulfilled.

Ψ
(2)
1 = Ψ (2) − [

0 I 0 −I Σ Σ Σ Σ 0
]T

× Z̄2
[
0 I 0 −I Σ Σ Σ Σ 0

]
< 0,

Ψ
(2)
2 = Ψ (2) − [

0 −I I Σ Σ Σ Σ Σ
]T

× Z̄2
[
0 −I I Σ Σ Σ Σ Σ

]
< 0,

(44)

where

Ψ (2) =
[

Ψ
(2)
11 Ψ

(2)
12

� Ψ
(2)
22

]

,∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d ,

(45)
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Ψ
(2)
11 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ξ
(2)
11 (Θ f p) Ξ

(2)
12 (Θ f d ) −2Z̄1 0 Bpw + XCT

z Dw BawcVawc − BζzU + XCT
c 6Z̄1

� Ξ
(2)
22 −2Z̄2 −2Z̄2 0 0 0

� � Ξ
(2)
33 0 0 0 6Z̄1

� � � Ξ
(2)
44 0 0 0

� � � � −σ I D
T
cw 0

� � � � � −2U + IVawc + V
T
awcI

T 0
� � � � � � −12Z̄1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ
(2)
12 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 τ1XAT
p + XAT

p f (Θ f p) τ21XAT
p + XAT

f p(Θ f p) XCT
z

6Z̄2 6Z̄2 τ1XAT
d + XAT

f d (Θ f d) τ21XAT
d + XAT

f d (Θ f d) 0
0 6Z̄2 0 0 0

6Z̄2 0 0 0 0
0 0 τ1B

T
pw τ21B

T
pw DT

zw
0 0 τ1V

T
awcB

T
awc − τ1UT

B
T
ζz

τ21V
T
awcB

T
awc − τ21UT

B
T
ζz

0
0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ
(2)
22 =

⎡

⎢
⎢
⎢
⎢
⎣

−12Z̄2 0 0 0 0
� −12Z̄2 0 0 0
� � −Σ1 0 0
� � � −Σ2 0
� � � � −I

⎤

⎥
⎥
⎥
⎥
⎦

, (46)

Ξ
(2)
11 (Θ f p) = XAT

p + Ap X + XAT
f p(Θ f p) + A f p(Θ f p)X +

3∑

i=1

Q̄i − 4Z̄1,

Ξ
(2)
12 (Θ f d) = Ad X + A f d(Θ f d )X,

Ξ
(2)
22 = − 8Z̄2 − (1 − d)Q̄3,

Ξ
(2)
33 = − 4Z̄1 − 4Z̄2 − Q̄1,

Ξ
(2)
44 = − 4Z̄2 − Q̄2. (47)

Then, the complete closed-loop system obtained by
employing (1) and (8) assurances the following:

1. The overall system (20) is globally asymptotically
stable if w(t) = 0.

2. The L2 gain of the mapping from signal w(t) to
z(t) is restricted from γ = √

σ , if w(t) ∈ L2.

Further, anti-windup compensator can be attained via
Eawc = VawcU−1.

Proof By applying congruence transformation using
the diagonal structure diag(Γ1, I,W, Γ1), where Γ1 =
diag(X, X, X, X), to the inequalities in (22) and further

by using U = W−1, X = P−1, Z̄i = P−1Zi P−1,
Σi = P−1 Z̄−1

i P−1, for i = 1, 2, Q̄1 = P−1Q1P−1,
Q̄2 = P−1Q2P−1, Q̄3 = P−1Q3P−1, and Vawc =
EawcU , we acquire

Ψ̄
(2)
1 = Ψ̄ (2) − [

0 I 0 −I Σ Σ Σ 0
]T

× Z̄2
[
0 I 0 −I Σ Σ Σ 0

]
< 0,

Ψ̄
(2)
2 = Ψ̄ (2) − [

0 −I I Σ Σ Σ Σ
]T

× Z̄2
[
0 −I I Σ Σ Σ Σ

]
< 0, (48)

where

Ψ̄ (2) =
[

Ψ̄
(2)
11 Ψ̄

(2)
12

� Ψ̄
(2)
22

]

, ∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d ,

(49)
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Ψ̄
(2)
11 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ξ̄
(2)
11 (Θ f p) Ξ

(2)
12 (Θ f d) −2Z̄1 0 Bpw + XCT

z Dw BawcVawc − BζzU + XCT
c 6Z̄1

� Ξ
(2)
22 −2Z̄2 −2Z̄2 0 0 0

� � Ξ
(2)
33 0 0 0 6Z̄1

� � � Ξ
(2)
44 0 0 0

� � � � −σ I + DT
zwDzw D

T
cw 0

� � � � � −2U + IVawc + V
T
awcI

T 0
� � � � � � −12Z̄1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ̄
(2)
12 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 τ1XAT
p + XAT

f p(Θ f p) τ21XAT
p + XAT

f p(Θ f p)

6Z̄2 6Z̄2 τ1XAT
d + XAT

f d(Θ f d) τ21XAT
d + XAT

f d(Θ f d)

0 6Z̄2 0 0
6Z̄2 0 0 0
0 0 τ1B

T
pw τ21B

T
pw

0 0 τ1V
T
awcB

T
awc − τ1UT

B
T
ζz

τ21V
T
awcB

T
awc − τ21UT

B
T
ζz

0 0 0 0
0 0 0 0
0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ̄
(2)
22 =

⎡

⎢
⎢
⎣

−12Z̄2 0 0 0
� −12Z̄2 0 0
� � −Σ1 0
� � � −Σ2

⎤

⎥
⎥
⎦ , (50)

and Ξ̄
(2)
11 (Θ f p) = XAT

p + Ap X + XAT
f p(Θ f p) +

A f p(Θ f p)X + ∑3
i=1 Q̄i − 4Z̄1 +C

T
zCz . The LMIs in

(44) are acquired by applying the Schur complement
to condition (48). �
Remark 4 Theorem 1 can be used to synthesize a static
AWC for given static anti-windup compensator gains
Eawc1 and Eawc2. However, it may be a tedious job to
design a static AWC from the constraints in Theorem 1,
because a lot of tuning struggles will be required for
attaining suitable AWCgains Eawc1 and Eawc2. In con-
trast to Theorem 1, Theorem 2 provides an LMI-based
methodology based on the iterative solution of LMI
constraints and the cone complementary linearization
(CCL) technique for calculating the static AWC gains
Eawc1 and Eawc2. The iterative approach for finding
AWC gains will be discussed later.

When τ1 = 0, the result of Theorem 2 reduces to
the subsequent corollary.

Corollary 1 Consider a system (1), satisfying the time-
varying delay bounds (2) and (3) and Assumptions 1
and 2. Suppose that there exist symmetricmatrices X >

0, Q̄1 > 0, Z̄1 > 0, Q̄2 > 0, Z̄2 > 0, and Q̄3 >

0, a matrix Vawc, a diagonal matrix U > 0, and a
positive scalar σ in such a way that the subsequent
matrix inequalities are fulfilled.

Ψ
(11)
1 = Ψ (11) − [

0 I −I Σ Σ Σ
]T

× Z̄2
[
0 I −I Σ Σ Σ

]
< 0,

Ψ
(11)
2 = Ψ (11) − [−I I Σ Σ 0 Σ

]T

× Z̄2
[−I I Σ Σ 0 Σ

]
< 0, (51)

where

Ψ (11) =
[

Ψ
(11)
11 Ψ

(11)
12

� Ψ
(11)
22

]

, ∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d ,

(52)
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Ψ
(11)
11 =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

Ξ
(2)
11 (Θ f p) Ξ

(2)
12 (Θ f d) − 2Z̄2 0 Bpw + XCT

z Dw BawcVawc − BζzU + XCT
c

� Ξ
(2)
22 −2Z̄2 0 0

� � Ξ
(2)
44 0 0

� � � −σ I D
T
cw

� � � � −2U + IVawc + V
T
awcI

T

⎤

⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ
(11)
12 =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 0 τ2XAT
p + XAT

f p(Θ f p) XCT
z

6Z̄2 6Z̄2 τ2XAT
d + XAT

f d(Θ f d) 0
6Z̄2 0 0 0
0 0 τ2B

T
pw DT

zw
0 0 τ2V

T
awcB

T
awc − τ1UT

B
T
ζz

0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ
(11)
22 =

⎡

⎢
⎢
⎣

−12Z̄2 0 0 0
� −12Z̄2 0 0
� � −Σ1 0
� � � −I

⎤

⎥
⎥
⎦ , (53)

Then, the complete closed-loop system obtained by
employing (1) and (8) assurances the following:

1. The overall system (20) is globally asymptotically
stable if w(t) = 0.

2. The L2 gain of the mapping from w(t) to z(t) is
restricted by γ = √

σ , if w(t) ∈ L2.

Further the anti-windup compensator gains can be cal-
culated as Eawc = VawcU−1.

When the information on derivative bound of time-
delay is unknown, the constraint in Theorem 2 can be
reduced to the following corollary by substitutingQ3 =
0.

Corollary 2 Consider a nonlinear time-delay system
(1), satisfying the time-varying delay bounds (2) and
(3), and Assumptions 1 and 2. Suppose that there exist
symmetric matrices X > 0, Q̄1 > 0, Z̄1 > 0, Q̄2 > 0,
Z̄1 > 0, and Q̄3 > 0, a matrixVawc, a diagonal matrix
U > 0, and a positive scalar σ in such a way that the
subsequent matrix inequalities are fulfilled.

Ψ
(22)
1 = Ψ (22) − [

0 I 0 −I 0 Σ 0 Σ 0 Σ
]T

× Z̄2
[
0 I 0 −I 0 Σ 0 Σ 0 Σ

]
< 0,

Ψ
(22)
2 = Ψ (22) − [

0 −I I 0 Σ 0 Σ 0 Σ 0
]T

× Z̄2
[
0 −I I 0 Σ 0 Σ 0 Σ 0

]
< 0,
(54)

where

Ψ (22) =
[

Ψ
(22)
11 Ψ

(2)
12

� Ψ
(2)
22

]

,∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d , (55)

Ψ
(22)
11 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ξ
(22)
11 (Θ f p) Ξ

(2)
12 (Θ f d) −2Z̄1 0 Bpw + XCT

z Dw BawcVawc − BζzU + XCT
c 6Z̄1

� −8Z̄2 −2Z̄2 −2Z̄2 0 0 0

� � Ξ
(2)
33 0 0 0 6Z̄1

� � � Ξ
(2)
44 0 0 0

� � � � −σ I D
T
cw 0

� � � � � −2U + IVawc + V
T
awcI

T 0
� � � � � � −12Z̄1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Ξ
(22)
11 (Θ f p) = XAT

p + Ap X + XAT
f p(Θ f p) + A f p(Θ f p)X +

2∑

i=1

Q̄i − 4Z̄1. (56)
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Then, the complete closed-loop system obtained by
employing the nonlinear time-delay systems (1) and
controller (8) assurances the following:

1. The overall system (20) is globally asymptotically
stable if w(t) = 0.

2. The L2 gain of the mapping from w(t) to z(t) is
restricted by γ = √

σ , if w(t) ∈ L2.

Further, the anti-windup compensator gain can be
obtain as Eawc = VawcU−1.

Remark 5 The anti-windup approach for linear time-
delay systems by employing delay-independent
(unknown time-delay), delay-dependent (τ1 = 0), and
delay-range-dependent (τ1 ≤ h(t) ≤ τ2) method-
ologies have been considerably proposed in the lit-
erature such as [19,32,33]. Nevertheless, there is
an insignificant study on anti-windup technique for
delayed nonlinear models, (see [19,33,34]). Delay-
range-dependent-based static AWC schema of delayed
nonlinear process using Wirtinger-based inequality,
reformulated Lipschitz continuity property, and LPV
approach has not been addressed until now. In con-
trast to [4,19,33,34], the proposed static AWC result
is less conservative and more suitable in practice. The
employed methods in our study can be used to mit-
igate the saturation effects in delayed nonlinear sys-
tems with non-zero lower delay bound, large range of
delay, and larger value of bounds on nonlinearity along
with a simple static gain for compensation. Further,
a static AWC design methodology for delayed non-
linear systems with zero lower delay bound has been

suggested in Corollary 1 as a particular scenario of the
suggested static AWC approach in Theorem 2. Further-
more, a static AWC design strategy is also provided in
Corollary 2 derived from Theorem 2 by substituting
Q3 = 0, when a delay-derivative bound is not known.
The novel results in Corollaries 1 and 2 are promising
due to the application ofWirtinger-based inequality and
LPV approach, which further validates the novelty of
the proposed methodology of Theorem 2.

In Theorems 1 and 2, we formulated global static
AWC results, while in Theorem 3, we propose a local
static AWC design approach.

Theorem 3 Consider a nonlinear time-delay system
(1), satisfying the time-varying delay bounds (2) and
(3), and Assumptions 1 and 2. Suppose that there exist
symmetric matrices X > 0, Q̄1 > 0, Z̄1 > 0, Q̄2 > 0,
Z̄2 > 0, and Q̄3 > 0, matrices Vawc, U > 0, and N,
and positive scalars v < 1 and σ in such a way that
the subsequent matrix inequalities are fulfilled.

[
XXCT

c(i) − NT
(i)

� vū2

]

≥ 0, ∀i = 1, 2, . . . ,m, (57)

Ψ
(3)
1 = Ψ (3) − [

0 I 0 −I 0 Σ 0 Σ 0 Σ
]T

× Z̄2
[
0 I 0 −I 0 Σ 0 Σ 0 Σ

]
< 0,

Ψ
(3)
2 = Ψ (3) − [

0 −I I 0 Σ 0 Σ 0 Σ 0
]T

× Z̄2
[
0 −I I 0 Σ 0 Σ 0 Σ 0

]
< 0,
(58)

where

Ψ (3) =
[

Ψ
(3)
11 Ψ

(2)
12

� Ψ
(2)
22

]

, ∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d , (59)

Ψ
(3)
11 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ξ
(2)
11 (Θ f p) Ξ

(2)
12 (Θ f d) −2Z̄1 0 Bpw + XCT

z Dw BawcVawc − BζzU + NT 6Z̄1

� Ξ
(2)
22 −2Z̄2 −2Z̄2 0 0 0

� � Ξ
(2)
33 0 0 0 6Z̄1

� � � Ξ
(2)
44 0 0 0

� � � � −σ I D
T
cw 0

� � � � � −2U + IVawc + V
T
awcI

T 0
� � � � � � −12Z̄1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

(60)
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Then the given controller (8) along with the proposed
static AWC guaranteed the following.

1. The overall system (20) is locally asymptotically
stable ∀ χ(0) ∈ V (0, χ) < 1, if w(t) = 0.

2. The L2 gain of the mapping from signal w(t) to
z(t) is restricted from γ = √

σ , if ‖w‖22 ≤ δ−1,
where δ−1 = (v−1 − 1)/γ .

3. For all V (0, χ) < 1 and ‖w(t)‖22 ≤ δ−1, states of
(20) remain within the ellipsoidal χT(t)vX−1χ(t)
≤ 1.

The AWC gain guaranteeing the local stability and per-
formance of the complete system (20) can be computed
via Eawc = VawcU−1.

Proof For any arbitrary vector w̄(t) ∈ R
m , consider an

auxiliary region S(u(t), w̄(t)) ⊆ R
m defined as

S(u(t), w̄(t)) = {w̄(t) ∈ R
m, u(t) ∈ R

m;−v̄(t)

≤ u(t) − w̄(t) ≤ v̄(t)}. (61)

Then, dead-zone nonlinearities authenticate the subse-
quent local sector condition

ζT
z (uc(t))W (w̄(t) − ζz(uc(t))) ≥ 0, (62)

where

w̄(t) = Gcχ(t) + Dcww(t) + IEawcζz(uc(t)). (63)

By employing (20) and (63), the auxiliary region
S(u(t), w̄(t)) ⊆ R

m can be written as

S(u(t), w̄(t)) � {χ(t) ∈ R
n+c, u(t)

∈ R
m; |Cc(i) − G(ci)|χ(t) ≤ u0(i)}, ∀i = 1, 2, . . . ,m.

(64)
By using (26) and (62), we define the following perfor-
mance objective function:

Jz2(t, χ) =V̇ (t, χ) − γ 2w(t)Tw(t) + zT(t)z(t)

+ ζT
z (uc(t))W [Gcχ(t) + Dcww(t)

+ IEawcζz(uc(t)) − ζz(uc(t))]
+ [Gcχ(t) + Dcww(t) + IEawcζz(uc(t))

− ζz(uc(t))]TWζz(uc(t)). (65)

Further, by means of (20) and Lemma 1 in a manner
analogous to the proof of Theorem 1, the inequality
(65) yields

Jz2(t, χ) ≤ΦT(t)Π̄(3)Φ(t) − β(t)[[χ(t − h(t))

− χ(t − τ2)]TZ2[χ(t − h(t)) − χ(t − τ2)]
+ 3ψT

2 (t)Z2ψ2(t)] − (1 − β(t))[[χ(t

− τ1) − χ(t − h(t))]TZ2[χ(t − τ1)

− χ(t − h(t))] + 3ψ3(t)Z2ψ3(t)] < 0,

∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d . (66)

The inequality (66) can be further written as

Jz1(t, χ) ≤ ΦT(t)[α(t)Π̄(3)
1

+(1 − β(t))Π̄(3)
2 ]Φ(t) < 0,

∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d , (67)

where

Π̄
(3)
1 = Π̄(3) − [

0 I 0 −I Σ 0 Σ
]T

Z2
[
0 I 0 −I Σ 0 Σ

]
,

Π̄
(3)
2 = Π̄(3) − [

0 −I I Σ 0 Σ 0
]T

Z2
[
0 −I I Σ 0 Σ 0

]
,

Π̄ (3) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ξ
(1)
11 (Θ f p) Ξ

(1)
12 (Θ f d) −2Z1 0 PBpw + C

T
z Dw Ξ

(3)
16 6Z1 0 0

� Ξ
(1)
22 −2Z2 −2Z2 0 0 0 6Z2 6Z2

� � Ξ
(1)
33 0 0 0 6Z1 0 6Z2

� � � Ξ
(1)
44 0 0 0 6Z2 0

� � � � −γ 2 I + DT
zwDzw D

T
cwW 0 0 0

� � � � � Ξ
(1)
66 0 0 0

� � � � � � −12Z1 0 0
� � � � � � � −12Z2 0
� � � � � � � � −12Z2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+ [
Ap + A f p(Θ f p) Ad + A f d(Θ f d) 0 0 Bpw BawcEawc 0 0 0

]T [τ 21 Z1 + τ 221Z2]
× [

Ap + A f p(Θ f p) Ad + A f d(Θ f d) 0 0 Bpw BawcEawc 0 0 0
]
. (68)
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where Ξ
(3)
16 = PBawcEawc − PBζz + G

T
c W . By

employing Schur complement to Π̄
(3)
1 < 0 and Π̄

(3)
2 <

0 and meanwhile taking σ = γ 2, it yields

Ψ̄
(3)
1 = Ψ̄ (3) − [

0 I 0 −I 0 Σ 0 Σ 0 Σ
]T

× Z2
[
0 I 0 −I 0 Σ 0 Σ 0 Σ

]
< 0,

Ψ̄
(3)
2 = Ψ̄ (3) − [

0 −I I 0 Σ 0 Σ 0 Σ 0
]T

× Z2
[
0 −I I 0 Σ 0 Σ 0 Σ 0

]
< 0,
(69)

where

Ψ̄ (3) =
[

Ψ̄
(3)
11 Ψ̄

(3)
12

� Ψ̄
(3)
22

]

,∀Θ f p ∈ W f p, ∀Θ f d ∈ W f d , (70)

Ψ̄
(3)
11 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ξ
(3)
11 (Θ f p) Ξ

(3)
12 (Θ f d) −2Z1 0 PBpw + C

T
z Dw Ξ

(3)
16 6Z1

� Ξ
(1)
22 −2Z2 −2Z2 0 0 0

� � Ξ
(1)
33 0 0 0 6Z1

� � � Ξ
(1)
44 0 0 0

� � � � −σ I D
T
cwW 0

� � � � � Ξ
(3)
66 0

� � � � � � −12Z1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ̄
(3)
12 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 τ1A
T
p + AT

f p(Θ f p) τ21A
T
p + AT

f p(Θ f p) C
T
z

6Z2 6Z2 τ1A
T
d + AT

f d(Θ f d) τ21A
T
d + AT

f d(Θ f d) 0
0 6Z2 0 0 0

6Z2 0 0 0 0
0 0 τ1B

T
pw τ21B

T
pw DT

zw
0 0 τ1E

T
awcB

T
awc − τ1B

T
ζz

τ21E
T
awcB

T
awc − τ21B

T
ζz

0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Ψ̄
(3)
22 =

⎡

⎢
⎢
⎢
⎢
⎣

−12Z2 0 0 0 0
� −12Z2 0 0 0
� � −Z−1

1 0 0
� � � −Z−1

2 0
� � � � −I

⎤

⎥
⎥
⎥
⎥
⎦

,

Ξ
(3)
11 (Θ f p) = A

T
p P + PAp + AT

f p(Θ f p)P + PA f p(Θ f p) +
3∑

i=1

Qi − 4Z1,

Ξ
(3)
12 (Θ f d) = PAd + PA f d(Θ f d). (71)

Condition (57) is acquired by applying congruence
transformation, the diagonal structure, diag(Γ1, I,W,

Γ1, I ) to (69) and further by using U = W−1,
X = P−1, S̄i = P−1Si P−1, for i = 1, 2, 3, Q̄ j =

P−1Q j P−1, for i = 1, 2, N = Gc P−1, and Vawc =
EawcU . As ζT

z (uc(t))W (w̄(t) − ζz(uc(t))) ≥ 0, the
inequality (65) can be written as

Jz2(t, χ) = V̇ (t, χ) + zT(t)z(t) − γ 2w(t)Tw(t) < 0.

(72)

If w(t) = 0, the condition V̇ (t, χ) < 0 ensures that
the system (20) is stable. Under zero initial condi-
tion, we have V (0, χ) = 0, henceforth,

∫ t
0 z

T(t)z(t) <

γ 2
∫ t
0 w(t)Tw(t), which can be written as

‖z(t)‖22 ≤ γ 2‖w(t)‖22. It ensures that the L2 gain
from w(t) to z(t) is less than γ . For ‖w(t)‖22 ≤ δ−1,
the zero initial condition V (0, χ) < 1 implies that
χT(0)X−1χ(0) < 1 as zT(t)z(t) > 0. Therefore, the
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Table 1 Static and dynamic AWC gains for different values of delay ranges τ1 and τ2

Delay range Suggested static AWC methodology in Theorem 3 Dynamic AWC methodology in Theorem 1 of [33]

τ1 = 0.01 Eawc1 =
[ −3.67317 0.000228
0.000290 −3.67317

]

F1 =
[ −9.1007 −0.0776

0.0023 −9.2593

]

τ2 = 0.1 Eawc2 =
[

0.248444 −0.000012
−0.0000248 0.24844

]

F2 =
[ −2.4162 −0.0897

0.0952 −2.2546

]

τ1 = 0.1 Eawc1 =
[ −3.60067 0.00013

0.00025 −3.60067

]

F1 =
[ −8.3174 −0.5515

0.3235 −7.6315

]

τ2 = 0.2 Eawc2 =
[

0.27372 −0.000013
−0.000026 0.273729

]

F2 =
[ −2.9631 0.4305

−0.2342 −3.6487

]

τ1 = 0.1 Eawc1 =
[ −1.15423 −0.000077
0.000065 −1.15423

]

F1 =
[ −2.5014 0.10915
0.01031 −2.5045

]

τ2 = 0.6 Eawc2 =
[

0.109713 −0.000012
−0.000018 0.109713

]

F2 =
[ −0.00031 −0.00459

0.00452 0.00201

]

τ1 = 1 Eawc1 =
[ −0.09066 0.000017
0.000026 −0.090663

]

Infeasible

τ2 = 10 Eawc2 =
[

0.013825 0.00000055
−0.0000018 0.013825

]

inequality (73) can written as

χ(t)Pχ(t) ≤ v−1, (73)

where v−1 = 1+ γ δ−1. Note that 1 < v−1 and v−1 >

γδ−1; therefore, we have χT(t)Pχ(t) ≤ γ δ−1 ⊆
χ(t)TPχ(t) ≤ v−1 and, further χT(t)Pχ(t) ≤
1 ⊆ χ(t)TPχ(t) ≤ v−1. As a result, all the
states of the close-loop system remains in ellipsoidal
basin ξ(t)TvPξ(t) ≤ 1 for all t > 0 and for all
exogenous signal satisfying the condition ‖w(t)‖22 ≤
δ−1. χ(t)TvX−1χ(t) ≤ 1 into the auxiliary region
S(u(t), w̄(t)) in (64) and further applying the Schur
complement and congruence transformation, we obtain
(57). �

Remark 6 Global and regional static AWC synthesis
methods for nonlinear systems with delayed states are
formulated in Theorems 2 and 3, respectively. In con-
trast to those techniques of [17,44], it does not require
the exponential stability, bounded input, and state sta-
bility for the open-loop systems. Further, unlike the
techniques of [17,21,44], the proposed approaches do
not require feedback-linearizable property of a nonlin-
ear system. The dynamic-based AWC [33] is designed
by employing free-matrix-based inequality (FMBI),
while the AWC [34] is based on the Jensen inequal-
ity approach. In contrast to [33,34], we used Wirtinger
integral inequality to achieve an improve result. Unlike

FMBI and Jensen inequality approaches, the Wirtinger
integral inequality permits us to consider amore precise
integral inequality (seeTable 1 for detail). Furthermore,
the proposed constraints in Theorem 3 (compared to
Theorem 2) are derived on the basis of a comprehen-
sive (local) sector condition and can be employed to
design a static AWC for unstable and oscillatory non-
linear time-delay systems. The AWC design for more
complex systems, such as complexdynamical networks
[45], two-dimensional (2-D) system [46] and one-sided
Lipschitz nonlinear systems [47], can be considered in
the further studies.

Remark 7 It is important to note that the constraints
in Theorems 2 and 3 contain nonlinear terms Σ1 =
P−1 Z̄−1

1 P−1 and Σ2 = P−1 Z̄−1
2 P−1. The nonlinear

terms in Theorems 2 and 3 can be solved by means of
the following linearization approach [48]:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min Trace(X̃ X + 0.5Σ1Σ̄1

+ 0.5Σ2Σ̄2 + Z̃1 Z̄1 + 0.5X Z̃1XΣ̄1 + Z̃2 Z̄2

+ 0.5X Z̃2XΣ̄2)

subjected to[
X̃ I
� X

]

≥ 0,

[
Z̃i I
� Z̄i

]

≥ 0,

[
Σi I
� Σ̄i

]

≥ 0,
[
Z̃i P
� Σ̄i

]

≥ 0, f or i = 1, 2,

and the constraints in Theorem 2 or Theorem 3,

(74)
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where Σ̄i = Σ−1
i , Z̃i = Z̄−1

i , and X̃ = X−1.

4 Simulation results

The proposed anti-windup is validated via its applica-
tion to the nonlinear Hopfield neural networks (HNNs)
[49] in this section. Owing to the abundant applica-
tions of HNNs and their generalizations in nonlinear
science, signal processing, pattern recognition, opti-
mization solvers, and computations associated with
memories, significant research attention has been given
to HNNs during the last couples of years [49–51]. In
many applications, stability of the neural networks is an
important dynamical aspect. Meanwhile, time-delays
and actuator saturation are the main causes of perfor-
mance degradation and instability; therefore, this study
investigates the tracking and stability of HNNs in the
presence of time-delays and actuator saturation. Con-
sider a nonlinear Hopfield neural network [50] with
multiple inputs and outputs represented by

ẋ1(t) = −x1(t) + 0.1x2(t) − 0.1x1(t − h(t))

+ 0.01x2(t − h(t)) + Nsat(uc1(t))

+ tanh(x1(t)) − 0.1 tanh(x2(t))

− 0.24 tanh(x1(t − h(t)))

− 0.02 tanh(x2(t − h(t))),

ẋ2(t) = −x2(t) − 0.1x2(t − h(t)) + Nsat (uc2(t))

− 0.5 tanh(x1(t)) + 0.15 tanh(x2(t))

− 0.2 tanh(x1(t − h(t)))

− 0.1 tanh(x2(t − h(t))),

y1(t) = 0.1x1(t), y2(t) = 0.1x2(t). (75)

The output feedback controller is designed without
considering the saturating input

ẋc1(t) = r1(t) − y1(t),

ẋc2(t) = r2(t) − y2(t),

uc1(t) = 50xc1(t) + 10(r1(t) − y1(t)),

uc2(t) = 50xc2(t) + 10(r2(t) − y2(t)), (76)

where r1(t) and r2(t) are the reference inputs. The
unconstrained closed-loop response yp1(t) and nom-
inal control signal uc1(t) of the nonlinear HNN to a
square wave input of magnitude of one are shown in
Fig. 1a, b. Likewise, the unconstrained closed-loop
response yp2(t) and nominal control signal uc2(t) of
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Fig. 1 Closed-loop response of nonlinear Hopfield neural net-
work system: a unsaturated closed-loop output y1(t) and b unsat-
urated control signal uc1(t)

the nonlinear HNN to a square wave input of mag-
nitude of 0.5 are presented in Fig. 2a, b. As we can
see from Figs. 1 and 2, the unconstrained closed-loop
responses yp1(t) and yp2(t) follow the desired square
wave references in the absence of actuator saturation.
However, saturation is the physical limitation of all
actuators, as none of the transducer can pass unlimited
power. Therefore, an actuator saturation always exists
in practical control systems and the controller design
without bearing in mind the windup effect can cause
unsatisfactory response when the nominal control sig-
nal exceeds the limits of the saturation. Consequently,
there should be some mitigation technique to deal with
the saturation effects. We select the time-varying delay
bounds as 0.1 sec ≤ h(t) ≤ 0.25 sec, delay rate as
τ̇ (t) ≤ 0.5 and saturation bounds as ±1 and ±0.8 for
uc1(t) and uc2(t), respectively. By solving the set of
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Fig. 2 Closed-loop response of nonlinear Hopfield neural net-
work system: a unsaturated closed-loop output y2(t) and b
Unsaturated control signal uc2(t)

LMIs of Theorem 3, accompanied by the linearization
approach (74), we obtain the anti-windup gains as

Eawc1 =
[ −3.4665 −0.00010
0.0003030 −3.4665

]

,

Eawc2 =
[

0.31851 0.000001719
−0.00002594 0.31851

]

. (77)

The effects of saturation are then studiedwith andwith-
out the proposed AWC. The simulation results clearly
reveal that thewindup effect is removed by applying the
proposed compensation technique. Figure 3 represents
the response of y1(t), which is showing overshoot and
undershoot in following the reference signal. By apply-
ing the proposed static AWC, the overshoot and under-
shoot in following the reference signal are removed,
which is also clear in the uc1(t) plot. Figure 4 repre-
sents the improvement in response of y2(t) and control
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Fig. 3 Closed-loop response of nonlinear Hopfield neural sys-
tem with and without the suggested AWC approach: a satu-
rated closed-loop output y1(t) and b saturated control signal
Nsat(uc1(t))

signal uc2(t) by the application of the anticipated static
AWC methodology.

A comparative investigation of our suggested static
AWC with the existing dynamic AWC technique of
[33] has been presented. Tables I summarizes the
AWC gains, Eawc1 and Eawc2, obtained by solving
the constraints of the suggested static AWC in The-
orem 3 and the dynamic AWC in Theorem 2 of [33]
for different values of delay bounds τ1 and τ2. The
recommended static AWC scheme is feasible for a
larger delay range, whereas the methodology provided
in [33] produces infeasible result for τ1 = 1 and
τ2 = 10. Unlike to the dynamic AWC technique pre-
sented in [33], the proposed static AWC is less con-
servative and computationally more effective, because
we employed an LPV approach and Lipschitz refor-
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Fig. 4 Closed-loop response of nonlinear Hopfield neural net-
work system with and without the suggested AWC approach: a
saturated closed-loop output y2(t) and b saturated control signal
Nsat(uc2(t))

mulation technique for the efficient treatment of the
Lipschitz nonlinearities, instead of conventional Lips-
chitz condition. Further, an improved Wirtinger-based
inequality, instead of free-matrix-based inequality, is
used to derive the delay-range-dependent conditions
for determining the AWC gains. Table 1 clearly reveals
the less conservativeness and supremacy of our sug-
gested static AWC method in contrast to the windup
compensation methodologies delivered in the previous
works.

5 Conclusions

This paper focused on the static AWC design for
dynamical nonlinear time-delayplantswith state delays
and input saturation nonlinearity by employing the

delay-range-dependent stability tactic. A novel tech-
nique was proposed for designing a static AWC for
delayed nonlinear systems with state delays, exoge-
nous input disturbance, and input actuator saturation
by means of reformulated Lipschitz continuity prop-
erty. A delay-range-dependent technique based on the
Wirtinger-based inequality was employed to derive a
condition for calculating the AWC gains. By using
the Lyapunov–Krasovskii functional, Wirtinger-based
inequality, sector conditions, bound on delays, time-
varying range of delay, and L2 gain reduction, several
conditions were derived to guarantee local and global
stabilization and performance of the overall closed-
loop system. Local AWC design conditions were pro-
vided, in case when global stabilization condition can-
not be achieved. In contrast to the existing methods,
the proposed approach is based on static AWC gain,
which is simple to implement, and provides relax-
ation in control parameters (like range of the delay).
A novel delay-range-dependent static AWC synthe-
sis technique by using linear parameter-varying theory
for Lipschitz nonlinear time-delay systems with input
saturation limitation and state delay was formulated.
Compared with the existing works, an improved delay-
range-dependent methodology based on Wirtinger-
based inequality has been used to attain a larger delay
range. This advanced time-delay approach provides an
improved methodology to manage the time-derivative
of theLKF.An iterative convex approach based on cone
complementary linearization is provided to obtain the
static AWC gains. In contrast to the conventional Lip-
schitz condition, the reformulated Lipschitz continuity
property is used to achieve less conservative outcomes,
which provides an effective approach to represent the
nonlinear dynamics. An application example was pro-
vided to demonstrate the usefulness of the proposed
nonlinear AWC methodologies under time-delays.
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