Nonlinear Dyn (2017) 90:2893-2902
DOI 10.1007/s11071-017-3850-1

@ CrossMark

ORIGINAL PAPER

Dynamical response, information transition and energy
dependence in a neuron model driven by autapse

Yuan Yue - Liwei Liu - Yujiang Liu -
Yong Chen - Yueling Chen - Lianchun Yu

Received: 22 July 2017 / Accepted: 3 October 2017 / Published online: 16 October 2017

© Springer Science+Business Media B.V. 2017

Abstract Autapses are a class of special synapses of
neurons. In those neurons, their axons are not connected
to the dendrites of other neurons but are attached to
their own cell bodies. The output signal of a neuron
feeds back to itself, thereby allowing the neuronal fir-
ing behavior to be self-tuned. Autapses can adjust the
firing accuracy of a neuron and regulate the synchro-
nization of a neuronal system. In this paper, we inves-
tigated the information capacity and energy efficiency
of a Hodgkin—Huxley neuron in the noisy signal trans-
mission process regulated by delayed inhibitory chem-
ical autapse for different feedback strengths and delay
times. We found that the information transmission, cod-
ing efficiency, and energy efficiency are maximized
when the delay time is half of the input signal period.
With the increase in the inhibitory strength of autapse,
this maximization is increasingly obvious. Therefore,
we propose that the inhibitory autaptic structure can
serve as a mechanism and enable neural information
processing to be energy efficient.
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1 Introduction

Neurons are basic units of neural systems through
which information is transmitted from one neuron to
other neurons in the form of action potentials (APs)
via synapses. Conduction is unidirectional; thus, APs
can only be transmitted from the axon of a neuron to
other neuron’s dendrites or a cell body and cannot be
transmitted in the opposite direction because neuro-
transmitters are released only in the axon terminal of a
presynaptic neuron. However, anatomical experiments
found that some neurons in the brain have a special
structure, in which the axon ending of a neuron is not
connected to dendrites of other neurons but instead to
itself. Neurons with this type of structure are called
autaptic neurons. Autaptic neurons are found in a vari-
ety of brain regions, for example, the rat hippocampus
[1], the pyramidal cells [2], the visual cortex of cats
[3,4], the substantia nigra and white matter [5]. In the
cerebral cortex, there is a class of specific inhibitory
neurons called “fast-spiking cells”, which generate rich
autapses. Because of the self-limitation with the body,
inhibitory autapses are more common in neurons. In
contrast, excitatory autapse generates positive feedback
and leads to the senses being out of control and epilep-
tic events, which is clearly not the best state of the
brain [6]. The arrival of APs at synapses will cause the
release of neurotransmitters through the cleft, resulting
in the depolarization or hyperpolarization of the post-
synaptic membrane potential. Accordingly, the autapse
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could be divided into two categories [7,8]: excitatory
and inhibitory.

Recently, some experiments have shown that the
autaptic structure plays an important role in the reg-
ulation of brain function [9]. In a physiological exper-
iment, Saada [10] found the positive feedback caused
by excitatory autapses can stimulate the B31/B32 neu-
rons of Aplysia to be active persistently. It is neces-
sary for these neurons to initiate and maintain com-
ponents of feeding behavior via persistent activities.
Therefore, the autaptic structure contributes to con-
trol of the continuous operation of a nervous sys-
tem through self-adjustment of some areas [11,12].
In addition, there are also some studies that reveal
the effects of the neuronal autaptic structure on their
dynamic behaviors [13—17], bifurcations and enhance-
ment of neuronal firings induced by negative feed-
back from an inhibitory autapse [18,19], as well as
the disturbance of ion channel noise to autaptic neu-
rons [20]. For example, in fast-spiking interneurons,
autaptic inhibition influences the threshold for APs,
input-output gain, firing patterns and multi-stability
regions under different parameters setting [21]. The
inhibitory chemical autapse can maintain the accuracy
of firing sequences of a neuron to control the synchro-
nization of the neuron APs [22]. Self-feedback induced
by autapse adjusts the synchronization transition in
a Newman-Watts neuronal network with time delay
[23-25] and mediates propagation of weak rhythmic
activity across small-world neuronal networks [26,27].
Stochastic resonance which occurs at the beat fre-
quency in neural systems at both the single neuron and
the population level, is studied here. [28]. The dynam-
ics of multiple synchronous behaviors are controlled or
adjusted based on the time delay and coupling strength
in inhibitory coupled neurons [29], and the autapse also
plays a regulatory role of irregular firing behaviors
[30]. According to different types of autapses, irreg-
ular firings are generated based on a single neuron
and the autaptic innervation can tame and modulate
neural dynamics. In addition to a single neuron, infor-
mation transmission and autapse-induced synchroniza-
tion are studied in a coupled neuronal network [31—
33].

In the nervous system, information processing costs
an enormous amount of metabolic energy [34,35].
More than 70% of the cortical energy costs are directly
used for neural signal processing within cortical cir-
cuits in the subcellular level [36]. For example, open-
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ing or closing of ionic channels for APs, and neuro-
transmitters release underlying synaptic transmission
[37,38]. This huge energy consumption suggests that
our brains must operate energy efficiently, i.e., the
brains should process as much as possible informa-
tion at the lowest energy cost and it is argued that
maximizing the ratio of the coding capacity to energy
cost is one of key principles chosen by the nervous
system to evolve under selective pressure [39,40].
In the past decades, many studies have revealed the
strategy that the neural systems employed to oper-
ate energy efficiently, including optimizing the ion
channel kinetics [41,42] or developing a warm body
temperature to minimize the energy cost of single
action potentials [43,44], optimizing the number of
channels on a single neuron and the number of neu-
rons in the neuronal network [45-47], low probabil-
ity release of neurotransmitters at the synapse [48,
49], representing information with sparse spikes [50—
52].

In this paper, we study the information trans-
mission capacity and energy efficiency of a single
Hodgkin—Huxley (HH) neuron with the inhibitory
chemical autapse. Experimental results show that in
the inhibitory chemical autapse HH model, the trans-
mitted effective information of the system is the high-
est, the encoding ability of information is the high-
est, and the energy efficiency of the system is opti-
mal when the delay time of the autapse is half of
the input signal period at a certain autaptic coupling
strength. In addition, at the same delay time, the
greater the self-synaptic coupling intensity is, the more
obvious the information transmission capability, and
the more optimal energy efficiencies of the system
are.

The paper is organized as follows: Sect. 2 describes
the chemical autapse HH neuronal model. The methods
for calculation of the information entropy and energy
cost efficiency are also introduced in this section. In
Sect. 3, we first demonstrate the firing dynamics of
the HH neuron with both excitatory and inhibitory
autapses, and then we focus on the information capacity
and the energy cost of the HH neuron with inhibitory
autapses. We demonstrated in this section how the
autaptic strength and the delay time influence the infor-
mation transmission and the energy efficiency of neu-
rons. Conclusions are made in Sect. 4.
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2 Model and methods
2.1 The chemical autaptic HH model

The chemical autaptic HH neuron model is as follows:
dv

Cr == gnam’h(V — Exa) — gxn*(V — Ex)
—gL(V — EL) + lext + lasy +&(1), ey

d

d_’? = ap(V)(1 —m) — Bu(V)m, 2

dh

o = (V)1 = h) = B(V)h, 3

dn

5 =M =m = B(V)n, @)

where V is the membrane potential of the neuron, C
is the membrane capacitance, oy is the external stim-
ulus current, and /gy is the autaptic current. m, h and
n are the gating variables of the sodium and potas-
sium channels. «; (V) and B; (V) (i = m, h, n) are the
voltage-dependent opening and closing rates, respec-
tively, which read

0.1(V + 40)
on(V) = T =ra0 100 )
B (V) = de” (VT8 (6)
an(V) = 0.07e~V+69/20, (7
Bn(V) = m, ()
(V +55)/100
an(V) = T iviss) ©)
Bu(V) = 0.125¢(V+65)/80, (10)

The explicit form of the autaptic current Insy is
defined as follows:

Iasy = —8asy Z aasy(t - tspikes —T)(V(#) — EA),
spikes

Y

where gasy is the maximal conductance and E4 is the
reversal potential of the autapse. fspikes is the presy-
naptic spiking time, and t is the delay time caused by
the propagation of AP along the axons from initiation
zone to synapse [53]. The sum is extended over the train
of presynaptic spikes occurring at fgpikes. The dynamic
process of the postsynaptic conductance is as follows:

(e*é _e*#), (12)

Olasy(t) =
T — 1

where t; and 7, represent the decay and rise time,
respectively, of the function and determine the dura-
tion of the synaptic response.

The external stimulus current /ey, is a train of pulse-
like current stimuli with the inter-pulse interval follow-
ing a Poisson distribution with mean interval of 50 ms:

e =Y 1), (13)
J

where I/ (z) is the single pulse current in the following
form:

i . .
Io(t —the =, tl <t<t

I (1) = : .
0, t<t] or t>t]

(14)

where j represents the jth pulse, Iy is the intensity of
pulse currents and Ip = 10 pA. t] is the time when the
released neurotransmitter is in contact with the postsy-
naptic membrane (start time of a pulse), t/ is a pulse off
time (end time of a pulse, #/ =t/ + At, At = 8 ms),
and the value of the time constant ¢ is 2 ms.

A Gaussian white noise & () with zero mean value is
also added in Eq. (1) to mimic the background activities
from other neurons,

<E(t)> = 0; <E(E(W)> = 2D8(t — 1), (15)

where D is noise density and D = 2 by default.

The stochastic equations in the simulation were
solved using the Euler-forward method with a time step
of 0.01 ms. The parameters involved in the calculation
are listed in Table 1.

2.2 Methods of the information entropy and energy
efficiency

To quantify the information transmission ability of the
HH neuronal model with autapse, we use the “direct
method” proposed by Strong [54] to measure the infor-
mation entropy rate of the spiking sequence generated
by the neuron. First, the spiking train is packaged into
time bins with length of A and discretized to a binary
string, which is composed elements of “0” (no APs)
or “1” (APs). Next, the binary sequence is scanned by
moving a sliding time window 7' and then converted to
a sequence of “words” with the length of k£ (k = Al[).
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Table 1 Parameters in the chemical autapse HH model

C  The membrane capacitance 1/ cm?

gna  The maximal conductance of the sodium 120 ms/cm?
channel

gk The maximal conductance of the 36 ms/cm?

potassium channel

gL The maximal conductance of the leakage 0.3 ms/cm?

channel
Ena  The reversal potential of the sodium 50 mv
channel
Ex  The reversal potential of the potassium 50 mv
channel
— 77 mv
Ep  The reversal potential of the leakage 50 mv
channel
—54.5mv
Ea  The reversal potential of the autapse 50 mv
0 or — 80 mv
7, The rise time of the autapse 0.1 ms
74 The decay time of the autapse 8 ms

Finally, after obtaining the probability P; of i-th word,
the total entropy rate is calculated as,

. 1
Hiotal = — Th_)moo T Z P;log, P;. (16)
i

The time-dependent word probability distribution at
a particular time is estimated over all the repeated pre-
sentations of the stimulus [54]. At each time ¢, we cal-
culate the time-dependent entropy of words and then
take the average (over all times) of these entropies,

.1
Hugie =< = lim == Pi(DlogaPi(0) =1, (17)
i

where < ... >; denotes the average over all times t.

The average information rate that the neurons spike
trains encode regarding the stimulus is then calculated
as the difference between Hiory and Hpoise,

I = Hiotal — Hpoise - (18)

The coding efficiency is defined as the ratio of
mutual information rate I to total entropy rate Hotal,

1
n= .
H total

19)
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The coding efficiency ranges between zero and one.
If all of the spike train structure is utilized to encode
information regarding the stimulus, then the noise
entropy is zero, and the efficiency measure equals one;
on the contrary, if the spike train carries no informa-
tion regarding the stimulus, then the coding efficiency
is zero.

The generation of APs in the neurons requires an
energy supply that is realized by hydrolyzing ATP
molecules to restore the ion concentration inside and
outside the cell. Normally, the energy cost can be esti-
mated by calculating the total ATP consumption by
counting the number of entries of Na™ [55]. However,
the energy cost can also be estimated through calculat-
ing the equivalent electrical circuit of the HH model,
which is argued to be more accurate than the Na™
counting method. The energy consumption rate of the
HH neuron is then calculated [56].

dE(t)

5 = View— g h(V — Via)?

—gxn*(V — V)2
—eL(V — V)% (20)

Because each AP will lead to one synaptic event
at the autapse, we assume each synaptic event cost o
times of energy Egg for one AP. Egg is estimated by
integrating Eq. (20) during the period of one AP. Thus,
the energy cost per second of a spike train could be
estimated in the following manner:

Eaxsy = <E+n-a- Esg>y, (21)

where E is the E(¢) integrated over entire period of the
spike train, and n is the number of spikes in the spike
train. <...>; denotes the average over entire period of
the spike train.

Finally, the energy efficiency that measures how
much information the system encoded in the spike train
with the consumption of unit energy is defined as

1
Easy .

Easy = (22)

3 Results and discussion

In the following, we set the delay time t of the autapse
between 0 and 60 ms (the mean rate of pulse inputs) and
the coupling intensity gy in the range of 0-3 ms/ cm?,
and then we calculate the corresponding information
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capacity, as well as the energy cost, to investigate how
the delay time and coupling strength affect the energy
efficiency of autaptic neurons.

3.1 Dynamical behaviors of the chemical autapse HH
model

First, we set the reversal potential of autapse to Eo = 0
so that it could induce the excitatory autaptic cur-
rents. As demonstrated in Fig. 1a, b, the APs (spikes
at t+ = 100 ms and + = 500 ms, green line in
Fig. 1a) evoked by the input would generate an exci-
tatory synaptic current at approximately t = 400 ms
and + = 800 ms with the time delay of 7 = 300 ms
(shown in Fig. 1b). This excitatory synaptic current will
cause another two APs at # = 400 ms and ¢ = 800 ms
(blue line in Fig. 1a). Meanwhile, the autaptic current
induced AP at + = 400 ms will induce another AP
at t = 700 ms (shown in Fig. 1a). Therefore, during
the above process, this positive feedback will lead to
the increase in spike rate, until the refractory period
of neuron stops the increase in spikes per unit time. In
contrast, for the inhibitory autapse with reversal poten-
tial of Eo = —80mV, as demonstrated in Fig. 1c, d, the
APs evoked by inputs (shown in Fig. 1c¢) will generate
inhibitory synaptic current (shown in Fig. 1d), which
will hyperpolarize the membrane potential. Thus, it
appears that this negative feedback cannot play a posi-
tive role in the neural information processing.

However, when the background noise is taken into
consideration, the noise can induce spontaneous firings.
As demonstrated in Fig. 2 for the raster plot of 200 neu-
rons with the same inputs, the spontaneous APs occur
between the input-induced APs. We then calculated
the firing probability of the spontaneous APs among
the mean inter-pulse interval and found that when the
autaptic time delay is added (shown in Fig. 2c, d), there
are less spontaneous APs because some of them are
suppressed by inhibitory synaptic currents; moreover,
the distribution of the spontaneous APs is narrower than
that when there is no autapse (shown in Fig. 2a, b).
The narrow distribution of spontaneous APs implies
that there is less variability in the firing sequence of
the autaptic neurons; the underlying mechanism will
be elucidated in the following context.

3.2 Information transmission

As demonstrated above, the inhibitory autaptic cur-
rent induced by the spikes in response to external sig-
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Fig.1 Theresponse of the chemical autapse HH model to square
wave stimulus currents. Sub-graphs a and b show the membrane
potentials and the autaptic currents, respectively, of the neuron
in the excitatory autaptic mode, where the autaptic intensity is
gasy = 0.3 ms/cm?. Sub-graphs ¢ and d show the membrane
potentials and the autaptic currents, respectively, of the neuron
in the inhibitory autaptic mode, where the autaptic intensity is
gasy = 1 ms /em?. In the whole model, the intensity of external
stimulus current is /o = 10 pA and the autaptic delay time is
7 = 300 ms. (Color figure online)

gasy=0,1:=0

23717 spikes/s

neurons

t(ms) t (ms)

17483 spikes/s

neurons

0 200 400 600 800 1000 20 40 60

t (ms) t(ms)

Fig. 2 The firing raster of the inhibitory chemical autapse HH
model for pulse stimulus currents and the firing probability of the
spontaneous APs among the mean inter-pulse interval. a shows
firings of 200 neurons, and b shows the firing probability when
the autaptic coupling strength is g,y = 0 ms/cm? and the delay
timeis T = 0 ms. ¢ shows firings of 200 neurons, and d shows the
firing probability when the autaptic coupling strength is gasy =
3 ms/cm? and the delay time is T = 35 ms. In the whole model,
the intensity of external stimulus current is /o = 10 pL A, and the
noise density is D =2

nal will act on the neuron itself. This negative feed-
back loop will finally have an impact on the firing
dynamics, and thus the information transmission of the
neuron.

The dependence of the total information rate on the
autaptic strength and the time delay is demonstrated

@ Springer
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30
T (ms)

Fig. 3 The total entropy rate Hio, of the ICA HH model

in Fig. 3. It is seen that when the autaptic strength is
zero, i.e., there is no autaptic current acting on the neu-
ron, the total information rate is the largest. Once the
inhibitory autaptic current takes effects, it will reduce
the excitability of the neuron. However, even in the
presence of the autaptic current, there are two cases
that the inhibitory effects are canceled by the APs. One
case is when the delay time is very short, such that the
inhibitory current induced by an AP acts on it immedi-
ately. The other case is when the time delay t is approx-
imately 35 ms, in which case there is a high probability
that the inhibitory current will act on the AP induced by
the next pulse input. In both cases, after the threshold-
crossing of membrane potential and before the ending
of refractory period, the neuron’s membrane potential
will not be disturbed by the external inputs. Therefore,
the total entropy rate is almost the same as that without
autapse.

When autaptic strength is not zero, the total entropy
rate exhibits two minima, one around the delay time of
T = 18 ms and the other around the delay time of 50 ms.
The minimum becomes lower as the autaptic strength
is increased, because of the higher inhibitory current
generated by the autapse. The first minimum at approx-
imately 7 = 18 ms is mainly caused by the reduction
in the spontaneous firings by the inhibitory autaptic
current. After the end of the refractory period of an AP
evoked by pulse input, the noise can evoke spontaneous
firings alone. Theoretically, these spontaneous APs can
fires at any time with the same probability in the inter-
vals between two input evoked APs. Therefore, an input
evoked AP would suppress the spontaneous AP that
occurs soon after it via its inhibitory autaptic current,
as long as the time delay is just the same as the time
interval between these two APs. However, the sponta-
neous APs cannot be suppressed by an autapse with
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longer time delay because its membrane potential has
already crossed the threshold. Therefore, between the
time point when the refractory period of input evoked
AP ends and when the autaptic current starts to take
effect, there exists a time window that allows the spon-
taneous APs to occur. The longer the delay time, the
wider this time window, and thus, the more sponta-
neous APs to occur. As a result, the total entropy rate
increases again as the time delay increases. Further
increasing the time delay will cause the total entropy
to drop again approximately t = 50 ms. This second
minimum occurs mainly because the inhibitory current
suppressed the following input evoked APs when their
inter-pulse intervals are less than the mean value of
50 ms.

As discussed above, the inhibitory autaptic cur-
rent would suppress the spontaneous firings evoked by
noise in the time interval between the two inputs, thus
reducing the trial-to-trial variability of the spike trains.
Therefore, we expect the noise entropy to decrease
in this time interval, as seen in Fig. 4. Finally, the
mutual information rate (the information entropy rate
I), which is the difference between the total entropy
rate and the noise entropy rate, exhibits a maxi-
mum for the time delay that is half of the inter-
pulse interval of the inputs (Fig. 5). Note that, com-
pared to the case in which there is no autapse and the
mutual information rate is enhanced as the inhibitory
autaptic current is introduced, increasing the autap-
tic strength increases the information rate. As we dis-
cussed above, the mismatch between the refractory
period and the time delay of the autapse will result
in a narrow time window that allows the generation
of noise-induced APs. Spontaneous APs generated
in this narrow window are relatively reliable, lead-
ing to much less variability of the spike trains com-
pared to the case without autapse. In other words, the
inhibitory autapse enables the noise-induced APs to
fire in a consistent manner, and take the noise-induced
APs as the second responses to the pulse inputs. This
phenomenon appears as if the excitatory autapse can
induce other APs; however, the difference in our case
is the second AP evoked by noise, and the autapse
plays the role of regulating these spontaneous fir-
ings.

Because the increased amount of information through
regulation of the spontaneous firings with inhibitory
autaptic current does not introduce additional spikes
in the spike train, the autapse also increases the aver-
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Fig. 4 The noise entropy rate Hpojse of the ICA HH model
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Fig. 5 The information entropy rate / of the ICA HH model
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Fig. 6 The information entropy rate I of the ICA HH model
on per spike

age information carried by each spike, which is defined
as the ratio of the mutual information rate to the
mean firing rate of the spike train (Fig. 6). Moreover,
when the delay time is half of the inter-pulse interval,
the relatively high total entropy rate and lower noise
entropy rate yields a maximum of the coding efficiency
(Fig. 7).

3.3 Energy consumption and energy efficiency

In this subsection, we calculated the energy cost of
the HH neuron with the inhibitory autaptic synapse in

0 10 20 30 40 50 60
T (ms)

Fig. 7 The encoding efficiency n of the ICA HH model

the above information transmission processing, accord-
ing to Eq. (21). First, we fixed the synaptic strength
gasy = 3 to investigate how «, the ratio of the energy
cost for one synaptic event to the energy cost of one
AP, affects the dependence of the energy cost of the
autaptic neuron on the delay time. It is seen from Fig. 8
that for different values of «, the dependence of the
energy cost on the delay time is the same as the depen-
dence of the total entropy rate on the delay time, i.e.,
one minimum at T = 18 ms and another minimum at
T = 45 ms. In addition, a larger value of « yields a
larger contrast between the maximal and minimal val-
ues of the energy cost. Next, the dependence of the
total energy cost on different delay times and autap-
tic strengths are plotted in Fig. 9. It is seen that the
dependence of the energy cost on the autaptic strength
and delay time is the same as the dependence on the
total entropy rate, because a higher total entropy rate
implies a higher spike rate, and thus a higher energy
cost.

Note that the energy efficiency, defined as the ratio
between the mutual information rate and the energy
cost per second (Fig. 10), is maximized when the delay
time is half of the mean inter-pulse interval. This result
implies that, when the delay time is half of the input
rate, the inhibitory autapse could enable the neuron
to transmit information not only with maximal capac-
ity (as discussed above), but also in an energy effi-
cient manner, i.e., the information transmission con-
sumes minimal metabolic energy. In addition, with this
inhibitory autapse, the information and energy effi-
ciency could be maximized simultaneously, whereas
for other parameters, such as, temperature or number
of ion channels, the optimal value for information and
that for energy efficiency are not identical; thus, the
information and energy efficiency could not be maxi-
mized simultaneously.
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Fig. 10 The energy efficiency e,y of the ICA HH model
4 Conclusions

In this paper, we investigated the effects of inhibitory
autapse on the information transmission and energy
efficiency of the HH neuron in response to the pulse
train inputs. We found that when the delay time is
approximately half of the mean inter-pulse interval of
the input pulse train, the inhibitory autaptic current act-
ing on the neuron itself leads to more ordered firing
of the spontaneous APs, resulting in spike trains that
are more informational (measured with mutual infor-
mation rate) than that of the neuron without autapse.

@ Springer

Meanwhile, the energy efficiency is also maximized
around this optimal autaptic time delay.

The neural information is carried by APs and then
transmitted from one neuron to other neurons through
synapses [57,58]. However, in some neurons, the
synapses are connected to the neurons themselves,
forming positive or negative feedback loops [59-61].
Many works showed that this autaptic feedback may
play a positive role in the regulation of the firing rhythm
of the neurons or the neuronal network. Here, in this
paper, we used information theory to further elucidate
the constructive role of inhibitory autapse in the infor-
mation transmission of the neurons. It is interesting to
find that the inhibitory feedback of autapse could reg-
ulate the spontaneous firings induced by noise; thus,
these spontaneous APs could also carry information
about the inputs. However, it still remains unknown
what characters of the inputs are encoded in these
spontaneous firings and how the information carried
by these spontaneous firings is utilized by the neural
systems.

The processing of neural information requires a huge
amount of metabolic energy, which acts as a selective
pressure to influence many aspects of neural design and
functions. In this work, we also investigated how the
inhibitory autapse influences the energy efficiency of
the neuronal information transmission. We found that
there exists an optimal delay time of the autapse with
which the energy efficiency could be maximized. The
efficient energy usage is the result of two aspects caused
by the autapse: (1) the reduced spontaneous APs that
carry no information regarding the inputs but waste
energy and (2) the increased information because of
more regulated spontaneous firings via negative feed-
backs. The results suggest that the inhibitory autaptic
feedback could serve as a mechanism to transmit neural
information efficiently.

In conclusion, we studied the effects of the inhibitory
autaptic synapse on the information transmission and
energy efficiency of neurons in a noisy environment.
We found that there exists an optimal autaptic delay
time (which is almost half of the mean input rate),
with which the neurons could not only transmit infor-
mation with maximal capacity, but also with highest
energy efficiency. The underlying mechanism is the
more ordered spontaneous firings induced by inhibitory
synaptic currents. In other words, the negative feed-
back of autapse enables the spontaneous firings to carry
more information of the inputs. Future work will focus
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on how the neuronal systems determine the informa-
tion carried by these spontaneous firings. Our work
elucidated the role of inhibitory autaptic current in
the energy efficient information processing of neuronal
systems, and may help to further understand the basic
design principles [62] of neural systems.
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