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Abstract In the framework of sampled-data control,
this paper deals with the lag synchronization of chaotic
neural networks with time delay meanwhile taking
the impulsive control into account. By constructing a
proper Lyapunov function and employing the impul-
sive control theory, some sufficient conditions for lag
synchronization of the addressed chaotic neural net-
works are derived in terms of linear matrix inequalities
(LMIs). The hybrid controller including sampled-data
controller and impulsive controller is designed based
on the established LMIs. A numerical example is pro-
vided to demonstrate the effectiveness and advantage
of the obtained results.
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1 Introduction

Synchronization is a common and widespread phe-
nomenon in many science and engineering problems
[1]. Since Pecora and Carrol [2] initially proposed the
master–slave concept for chaos synchronization, chaos
synchronization has been investigated intensively due
to their potential applications in many fields such as
secure communication, finance, biology, and engineer-
ing, see [3–5]. The basic idea of the synchronization is
to control the slave system such that the state trajecto-
ries of the master and salve systems are finally identi-
cal. A wide variety of synchronization phenomenon
has been extensively studied such as complete syn-
chronization [6], projective synchronization [7], phase
synchronization [8], anticipated synchronization [9],
and lag synchronization [10,11]. In particular, lag syn-
chronization is characterized as the coincidence of the
states of two coupled systems in which one of the sys-
tems is delayed by a given finite time. Many experi-
mental study and computer simulations of chaotic syn-
chronization in unidirectionally coupled external cavity
semiconductor lasers have shown the presence of lag
time between the drive and response laser’s intensities.
Moreover, it has been shown that time delays are ubiq-
uitous in neural processing or signal transmission, for
example, the release of neurotransmitters, state estima-
tions, computation and implementation of continuous
or discontinuous control forces, signal feedback and
transmission [12,13]. During the past decades, a lot of
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efforts have been made to the study of lag synchro-
nization of chaotic systems and neural networks with
or without time delays [14–16]. Many approaches have
been proposed such as adaptive control [17], fuzzy con-
trol [18], and impulsive control [19].

It is well known that the synchronization of chaotic
neural networks has attracted great attention and has
been extensively studied due to their potential appli-
cations in secure communication, parallel recognition,
etc. [19–26]. It has been revealed that artificial neu-
ral networks can exhibit chaotic behaviors if the net-
work’s parameters, initial states, and time delays are
appropriately chosen. To date, different methods have
been proposed for synchronization control for delayed
neural networks. In Ref. [22], authors have studied the
problem of synchronization and parameters identifica-
tion for chaotic neural networks with time delays by
employing Lyapunov–Krasovskii functional method.
In Ref. [19], the lag synchronization of neural net-
works with time delay has been dealt with by using
impulsive control method coupled with LMIs. It is
well known that impulsive control, which is an impor-
tant kind of discontinuous control methods, has been
used to synchronize and stabilize lots of dynamic sys-
tems [27–31]. The main idea of the impulsive control
is to change the state of a system by discontinuous
control input at certain time instances. Impulsive con-
trol is of distinctive advantage, from the control point
of view, since only small control gains are needed at
discrete instances. Until now, there are many interest-
ing results for stabilization or synchronization control
of neural networks via impulsive control [19,29–33].
In [29], authors investigated the complete synchro-
nization of complex dynamical networks with time-
varying delays via impulsive control of the distributed
form. Based on dual-stage impulsive control method
[32], the robust global exponential synchronization of
uncertain chaotic delayed neural networks was stud-
ied in which different parametric uncertainties were
addressed. Ref. [33] studied the exponential synchro-
nization of Lurie complex neural networks with uncer-
tain coupling strength via pinning impulsive control
in which only selection of nodes is needed to control
instead of the whole networks.

Since many practical problems are characterized
by continuous systems, for which one usually either
directly designs continuous-time controllers or extends
the continuous systems to discrete systems and then
designs the corresponding discrete time controllers.

However, from practical applications point of view,
sampled-data controller is much more favorable in
many applications and admits many advantages over
the continuous controller such as low-cost main-
tenance, reasonable structure, and high reliability.
For instance, the continuous controller always occu-
pies the communication channels all the time, but
sampled-data one only needs to use the communi-
cation channels at the sampling instants. Thus, the
sampled-data control theory has received much atten-
tion in recent years [34–37]. Based on sampled-
data feedback control, Ref. [35] studied the exponen-
tial synchronization of neural networks with mixed
delays using Lyapunov–Krasovskii functional combin-
ing with improved free-weighting matrix approach.
Recently, authors in Ref. [36] have discussed the
sampled-data synchronization for Markovian neural
networks with generally incomplete transition rates in
which the transition rate may be completely unknown
or only its estimate value is known. InRef. [37], authors
proposed two novel approaches, sampling-instant-
to-present-time fragmentation and free-matrix-based
time-dependent discontinuous Lyapunov approach, to
the problem of sampled-data synchronization of two
identical chaotic Lur’e systems. Although all those ref-
erences have presented some interesting sampled-data
control strategies [34–37] or impulsive control strate-
gies [19,29,32,33] for synchronization control of neu-
ral networks with various time delays, only single con-
troller is addressed, that is, the designed controller is
either sampled-data control or impulsive control. It is
obvious desirable to design a hybrid controller which
includes both sampled-data control and impulsive con-
trol, which is very useful in practice for the case that
the effects of synchronization control are not so well
via a single controller.

Inspired by the above discussion, in this paper we
shall study the lag synchronization for chaotic neu-
ral networks with time delay via a class of hybrid
controllers which include sampled-data controller and
impulsive controller. In particular, when the sampled-
data part is given in the form of the external pertur-
bations, the lag synchronization can still be achieved
via the designed impulsive controller. The rest of the
paper is organized as follows. In Sect. 2, we present
some notations and preliminaries. In Sect. 3, we present
the control laws to ensure the lag synchronization of
chaotic neural networkswith time delay via hybrid con-
trol. A numerical example and its simulation are given
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to verify our theoretical results in Sect. 4. Concluding
remarks are given in Sect. 5.

2 Preliminaries

Notations Let R denote the set of real numbers, Z+
the set of positive integers, Rn the n-dimensional real
spaces equipped with the Euclidean norm | • |, and
R
n×m the n×m-dimensional real spaces.A > 0(< 0)

denotes that the matrix A is a symmetric and posi-
tive (negative) definite matrix. The notations A−1 and
AT mean the inverse and the transpose of matrix A.
Assume that A and B are symmetric matrices, A > B
means that A − B is positive definite matrix. I means
the identity matrix with appropriate dimensions and
� = {1, 2, . . . , n}. For any interval J ⊆ R, set E ⊆
R
k(1 ≤ k ≤ n), PC(J, E) = {ϕ : J → E is continu-

ous everywhere except at finite number of instances t , at
which ϕ(t+), ϕ(t−) exist and ϕ(t+) = ϕ(t)}. � denotes
the symmetric block in a symmetric matrix. Consider
the following neural networks with time delay:

⎧
⎨

⎩

ẋ(t) = −Cx(t) + A f1(x(t))
+B f2(x(t − τ)) + J, t > 0,

x(s) = φ(s), s ∈ [−τ, 0],
(1)

where φ(·) ∈ PC([−τ, 0], R
n); x(t) = (x1(t), . . . ,

xn(t))T is the neuron state of the neural networks;
C =diag(c1, . . . , cn) is a diagonal matrix with ci >

0, i = 1, . . . , n; A and B are the connection weight
and the delayed weight matrices, respectively; J is
an external input; τ > 0 is the transmission constant
delay; fi (x(·)) = ( fi1(x1(·)), . . . , fin(xn(·)))T rep-
resents the neuron activation function satisfying

l−i j ≤ fi j (u) − fi j (v)

u − v
≤ l+i j , i, j ∈ � (2)

for any u, v ∈ R, u �= v, where l−i j and l+i j are some
real constants which may be positive, zero, or negative
and fi j (0) = 0 for i, j ∈ �.

To investigate the lag synchronization via control
input, we consider system (1) as the drive system and
the corresponding response system is given as follows:

{
ẏ(t) = −Cy(t)+A f1(y(t))+B f2(y(t−τ))+ J+u,

y(s) = ϕ(s), s ∈ [−τ + σ, σ ].
(3)

Lag synchronization is described by y(t) = x(t − σ)

for some constant σ > 0. To derive the lag synchro-
nization conditions, let e(t) = y(t) − x(t − σ) be the
lag synchronization error, where σ is response time
delay between the drive system and response system.
We design the feedback controller u(t) by

u(t) = K1e(tk) + K2e(t)δ(t − tk+1), t ∈ [tk, tk+1),

k ∈ Z+,

where K1, K2 are control gains to be designed, δ(·) is
the Diral delta function, ϕ(·) ∈ PC([−τ +σ, σ ], Rn).

Then, system (3) can be rewritten as

⎧
⎪⎪⎨

⎪⎪⎩

ẏ(t) = −Cy(t)+A f1(y(t))+B f2(y(t−τ))+ J
+K1e(tk), t ∈ [tk, tk+1),

	y(tk) = y(tk) − y(t−k ) = K2e(t
−
k ), k ∈ Z+,

y(s) = ϕ(s), s ∈ [−τ + σ, σ ].

The impulsive instants tk satisfy σ < t1 < · · · < tk <

· · · and lim
k→∞ tk = +∞.Then, the error systembetween

systems (1) and (3) is given by

⎧
⎪⎪⎨

⎪⎪⎩

ė(t) = −Ce(t) + Ag1(e(t)) + Bg2(e(t − τ))

+K1e(tk), t ∈ [tk, tk+1),

	e(tk) = e(tk) − e(t−k ) = K2e(t
−
k ), k ∈ Z+,

e(s) = ϕ(s) − φ(s − σ), s ∈ [−τ + σ, σ ],
(4)

where g1(e(t)) = f1(y(t))− f1(x(t−σ)) and g2(e(t−
τ)) = f2(y(t − τ)) − f2(x(t − τ − σ)).

Definition 1 ([19]) Drive system (1) and response sys-
tem (3) are lag synchronized with time lag σ if for any
initial condition x(s) = φ(s) ∈ PC([−τ, 0], R

n),
y(s) = ϕ(s) ∈ PC([−τ + σ, σ ], R

n), it holds that
|y(t) − x(t − σ)| → 0 as t → ∞.

Definition 2 Let F0 denote the class of impulsive
sequences {tk, k ∈ Z+} satisfying σ < t1 < · · · <

tk < · · · , limk→∞ tk = +∞. Fμ ⊆ F0 denotes the
class of impulsive sequences {tk, k ∈ Z+} satisfying
tk+1 − tk ≤ μ, k ∈ Z+.

In order to present our main results, the follow-
ing theoretical result for impulsive delayed systems is
needed.

Consider the following impulsive delayed systems:
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{
x ′(t) = G(t, xt ), t ≥ t0, t �= tk,

	x |t=tk = x(tk)−x(t−k )= Ik(tk, x(t
−
k )), k∈Z+.

(5)

Some definitions for functions G, Ik and set ν0 can be
found in [19], and here we omit them. Then, we have
the following lemmas.

Lemma 1 System (5) is globally exponentially stable
(GES) over Fμ with μ < ln q/p, if there exist a func-
tion V (t, x(t)) ∈ ν0 and constants p > 0, q >

1, c1 > 0, c2 > 0, c3 > 0, m > 0 and γ > 0
such that

(I) c1|x(t)|m ≤V (t, x(t))≤c2|x(t)|m + c3|x(tk)|m,

t ∈ [tk, tk+1);
(II) For any σ ≥ 0 and ψ ∈ PC([−τ, 0], R

n),

if eγ θV (t + θ, ψ(θ)) ≤ qV (t, ψ(0)), θ ∈
[−τ, 0], t �= tk , then D+V (t, ψ(0)) ≤
pV (t, ψ(0));

(III) For all (tk, ψ) ∈ R+ × PC([−τ, 0],Rn), V (tk,

ψ(0) + Ik(tk, ψ)) ≤ 1

q
V (t−k , ψ(0)).

Remark 1 Note that condition (I) in Lemma 1 is more
general than that in [19]. The proof of Lemma 1 is
similar to the proofs of Lemma 2.1 in [19] and Lemma
1 in [38]. Its detailed proof is omitted here.

Lemma 2 [39] Given any real matrices Y1, Y2 and Q
of appropriate dimensions and a constant ε > 0 such
that QT = Q > 0, then it holds:

Y T
1 Y2 + Y T

2 Y1 ≤ εY T
1 QY1 + ε−1Y T

2 Q−1Y2.

3 Main result

Theorem 1 Assume that there exist three constants
α > 0, β > 0, q > 1, four n × n matrices
P > 0, Q > 0, �1, �2, two n×n diagonal matrices
Q1 > 0, W > 0, a symmetric matrix S such that the
following inequalities hold:

(i) L1Q1L1 − βP ≤ 0, where L1 = diag(l21, . . . ,
l2n), l2 j = max{|l−2 j |, |l+2 j |}, j ∈ �;

(ii)
⎛

⎝
	 �1 PB
� −αQ 0
� � −Q1

⎞

⎠ ≤ 0,

(−F1W − S F2W + PA
� −W

)

≤ 0,

where

	 = −PC − CT P − αP + S,

F1 = diag
(
l−11l

+
11, l−12l

+
12, . . . , l−1nl

+
1n

)
,

F2 =diag

(
l−11 + l+11

2
,
l−12 + l+12

2
, · · · ,

l−1n + l+1n
2

)

;

(iii)
⎛

⎝− 1

q
P �T

2

� −(P + Q)

⎞

⎠ < 0.

Then error system (4) is GES over the classFμ with μ

satisfying

μ <
lnq

α + βq
, (6)

that is, drive system (1) can be exponentially lag syn-
chronized by response system (3), where control gains
are designed by

K1 = P−1�1, K2 = (P + Q)−1�2 − I.

Proof Consider Lyapunov function in the form of

V (t) = eT (t)Pe(t) + eT (tk)Qe(tk), t ∈ [tk, tk+1),

k ∈ Z+.

Since (6) holds, there exists a λ > 0 such that

α + βq < λ <
lnq

μ
.

Then one may choose γ > 0 such that

α + βqeγ τ = λ. (7)

It follows from Lemma 1 that when

eγ θV (t + θ, e(t + θ)) ≤ qV (t, e(t)), −τ ≤ θ ≤ 0,

t ∈ [tk−1, tk), k ∈ Z+,

it holds that

eT (t − τ)Pe(t − τ) ≤ qeγ τV (t), t ∈ [tk, tk+1),

k ∈ Z+. (8)

It follows from Lemma 2 and the definition of g2 that

2eT(t)PBg2(e(t − τ)) ≤ eT (t)PBQ−1
1 BT Pe(t)
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+ gT2 (e(t − τ))Q1g2(e(t − τ))

≤ eT (t)PBQ−1
1 BT Pe(t)

+ eT (t − τ)L1Q1L1e(t − τ), (9)

which, together with (i), yields that

2eT (t)PBg2(e(t − τ)) ≤ eT (t)PBQ−1
1 BT Pe(t)

+ βeT (t − τ)Pe(t − τ) ≤ eT (t)PBQ−1
1 BT Pe(t)

+ βqeγ τV (t). (10)

It then follows from the definition of g1 and (2) that

( f1 j (x j (t)) − l−1 j x j (t))( f1 j (x j (t)) − l+1 j x j (t)) ≤ 0,

for every j ∈ �. Similarly, we have

(g1 j (e j (t)) − l−1 j e j (t))(g1 j (e j (t)) − l+1 j e j (t)) ≤ 0,

i.e.,

(
e(t)
g1(e(t))

)T
⎛

⎝ l−1 j l
+
1 j E j ET

j − l−1 j + l+1 j
2

E j E
T
j

� E j ET
j

⎞

⎠

(
e(t)
g1(e(t))

)

≤ 0,

for every j ∈ �, where E j means the unit column
vector one element on i th unit row and zeros elsewhere.
Define

W = diag(ω1, ω2, . . . , ωn) > 0.

Then

n∑

j=1

ω j

(
e(t)
g1(e(t))

)T
⎛

⎝ l−1 j l
+
1 j E j ET

j − l−1 j + l+1 j
2

E j E
T
j

� E j ET
j

⎞

⎠

(
e(t)
g1(e(t))

)

≤ 0,

which is equivalent to

(
e(t)
g1(e(t))

)T (−F1W F2W
� −W

) (
e(t)
g1(e(t))

)

≥ 0.

(11)

Then taking the derivative of V along system (4) on the
continuous interval [tk, tk+1), k ∈ Z+ and considering
(i i), (7), (10), and (11), we have

D+V (t)

= 2eT (t)P (−Ce(t) + Ag1(e(t)) + Bg2(e(t − τ)) + K1e(tk))

= −eT (t)(PC + CT P)e(t) + 2eT (t)PAg1(e(t))

+ 2eT (t)PBg2(e(t − τ)) + 2eT (t)PK1e(tk)

≤ −eT (t)(PC + CT P)e(t) + 2eT (t)PAg1(e(t))

+ 2eT (t)PBg2(e(t − τ)) + 2eT (t)PK1e(tk)

+
(
e(t)
g1(e(t))

)T ( −F1W F2W
� −W

) (
e(t)
g1(e(t))

)

≤ −eT (t)(PC + CT P)e(t) + eT (t)PBQ−1
1 BT Pe(t)

+ βqeγ τV (t) + 2eT (t)PK1e(tk)

+
(
e(t)
g1(e(t))

)T ( −F1W F2W + PA
� −W

) (
e(t)
g1(e(t))

)

=
(
e(t)
g1(e(t))

)T ( −F1W F2W + PA
� −W

) (
e(t)
g1(e(t))

)

+
(
e(t)
e(tk)

)T ( −PC − CT P + PBQ−1
1 BT P PK1

� 0

)

×
(
e(t)
e(tk)

)

+ βqeγ τV (t) ≤
(
e(t)
e(tk)

)T

×
( −PC − CTP + PBQ−1

1 BTP − αP + S PK1

� −αQ

)

×
(
e(t)
e(tk)

)

+
(
e(t)
e(tk)

)T (
αP 0
� αQ

) (
e(t)
e(tk)

)

+
(
e(t)
g1(e(t))

)T ( −F1W − S F2W + PA
� −W

) (
e(t)
g1(e(t))

)

+ βqeγ τV (t)

≤ (α + βqeγ τ )V (t)

= λV (t). (12)

In addition, it follows from (i i i) that

⎛

⎝ − 1

q
P �T

2

� −(P + Q)

⎞

⎠ ≤ 0 ⇔
(
I (I + K2)

T

0 I

)

×
⎛

⎝ − 1

q
P �T

2

� −(P + Q)

⎞

⎠

(
I 0
(I + K2) I

)

≤ 0

⇔
⎛

⎝ − 1

q
P + (I + K2)

T (P + Q)(I + K2) 0

� −(P + Q)

⎞

⎠ ≤ 0

⇔ − 1

q
P + (I + K2)

T (P + Q)(I + K2) ≤ 0.

Considering system (3), it holds that

V (tk) = eT (tk)(P + Q)e(tk)

= eT
(
t−k

)
(I + K2)

T (P + Q)(I + K2)e
(
t−k

)
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≤ 1

q
eT

(
t−k

)
Pe

(
t−k

)

≤ 1

q
eT

(
t−k

)
Pe

(
t−k

) + 1

q
eT (tk−1)Qe(tk−1)

≤ 1

q
V

(
t−k

)
. (13)

By (6), (12), and (13) using Lemma 1, we know that
system (4) is GES, that is, systems (1) and (3) can be
exponentially lag synchronized over the classFμ with
μ satisfying (6). This completes the proof. ��

In particular, if we take K2 = d · I, where d is
a constant that will be estimated. Then we have the
following corollary.

Corollary 1 If there exist three constants α > 0, β >

0, q > 1, three n × n matrices P > 0, Q > 0, �1,

two n × n diagonal matrices Q1 > 0, W > 0,
a symmetric matrix S such that conditions (i), (i i),
and (6) in Theorem 1 hold. Systems (1) and (3) are
exponentially lag synchronized via impulsive controller
(tk, K2)k∈Z+ :

⎧
⎨

⎩

K2=d · I, d∈
[

−1− 1√
q

, −1+ 1√
q

]

,

{tk}∈Fμ,

(14)

where the sampled-data control gain is designed by

K1 = P−1�1.

Assume that u1(t) = K1e(tk), t ∈ [tk, tk+1), k ∈ Z+,
is not the control input but the external bounded distur-
bance which may destroy the synchronization control,
that is, K1 is pre-given. Based on Corollary 1, we can
design the impulsive controller.

Corollary 2 If there exist three constants α > 0, β >

0, q > 1, two n × n matrices P > 0, Q > 0,
two n × n diagonal matrices Q1 > 0, W > 0, a
symmetric matrix S such that conditions (i), (i i), and
(6) in Theorem 1 hold and
⎛

⎝
	 PK1 PB
� −αQ 0
� � −Q1

⎞

⎠ ≤ 0,

where

	 = −PC − CT P − αP + S.

Systems (1) and (3) are exponentially lag synchronized
over the classFμ withμ satisfying (6) via the impulsive
controller same as (14).

Remark 2 In Theorem 1 and Corollary 1 some
approaches are derived to design the hybrid controller
including the impulsive controller and the sampled-
data controller such that system (1) and system (3)
can be lag synchronized. In Corollary 2, an impul-
sive controller is designed to achieve the lag synchro-
nization between (1) and (3) when the sampled-data
term is given from the external perturbation point of
view. Compared to these impulsive control schemes
in Li [19], the developed results in this paper can be
applied to designing both the hybrid controller and the
impulsive controller with external perturbation such
that response system (3) can be lag synchronized with
master system (1).

4 Numerical simulations

In this section, we present an example and its simula-
tions to demonstrate the effectiveness of the proposed
results.

Example 1 Consider the following 2D neural network
model:

{
ẋ(t) = −Cx(t) + A f1(x(t)) + B f2(x(t − τ)) + J,
x(s) = φ(s), s ∈ [−τ, 0],

(15)

where τ = 1, J = [0, 0]T , f1(x) = f2(x) =
tanh(x). The parameter matricesC , A, and B are given
as follows

C= I, A=
(
2 −0.1
−5 3

)

, B=
(−1.5 −0.1

−0.2 −2.5

)

.

It is well known that system (15) with initial condi-
tion φ(s) = [0.4, 0.6]T , s ∈ [−τ, 0] is chaotic [40],
see Fig. 1. More information about the initial condition
dependence of the chaotic state can be found in [41].
To design the hybrid controller, we consider σ = 1 and
the response system is given in the form of
⎧
⎪⎪⎨

⎪⎪⎩

ẏ(t) = −Cy(t)+A f1(y(t))+B f2(y(t−τ))+ J
+K1e(tk), t ∈ [tk, tk+1),

	y(tk) = y(tk) − y
(
t−k

) = K2e(t
−
k ), k ∈ Z+,

y(s) = ϕ(s), s ∈ [−τ + σ, σ ],
(16)

where the initial condition ϕ(s) = [0, 0.5]T , s ∈
[−τ + σ, σ ]. Then, the error system between (15) and
(16) is given by
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Fig. 1 The chaotic orbits of system (13)
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⎧
⎪⎪⎨

⎪⎪⎩

ė(t) = −Ce(t) + Ag1(e(t)) + Bg2(e(t − τ))

+K1e(tk), t ∈ [tk, tk+1),

	e(tk) = e(tk) − e(t−k ) = K2e(t
−
k ), k ∈ Z+,

e(s) = ϕ(s) − φ(s − σ), s ∈ [−τ + σ, σ ],
(17)

We firstly consider the hybrid control. Let α =
8, β = 10, q = 3, and note that F1 = 0, F2 = 0.5I .
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Fig. 3 Trajectories in Example 1

According to Theorem 1, via MATLAB LMI toolbox,
we can obtain the following feasible solution

P =
(
218.5963 6.8960
6.8960 79.1988

)

,

Q =
(
222.2812 −3.4839
−3.4839 259.4708

)

,

�1 =
(−454.4690 −107.8822

−107.8822 −105.1384

)

,

�2 =
(−293.1013 3.0279
3.0279 −262.6865

)

.

Then, the gain matrices are derived as follows

K1 =
(−2.0417 −0.4529

−1.1844 −1.2881

)

,

K2 =
(−1.6649 0.0129
0.0156 −1.7758

)

.

By Theorem 1, error system (17) is GES over the class
Fμ with μ < 0.0289, that is, drive system (15) can be
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exponentially lag synchronized with response system
(16) when μ < 0.0289. In particular, if we choose
impulsive instants tk = ηk, k ∈ Z+, η = 0.028,
trajectories of error variables and state variables are
shown in Fig. 2.

Next we consider the impulsive control and con-
sider K1 = 0.6I . Then, error system (17) with simple-
data disturbance is unstable, see Fig. 3a. According to
Corollary 2, it can be deduced that the valuing range
of d is [-1.577, 0.423]. If we choose K2 = −0.4I ,
then error system (17) is GES over the class Fμ with
μ < 0.0289 , that is, drive system (15) can be expo-
nentially lag synchronized with response system (16)
when μ < 0.0289. In particular, if we choose impul-
sive instants tk = ηk, k ∈ Z+, η = 0.028, trajectories
of error variables are shown in Fig. 3b.

5 Conclusion

We have studied the problem of lag synchronization
of delayed chaotic neural networks based on hybrid
control and established some criteria on synchroniza-
tion control by employing impulsive control theory.
The hybrid controller consists of the sampled-data con-
troller and the impulsive controller. In particular, when
the sampled-data are considered as the external per-
turbation, the lag synchronization can be completely
achieved by impulsive controller according to the pro-
posed results. Finally, a numerical example and its sim-
ulations were provided to show the effectiveness of the
proposed results. In our study, we note that the sam-
pling period is the same as the impulsive interval. Fur-
ther research topics would be considered to extend the
main results of this paper to the case that the sampling
period is different from the impulsive interval.
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