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Abstract In the present article, we have developed
new exact analytical solutions of a nonlinear evolution
equation that appear in mathematical physics, specif-
ically time-fractional coupled Jaulent–Miodek equa-
tion by tanh method and (G ′/G)-expansion method
by means of fractional complex transform. As a result,
we acquire new exact analytical solutions of Jaulent–
Miodek equation.
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equation · Local fractional calculus · Fractional
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1 Introduction

Consider the nonlinear time-fractional-type coupled
Jaulent–Miodek equation [1,2]

Dα
t u + uxxx + 3

2
vvxxx + 9

2
vxvxx

− 6uux − 6uvvx − 3

2
uxv

2 = 0 (1.1)

and

Dα
t v + vxxx − 6uxv − 6uvx − 15

2
vxv

2 = 0 (1.2)

where 0 < α ≤ 1.
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Jaulent and Miodek [3] introduced Jaulent–
Miodek(JM) equation by using inverse scattering trans-
form from the nonlinear evolution equation. Matsuno
[4] linearized JM equation by hodograph transforma-
tion and relate it with Euler–Darboux equation. The JM
spectral problem which associates with JM equation
has been studied in [5,6]. By utilizing lax pair of the
JM spectral problem,Xu [7] constructed the exact solu-
tions of Jaulent–Miodek equation. The symmetries of
JM Hierarchy have been studied by Ruan and Lou [8].

Atangana and Baleanu [2] have studied nonlinear
fractional Jaulent–Miodek equation and presented the
series solution by using Sumudu transform homo-
topy method (STHPM). By three-dimensional solution
graph, the nature of the solutions has also been pre-
sented by Atangana and Baleanu in their study. By
using two-dimensionalHermitewaveletmethod,Gupta
and Saha Ray [9] have studied the numerical approx-
imation for time-fractional coupled Jaulent–Miodek
equation. Fractional Jaulent–Miodek (JM) hierarchy
and its super-Hamiltonian structure by using fractional
supertrace identity have been studied by Wang and
Xia [10].

In past few years, an excellent deal of attention
has been intended by the researchers on the study of
nonlinear evolution equations [11–14] that appeared
in mathematical physics. Recent past varied ana-
lytical and numerical methods like tanh–coth and
sech [15] method, extended tanh method [16], Ado-
mian’s decomposition method [5], Homotopy analy-
sis method [17], (G ′/G)-expansion method [18],
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exp function method [19,20], Homotopy perturbation
method [21] have been used for solving classical JM
equation.

This present article is dedicated to study the frac-
tional coupled Jaulent–Miodek equation. Hence, it
emphasizes on the implementation of two reliable
methods, viz tanh method [22,23] and (G ′/G)-
expansion [24,25] method to find the exact solutions
of time-fractional coupled Jaulent–Miodek equation.
With a view to exhibit the capabilities of the methods,
we employ these methods to deal with fractional order
coupled Jaulent–Miodek equations. The main objec-
tive of this paper is to ascertain additional new gen-
eral exact solutions of time-fractional coupled Jaulent–
Miodek equation by implementing two reliable strate-
gies, viz tanh method and (G ′/G)-expansion method.
Some solutions given in this paper are new solutions
which have not been reported yet.

The present article is organized as follows. Some
definitions with properties of local fractional calcu-
lus [26–28] are provided in Sect. 2. The algorithm of
tanh and (G ′/G)-expansion methods for determining
the solution of fractional coupled JM equation are pre-
sented in Sects. 3 and 4, respectively. The implemen-
tation of proposed method for establishing the exact
solutions of Eqs. (1.1) and (1.2) are proposed in Sects. 5
and 6, respectively. The numerical simulation for pro-
posed tanh method is presented in Sect. 7. In Sect. 8,
brief conclusions of study are presented.

2 Preliminaries of local fractional calculus
and proposed method

2.1 Local fractional continuity of a function

Definition 2.1 Suppose that f (x) is defined through-
out some interval containing x0 and all point near x0,
then f (x) is said to be local fractional continuous at
x = x0, denote by limx→x0 f (x) = f (x0), if to each
positive ε and some positive constant k corresponds
some positive δ such that [26–28]

| f (x) − f (x0)| < kεα, 0 < α ≤ 1 (2.1)

whenever |x − x0| < δ, ε, δ > 0 and ε, δ ∈ R. Con-
sequently, the function f (x) is called local fractional
continuous on the interval (a, b), denoted by

f (x) ∈ Cα(a, b), (2.2)

where α is fractal dimension with 0 < α ≤ 1.

Definition 2.2 A function f (x) : R → -R , X �→
f (X) is called a non-differentiable function of expo-
nent α, 0 < α ≤ 1, which satisfies Hölder function of
exponent α, then for x, y ∈ X , we have [26–28]

| f (x) − f (y)| ≤ C |x − y|α . (2.3)

Definition 2.3 A function f (x) : R → -R , X �→
f (X) is called to be local fractional continuous of order
α, 0 < α ≤ 1, or shortly α−local fractional continu-
ous, when we have [26–28]

f (x) − f (x0) = O
(
(x − x0)

α
)
. (2.4)

Remark 1 A function f (x) is said to be in the space
Cα[a, b] if and only if it can be written as [26–28]

f (x) − f (x0) = O
(
(x − x0)

α
)

with any x0 ∈ [a, b] and 0 < α ≤ 1.

2.2 Local fractional derivative

Definition 2.4 Let f (x) ∈ Cα(a, b). Local fractional
derivative of f (x) of order α at x = x0 is defined
as [26–28]

f (α)(x0)= dα f (x)

dxα

∣∣∣
∣
x=x0

= lim
x→x0

�α( f (x) − f (x0))

(x − x0)α
,

(2.5)

where �α( f (x) − f (x0)) ∼= �(1+ α)( f (x) − f (x0))
and 0 < α ≤ 1.

Remark 2 The following rules are hold [28]

(1) dα
xkα

dxα = �(1+kα)
�(1+(k−1)α)

x (k−1)α;
(2) dα

Eα(kxα)

dxα = kEα(kxα), k is a constant.

Remark 3 [26–29] If y(x) = ( f ◦u)(x)where u(x) =
g(x), then we have

dα y(x)

dxα
= f (α) (g(x))

(
g(1)(x)

)α

, (2.6)

when f (α) (g(x)) and g(1)(x) exist.

If y(x) = ( f ◦ u)(x) where u(x) = g(x), then we
have
dα y(x)

dxα
= f (1) (g(x)) g(α)(x), (2.7)

when f (1) (g(x)) and g(α)(x) exist.
The above property (2.7) plays an important role in

the Tanh method and (G ′/G)-expansion method via
fractional complex transform.
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3 Algorithm of the proposed Tanh method

In this part, we use tanh method [22,23] to obtain the
explicit solutions of Eqs. (1.1) and (1.2). The principle
steps of the proposed method are portrayed as follows:

Step 1:Assume that the nonlinear FPDE in two inde-
pendent variables x and t is given by

P(u, ux , uxx , uxxx , . . . D
α
t u, . . .) = 0, 0 < α ≤ 1

(3.1)

where u(x, t) is an unknown function, P is a function
in u(x, t) and its various partial derivatives in which
the highest order derivatives and nonlinear terms are
included.

Step 2:Using the fractional complex transform [30–
34], we have

u(x, t) = �(ξ), ξ = x − νtα

�(α + 1)
(3.2)

where ν is a constant to be evaluated later.
By using the chain rule Eq. (2.7) [31,34], we have

Dα
t u = σt�ξ D

α
t ξ,

Dα
x u = σx�ξ D

α
x ξ,

whereσt andσx are the fractal indexes [33,34],without
loss of generality we can take σt = σx = κ , where κ is
a constant.

The FPDE (3.1) is reduced to the following nonlin-
ear ordinary differential equation (ODE) for u(x, t) =
�(ξ):

P(�,�′,�′′,�′′′, . . . ,−ν�′, . . .) = 0. (3.3)

Step 3: Presume that the solution of Eq. (3.3) can
be written by a polynomial in Y given as follows:

�(ξ) = a0 +
n∑

i=1

aiY
i (3.4)

the integern canbedeterminedbybalancing thehighest
order derivative term and nonlinear term appearing in
Eq. (3.3).

Here Y = tanh(ξ) is a new independent variable.
Then we can find the derivative with respect to ξ as
follows:

d�

dξ
→

(
1 − Y 2

) d�

dY
,

d2�

dξ2
→

(
1 − Y 2

) (
−2Y

d�

dY
+

(
1 − Y 2

) d2�

dY 2

)
,

d3�

dξ3
→

(
1 − Y 2

)3 d3�
dY 3 − 6Y

(
1 − Y 2

)2 d2�
dY 2

+ 2Y
(
1 − Y 2

) (
3Y 2 − 1

) d�

dY
,

d4�

dξ4
→ −8Y

(
1 − Y 2

) (
3Y 2 − 2

) d�

dY

+ 4
(
1 − Y 2

)2 (
9Y 2 − 2

) d2�

dY 2

− 12Y
(
1 − Y 2

)3 d3�
dY 3 +

(
1 − Y 2

)4 d4�
dY 4 ,

(3.5)

and other higher-order derivatives can be found accord-
ingly.

Step 4: By replacing Eq. (3.4) in Eq. (3.3) and using
Eq. (3.5) followed by bringing together all the like
terms with the same degree of Y i (i = 0, 1, 2, . . .),
Eq. (3.3) is changed into a polynomial in Y i (i =
0, 1, 2, . . .). Equating every coefficient of this poly-
nomial to zero yields a set of algebraic equations for
ai (i = 0, 1, 2, . . . , n) and ν.

Step 5: By solving the algebraic equations system
obtained in Step 4 and substituting these constants
ai (i = 0, 1, 2, . . . , n), ν in Eq. (3.4), we can obtain
the explicit new solutions of Eq. (3.1) instantly.

4 Algorithm of (G′/G)-expansion method

In this part, we deal with the explicit solutions of Eqs.
(1.1) and (1.2) obtained by using (G ′/G)-expansion
[24,25] method. The principle procedures of this
method are discussed as follows:

Step 1: Suppose that the nonlinear FPDE in two
independent variables x and t is given by

P(u, ux , uxx , uxxx , . . . D
α
t u, . . .) = 0, 0 < α ≤ 1

(4.1)

where u(x, t) is an unknown function, P is a function
in u(x, t) and its different partial derivatives in which
the highest order derivatives and nonlinear terms are
included.

Step 2: By applying the fractional complex trans-
form [30–34]:

u(x, t) = �(ξ), ξ = kx + ctα

�(α + 1)
(4.2)
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where the constants k and c are to be evaluated later
on.

By using the chain rule Eq. (2.7) [31,34], we have

Dα
t u = σt uξ D

α
t ξ,

Dα
x u = σxuξ D

α
x ξ,

whereσt andσx are the fractal indexes [33,34],without
loss of generality we can take σt = σx = κ , where κ is
a constant.

The FPDE (4.1) is reduced to the following ODE for
u(x, t) = �(ξ):

P(�, k�′, k2�′′, k3�′′′, . . . c�′, . . .) = 0 (4.3)

Step 3: By assuming the solution of Eq. (4.3) by a
polynomial in

(
G ′/G

)
, we can write it as in the follow-

ing manner:

�(ξ) = a0 +
n∑

i=1

ai

(
G ′

G

)i

, (4.4)

whereG = G(ξ) satisfies the second-order ODE in the
form

G ′′ + λG ′ + μG = 0, (4.5)

the integern canbedeterminedbybalancing thehighest
order derivative term and the nonlinear term appearing
in Eq. (4.3). Further, Eq. (4.5) can be converted into

d

dξ

(
G ′

G

)
= −

(
G ′

G

)2

− λ

(
G ′

G

)
− μ. (4.6)

By the generalized solutions of Eq. (4.5), we have

(
G ′

G

)
=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

√
λ2−4μ
2

⎛

⎝
C1 sinh

(√
λ2−4μ
2 ξ

)
+C2 cosh

(√
λ2−4μ
2 ξ

)

C1 cosh

(√
λ2−4μ
2 ξ

)
+C2 sinh

(√
λ2−4μ
2 ξ

)

⎞

⎠ − λ
2 , λ2 − 4μ > 0

√
−λ2+4μ

2

⎛

⎝
−C1 sin

(√
−λ2+4μ

2 ξ

)
+C2 cos

(√
−λ2+4μ

2 ξ

)

C1 cos

(√
−λ2+4μ

2 ξ

)
+C2 sin

(√
−λ2+4μ

2 ξ

)

⎞

⎠ − λ
2 , λ2 − 4μ < 0

(
C2

C1+C2ξ

)
− λ

2 , λ2 − 4μ = 0

(4.7)

where C1 and C2 are arbitrary constants.
Step 4: After substituting Eq. (4.4) in Eq. (4.3) and

using Eq. (4.6), followed by collecting all the like terms
with the same degree of (G ′/G) into together, Eq. (4.3)
can be written as an another polynomial in (G ′/G). By
equating each of the coefficient of the obtained polyno-
mial to zero, we can obtain a set of algebraic equations
for ai (i = 0, 1, 2, . . . , n), λ, k, c and μ.

Step 5: Solving the algebraic equations system
obtained in Step 4 and subsequently substituting these
constants ai (i = 0, 1, 2, . . . , n), λ, k, c andμ, and also
solutions of Eq. (4.6) in Eq. (4.4), we can obtain the
explicit new exact solutions of Eq. (4.1) instantly.

5 Implementation of Tanh method for the exact
solutions of time-fractional coupled
Jaulent–Miodek

In this part, we implement the tanh method to deter-
mine the new exact solutions for time-fractional cou-
pled Jaulent–Miodek equation (1.1) and (1.2).

By applying the fractional complex transform (3.2),
Eqs. (1.1) and (1.2) can be reduced to the following
nonlinear ODE:

−ν�′(ξ) + �′′′(ξ) + 3

2

(ξ)
 ′′′(ξ) + 9

2

 ′(ξ)
 ′′(ξ)

−6�(ξ)�′(ξ) − 6�(ξ)
(ξ)
 ′(ξ)

−3

2
�′(ξ)
2(ξ) = 0 (5.1)

and

−ν
 ′(ξ) + 
 ′′′(ξ) − 6�′(ξ)
(ξ) − 6�(ξ)
 ′(ξ)

−15

2

 ′(ξ)
2(ξ) = 0 (5.2)

Let

�(ξ) = a0 +
n1∑

i=1

aiY
i and 
(ξ) = b0 +

n2∑

i=1

biY
i

(5.3)

By balancing the highest order derivative term and non-
linear term in Eqs. (5.1) and (5.2), the values of n1 and
n2 can be determined, which are n1 = 2 and n2 = 1 in
this problem.

Therefore byEq. (5.3),wehave the following ansatz:

�(ξ) = a0 + a1Y + a2Y
2,


(ξ) = b0 + b1Y (5.4)
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According to Eq. (3.5), we have

d�

dξ
→ (

1 − Y 2) (a1 + 2a2Y ) ,

d2�

dξ2
→ (

1−Y 2) (−2Y (a1 + 2a2Y ) + 2a2
(
1 − Y 2)) ,

d3�

dξ3
→ −6Y

(
1 − Y 2)2 2a2

+2Y
(
1 − Y 2) (

3Y 2 − 1
)
(a1 + 2a2Y ) ,

d


dξ
→ b1

(
1 − Y 2) ,

d2


dξ2
→ −2Yb1

(
1 − Y 2) ,

d3


dξ3
→ 2Yb1

(
1 − Y 2) (

3Y 2 − 1
)
, (5.5)

Putting these values of Eq. (5.5) together with Eq.
(5.4) in Eq. (5.1), then collecting all the like terms
with the same degree of Y i (i = 0, 1, 2, . . .), we can
obtain a system of algebraic equations for ai (i =
0, 1, 2, . . . , n), bi (i = 0, 1, 2, . . . , n) and ν as follows:

Coefficient of Y 0 : −4a1 − 2νa1 − 12a0a1

−3a1b
2
0 − 6b0b1 − 12a0b0b1 = 0,

Coefficient of Y 1 : −12a21 − 32a2 − 4νa2

−24a0a2 − 6a2b
2
0 − 18a1b0b1 − 24b21

−12a0b
2
1 = 0,

Coefficient of Y 2 : 16a1 + 2νa1 + 12a0a1

−36a1a2 + 3a1b
2
0 + 24b0b1 + 12a0b0b1

−24a2b0b1 − 15a1b
2
1 = 0,

Coefficient of Y 3 : 12a21 + 80a2 + 4νa2

+24a0a2 − 24a22 + 6a2b
2
0

+18a1b0b1 + 60b21 + 12a0b
2
1 − 18a2b

2
1 = 0,

Coefficient of Y 4 : 12a1 − 36a1a2 + 18b0b1

−24a2b0b1 − 15a1b
2
1 = 0,

Coefficient of Y 5 : −48a2 + 24a22 − 36b21
+18a2b

2
1 = 0, (5.6)

Putting these values of Eq. (5.5) together with Eq.
(5.4) in Eq. (5.2), then collecting all the like terms with
the same degree of Y i (i = 0, 1, 2, . . .),

we can obtain another system of algebraic equations
for ai (i = 0, 1, 2, . . . , n), bi (i = 0, 1, 2, . . . , n) and ν

as follows:

Coefficient of Y 0 : −12a1b0 − 4b1

−2νb1 − 12a0b1 − 15b1b
2
0 = 0,

Coefficient of Y 1 : −24a2b0 − 24a1b1 − 30b0b
2
1 = 0,

Coefficient of Y 2 : 12a1b0 + 16b1 + 2νb1

+12a0b1 − 36a2b1 + 15b20b1 − 15b31 = 0,

Coefficient of Y 3 : 24a2b0 + 24a1b1 + 30b0b
2
1 = 0,

Coefficient of Y 4 : −12b1 + 36a2b1 + 15b31 = 0.

(5.7)

Solving the above algebraic Eqs. (5.6) and (5.7), we
have the following sets of coefficients for the solutions
of Eq. (5.4) as given below:

Case 1:

ν = ν, a0 = 1

12
(−7 + ν), a1 = − i

√
1 − ν

2
√
3

,

a2 = 3

4
, b0 = −

√
1 − ν√
3

, b1 = −i

For Case 1, we have the following solution

�11 = 1

12
(−7 + ν) − i

√
1 − ν

2
√
3

tanh(ξ)

+3

4
tanh2(ξ),


11 = −
√
1 − ν√
3

− i tanh(ξ) (5.8)

where ξ = x − νtα
�(α+1) .

Case 2:

ν = ν, a0 = 1

12
(−7 + ν), a1 = i

√
1 − ν

2
√
3

,

a2 = 3

4
, b0 =

√
1 − ν√
3

, b1 = −i

For Case 2, we have the following solution

�21 = 1

12
(−7 + ν) + i

√
1 − ν

2
√
3

tanh(ξ)

+3

4
tanh2(ξ),


21 =
√
1 − ν√
3

− i tanh(ξ) (5.9)

where ξ = x − νtα
�(α+1) .
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Case 3:

ν = ν, a0 = 1

12
(−7 + ν), a1 = i

√
1 − ν

2
√
3

,

a2 = 3

4
, b0 = −

√
1 − ν√
3

, b1 = i

�31 = 1

12
(−7 + ν) + i

√
1 − ν

2
√
3

tanh(ξ) + 3

4
tanh2(ξ),


31 = −
√
1 − ν√
3

+ i tanh(ξ) (5.10)

where ξ = x − νtα
�(α+1) .

Case 4:

ν = ν, a0 = 1

12
(−7 + ν), a1 = − i

√
1 − ν

2
√
3

,

a2 = 3

4
, b0 =

√
1 − ν√
3

, b1 = i

�41 = 1

12
(−7 + ν) − i

√
1 − ν

2
√
3

tanh(ξ) + 3

4
tanh2(ξ),


41 =
√
1 − ν√
3

+ i tanh(ξ) (5.11)

where ξ = x − νtα
�(α+1) .

6 Implementation of (G′/G)-expansion method
to the time-fractional coupled Jaulent–Miodek
equation

In this part, we apply the (G ′/G)-expansion method to
determine the new exact solutions for time-fractional
coupled Jaulent–Miodek equation (1.1) and (1.2).

By applying the fractional complex transform (4.2),
Eqs. (1.1) and (1.2) can be reduced to the following
nonlinear ODE:

c�′(ξ) + k3�′′′(ξ) + 3

2
k3
(ξ)
 ′′′(ξ)

+ 9

2
k3
 ′(ξ)
 ′′(ξ) − 6k�(ξ)�′(ξ)

− 6k�(ξ)
(ξ)
 ′(ξ) − 3

2
k�′(ξ)
2(ξ) = 0 (6.1)

and

c
 ′(ξ) + k3
 ′′′(ξ) − 6k�′(ξ)
(ξ) − 6k�(ξ)
 ′(ξ)

−15

2
k
 ′(ξ)
2(ξ) = 0 (6.2)

Let �(ξ) = a0 +
n1∑

i=1

ai

(
G ′

G

)i

and


(ξ) = b0 +
n2∑

i=1

bi

(
G ′

G

)i

(6.3)

By balancing the highest order derivative term and the
nonlinear term in Eqs. (6.1) and (6.2), the values of
n1 and n2 can be determined, which are n1 = 2 and
n2 = 1 in this problem.

Therefore byEq. (6.3),wehave the following ansatz:

�(ξ) = a0 + a1

(
G ′

G

)
+ a2

(
G ′

G

)2


(ξ) = b0 + b1

(
G ′

G

)
(6.4)

where G satisfies Eq. (4.5).
Substituting Eq. (6.4) along with Eq. (6.6) in Eq.

(6.1), then equating each coefficients of
(
G ′
G

)
(i =

0, 1, 2, . . .) to zero, we can find a system of alge-
braic equations for ai (i = 0, 1, 2, . . . , n), bi (i =
0, 1, 2, . . . , n), λ, k, c and μ as follows:
(
G ′

G

)0

: 1

2

(−2cμa1 − 2k3λ2μa1 − 4k3μ2a1

+ 12kμa0a1 − 12k3λμ2a2 + 3kμa1b
2
0

− 3k3λ2μb0b1 − 6k3μ2b0b1

+ 12kμa0b0b1 − 9k3λμ2b21
) = 0,

(
G ′

G

)1

: −1

2

(
2cλa1 + 2k3λ3a1 + 16k3λμa1

− 12kλa0a1 − 12kμa21 + 4cμa2

+ 28k3λ2μa2 + 32k3μ2a2 ,

− 24kμb0b1 − 3kλa1b
2
0 − 6kμa2b

2
0 + 3k3λ3b0b1

+ 24λμb0b1 − 12kλa0b0b1 − 18kμa1b0b1

+ 21k3λ2μb21 + 24k3μ2b21 − 12kμa0b
2
1

) = 0
(
G ′

G

)2

: −1

2

(
2ca1 + 14k3λ2a1 + 16k3μa1

− 12ka0a1 − 12kλa21 + 4cλa2 + 16k3λ3a2

+ 104k3λμa2 − 24kλa0a2 − 36kμa1a2

− 3ka1b
2
0 − 6kλa2b

2
0 + 21k3λ2b0b1

+ 24k3μb0b1 − 12ka0b0b1 − 18kλa1b0b1

− 24kμa2b0b1 + 12k3λ3b21 + 78k3λμb21
− 12kλa0b

2
1 − 15kμa1b

2
1

) = 0,
(
G ′

G

)3

: −1

2

(
24k3λa1 − 12ka21 + 4ca2

+ 76k3λ2a2 + 80k3μa2 − 24ka0a2 − 36kλa1a2

− 24kμa22 − 6ka2b
2
0 + 36k3λb0b1 − 18ka1b0b1
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− 24kλa2b0b1 + 57k3λ2b21 + 60k3μb21 − 12ka0b
2
1

+ 15kλa1b
2
1 − 18kμa2b

2
1

) = 0;
(
G ′

G

)4

: −1

2

(
12k3a1 + 108k3λa2 − 36ka1a2

− 24kλa22 + 18k3b0b1 − 24ka2b0b1 + 81k3λb21
− 15ka1b

2
1 − 18kλa2b

2
1

) = 0;
(
G ′

G

)5

: −1

2

(
48k3a2 − 24ka22 + 36k3b21

− 18ka2b0b1) = 0. (6.5)

Substituting Eq. (6.4) along with Eq. (6.6) in Eq.

(6.2), then equating each coefficients of
(
G ′
G

)
(i =

0, 1, 2, . . .) to zero, we can find another system of
algebraic equations for ai (i = 0, 1, 2, . . . , n), bi (i =
0, 1, 2, . . . , n), λ, k. c and μ as follows:
(
G ′

G

)0

: 1
2

(
12kμa1b0 − 2cμb1 − 2k3λ2μb1

− 4k3μ2b1 + 12kμa0b1 + 15kμb20b1
)

= 0,
(
G ′

G

)1

: −1

2

(
− 12kλa1b0 − 24kμa2b0

+ 2cλb1 + 2k3λ3b1 + 16k3λμb1

− 12kλa0b1 − 24kμa1b1 − 15kλb20b1

− 30kμb0b
2
1

)
= 0

(
G ′

G

)2

: −1

2
(−12ka1b0 − 24kλa2b0 + 2cb1

+ 14k3λ2b1 + 16k3μb1 − 12ka0b1

− 24kλa1b1 − 36kμa2b1 − 15kb20b1

− 30kλb0b
2
1 − 15kμb31

)
= 0;

(
G ′

G

)3

: −1

2

(
24ka2b0 + 24k3λb1 − 24ka1b1

− 36kλb1a2 − 30kb0b
2
1 − 15kλb31

)
= 0;

(
G ′

G

)4

: −1

2

(
12k3b1 − 36ka2b1 − 15kb31

)
= 0.

(6.6)

Solving the above algebraic Eqs. (6.5) and (6.6), we
have the following sets of coefficients for the solutions
of Eq. (6.4) as given below:

Case 1:

c = c, λ = λ, k = k,

a0 = −2c + k3λ2 + 14k3μ + i
√
3kλ

√
4ck + k4λ2 − 4k4μ

24k
,

a1 = 1

12

(
9k2λ + i

√
3
√
4ck + k4λ2 − 4k4μ

)
,

a2 = 3k2

4
, b0 = −3ik2λ − √

3
√
4ck + k4λ2 − 4k4μ

6k
,

b1 = −ik.

Case 2:

c = c, λ = λ, k = k,

a0 = −2c + k3λ2 + 14k3μ − i
√
3kλ

√
4ck + k4λ2 − 4k4μ

24k
,

a1 = 1

12

(
9k2λ − i

√
3
√
4ck + k4λ2 − 4k4μ

)
, a2 = 3k2

4
,

b0 = −3ik2λ + √
3
√
4ck + k4λ2 − 4k4μ

6k
, b1 = −ik.

Case 3:

c = c, λ = λ, k = k,

a0 = −2c + k3λ2 + 14k3μ − i
√
3kλ

√
4ck + k4λ2 − 4k4μ

24k
,

a1 = 1

12

(
9k2λ − i

√
3
√
4ck + k4λ2 − 4k4μ

)
,

a2 = 3k2

4
, b0 = −3ik2λ − √

3
√
4ck + k4λ2 − 4k4μ

6k
,

b1 = ik.

Case 4:

c = c, λ = λ, k = k,

a0 = −2c + k3λ2 + 14k3μ + i
√
3kλ

√
4ck + k4λ2 − 4k4μ

24k
,

a1 = 1

12

(
9k2λ + i

√
3
√
4ck + k4λ2 − 4k4μ

)
,

a2 = 3k2

4
, b0 = −3ik2λ + √

3
√
4ck + k4λ2 − 4k4μ

6k
,

b1 = ik.

Substituting the above obtained results in Eq. (6.4)
along with Eq. (6.7), we can find a series of exact solu-
tions to Eq. (1.1) and (1.2).

From Case 1, we obtain the following exact solu-
tions:

(i) When � = λ2 − 4μ > 0, we obtain hyperbolic
function solution as:

�11 = −2c + k3λ2 + 14k3μ + i
√
3kλ

√
4ck + k4λ2 − 4k4μ

24k

+ 1

12

(
9k2λ + i

√
3
√
4ck + k4λ2 − 4k4μ

)
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⎛

⎝
√

�

2

⎛

⎝
C1 sinh

(√
�
2 ξ

)
+ C2 cosh

(√
�
2 ξ

)

C1 cosh
(√

�
2 ξ

)
+ C2 sinh

(√
�
2 ξ

)

⎞

⎠ − λ

2

⎞

⎠

+3k2

4

⎛

⎝
√

�

2

⎛

⎝
C1 sinh

(√
�
2 ξ

)
+ C2 cosh

(√
�
2 ξ

)

C1 cosh
(√

�
2 ξ

)
+ C2 sinh

(√
�
2 ξ

)

⎞

⎠ − λ

2

⎞

⎠

2

,

(6.7)


11 = −3ik2λ − √
3
√
4ck + k4λ2 − 4k4μ

6k

−ik

⎛

⎝
√

�

2

⎛

⎝
C1 sinh

(√
�
2 ξ

)
+ C2 cosh

(√
�
2 ξ

)

C1 cosh
(√

�
2 ξ

)
+ C2 sinh

(√
�
2 ξ

)

⎞

⎠ − λ

2

⎞

⎠ .

(6.8)

(ii) When � = λ2 − 4μ < 0, we obtain trigonometric
function solution as:

�12 = −2c + k3λ2 + 14k3μ + i
√
3kλ

√
4ck + k4λ2 − 4k4μ

24k

+ 1

12

(
9k2λ + i

√
3
√
4ck + k4λ2 − 4k4μ

)

⎛

⎝
√−�

2

⎛

⎝
−C1 sin

( √−�
2 ξ

)
+ C2 cos

( √−�
2 ξ

)

C1 cos
( √−�

2 ξ
)

+ C2 sin
( √−�

2 ξ
)

⎞

⎠ − λ

2

⎞

⎠

+ 3k2

4

⎛

⎝
√−�

2

⎛

⎝
−C1 sin

( √−�
2 ξ

)
+ C2 cos

( √−�
2 ξ

)

C1 cos
( √−�

2 ξ
)

+ C2 sin
( √−�

2 ξ
)

⎞

⎠ − λ

2

⎞

⎠

2

,

(6.9)


12 = − 3ik2λ − √
3
√
4ck + k4λ2 − 4k4μ

6k

−ik

⎛

⎝
√−�

2

⎛

⎝
−C1 sin

( √−�
2 ξ

)
+ C2 cos

( √−�
2 ξ

)

C1 cos
( √−�

2 ξ
)

+ C2 sin
( √−�

2 ξ
)

⎞

⎠ − λ

2

⎞

⎠

(6.10)

(iii) When � = λ2 − 4μ = 0, we obtain the following
solution as:

�13 = −2c + k3λ2 + 14k3μ + i
√
3kλ

√
4ck + k4λ2 − 4k4μ

24k

+ 1

12

(
9k2λ + i

√
3
√
4ck + k4λ2 − 4k4μ

)

×
((

C2

C1 + C2ξ

)
− λ

2

)
+ 3k2

4

((
C2

C1 + C2ξ

)
− λ

2

)2

,

(6.11)


13 = −3ik2λ − √
3
√
4ck + k4λ2 − 4k4μ

6k

−ik

((
C2

C1 + C2ξ

)
− λ

2

)
. (6.12)

Similarly as the obtained solutions in Case 1, we can
formulate corresponding new exact solutions to Eqs.
(1.1) and (1.2) for Cases 2–4, which are omitted here.

7 The numerical simulations for solutions of
time-fractional coupled Jaulent–Miodek
equation using tanh method

In this present numerical experiment, the exact solu-
tions for Eqs. (1.1) and (1.2) obtained by using tanh
method presented in Eq. (5.8) have been used to draw
the 3-D and 2-D solution graphs as shown in Figs. 1
and 2.

In the present numerical simulation, we have pre-
sented the 3-D and 2-D solution graphs for coupled JM
equation by proposed tanhmethod.We have concluded

Fig. 1 a The tanh method three-dimensional solitary wave solution for u(x, t) appears in Eq. (5.8) as �11 of Case 1, b corresponding
two-dimensional solution graph for u(x, t) when t = 0,ν = 0.5 and α = 1.
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Fig. 2 a The tanh method three-dimensional solitary wave solution for v(x, t) appears in Eq. (5.8) as 
11 of Case 1, b corresponding
two-dimensional solution graph for u(x, t) when t = 0, ν = 0.5 and α = 1.

that the nature of the solution graph is solitary, which
can be used to describe in many physical phenomenon.
Due to the presence of many parameters and arbitrary
constants in the solution of Eqs. (1.1) and (1.2) obtained
by (G ′/G)-expansion method, it is difficult to examine
the nature of solution graphs.

8 Conclusion

In the present paper, we have presented the tanh and
(G ′/G)-expansion method to construct more general
exact solutions of fractional coupled JMequation.With
the successful implementation of proposed methods,
we have found many new exact solutions, which may
be useful for describing certain nonlinear physical phe-
nomena in fluid. Here we have used fractional complex
transformalongwith proposedmethods,which can eas-
ily convert the fractional differential equation into its
equivalent ordinary differential form. Since (G ′/G)-
expansion method yields many parameters and arbi-
trary constants, so in this case the degree of freedom
of solution is high for which it is difficult to handle
the solutions in practical purpose. On the other hand,
in proposed tanh method the solution contains only
one parameter. Hence, the degree of freedom of the
solution obtained by tanh method is much less than
that of other solutions obtained by (G ′/G)-expansion
method. Three-dimensional plots of some of the inves-
tigated solutions by tanh method have been also drawn
to visualize the underlying dynamics of such results.
Although the proposed tanh method renders solutions

with physical phenomena, the suggested methods are
very effective, powerful, standard, direct, and easily
computerizable technique providing new exact solu-
tions of partial differential equations.
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