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Abstract This paper addresses the problem of opti-
mization of the synchronization of a chaotic modified
Rayleigh system.We first introduce a four-dimensional
autonomous chaotic system which is obtained by the
modification of a two-dimensional Rayleigh system.
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Some basic dynamical properties and behaviors of this
system are investigated. An appropriate electronic cir-
cuit (analog simulator) is proposed for the investiga-
tion of the dynamical behavior of the proposed system.
Correspondences are established between the coeffi-
cients of the system model and the components of the
electronic circuit. Furthermore, we propose an optimal
robust adaptive feedback which accomplishes the syn-
chronization of two modified Rayleigh systems using
the controllability functions method. The advantage of
the proposed scheme is that it takes into account the
energy wasted by feedback coupling and the closed
loop performance on synchronization. Also, a finite
horizon is explicitly computed such that the chaos syn-
chronization is achieved at an established time. Numer-
ical simulations are presented to verify the effective-
ness of the proposed synchronization strategy. Pspice
analog circuit implementation of the complete master–
slave controller system is also presented to show the
feasibility of the proposed scheme.

Keywords Modified Rayleigh system · Chaos
synchronization · Optimal feedback control · Control-
lability function · Pspice analog circuit implementation

1 Introduction

In recent years, a great interest has been devoted to
theoretical, numerical and experimental investigations
to understand the behavior of nonlinear oscillators.
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Theoretical (fundamental) investigations reveal their
rich and complex behavior, and the experimental (self-
excitedoscillators) describes the evolutionofmanybio-
logical, chemical, physical, mechanical and industrial
systems. The interest devoted to chaos by many sci-
entists is due to the fact that this phenomenon appears
in various fields, from mathematics, physics, biology
and chemistry, to engineering, economics and medi-
cine and elsewhere [1–7].Consequently, there aremany
opportunities for application of chaos. For example,
Lord Rayleigh came to the problem through his inter-
est in understanding how musical instruments gener-
ate sound. In 1883 [8], he introduced an autonomous
second-order nonlinear ordinary differential equation
to study the oscillations of the violin chords. The
dynamics generated by it is close to the dynamics gen-
erated by the Van der Pol equation [9]. The Rayleigh
equation [8] was introduced in 1979 by Diener in order
to study the duck phenomenon [10,11]. Subsequently,
it was found that, for certain values of the parameters,
the dynamics generated can be very complicated, pre-
senting cascades of bifurcations and chaotic regions.

There are many opportunities for exploitation of
chaos: synchronized chaos andmixingwith chaos [12],
encoding information with chaos [13,14], anti-control
of chaos [15], tracking of chaos [16], targeting of chaos
[17] and so on. These last years, great efforts have been
devoted to controlling and synchronizing chaotic oscil-
lators. Several strategies to control chaos havebeenpro-
posed and investigated with the objective of stabilizing
equilibria or periodic orbits embedded in chaotic attrac-
tors [18–21]. The interest in synchronization lies on the
potential applications in areas such as biological oscil-
lators, animal gaits and secure communication [13,14].
Moreover, it has been shown that deterministic chaos is
not the only source of irregular oscillations since stable
periodic systems may also oscillate irregularly when
subject to small random noise. Thus, robust synchro-
nization is needed particularly in secure communica-
tion systems in order to counteract the effects of exter-
nal perturbations on the process [14,22–25]. A wide
variety of approaches have been proposed for the syn-
chronization of chaotic systems among which are the
linear and nonlinear feedback, the time-delay feedback
[26,27], the adaptive control [19,23,24,26,28–30],
the impulsive control [31], the backstepping control
[32–34] and so on. Several studies have also considered
the cases where the oscillators models were partially or

totally unknown [18,30,34,35]. The techniques used
generally lead to acceptable performance.

Nevertheless, these methods in general have a draw-
back, because their physical implementation would
appear to be a very hard task. Furthermore, the most
common approaches are the numerical simulation asso-
ciated with the well-known analytical perturbation
methods. However, it is well known that with such
techniques appear problems related to time integra-
tion. Indeed, evenwith very fast workstations, scanning
parameter spaces turns out to be a very slow process.
Moreover, to the best of authors’ knowledge, there
exists no method that can help predict the duration of
the transient phase of a numerical simulation. The ana-
log simulation offers the way to tackle such difficulties.
This is one of themajor reasons for the increasing inter-
est devoted to this type of simulation for the analysis
of nonlinear and chaotic physical systems [27,36–43].
Indeed, a properly designed circuit can provide suffi-
ciently good real-time results faster than a numerical
simulation on a fast computer. Moreover, analog com-
putation reveals itself to be very powerful for a large
number of specific problems such as pattern recogni-
tion and image processing to just name a few. It seems
to be the most natural way to solve many physical
problems since many elementary computational prim-
itives are a direct consequence of fundamental laws of
physics.

In this paper, we firstly propose a four-dimensional
autonomous chaotic system obtained by the modifi-
cation of a two-dimensional Rayleigh system. The
dynamical behaviors of the proposed oscillator are
investigated. The bifurcation structures of the system
are analyzed. An appropriate electronic circuit (ana-
log simulator) is proposed for the investigation of the
dynamical behavior of the system. Correspondences
are established between the coefficients of the system
model and the components of the electronic circuit. A
comparison of Pspice and numerical results shows a
very good agreement.

Secondly, we use controllability functions method
[44] to propose an optimal robust feedback coupling
which accomplishes the synchronization between two
modified Rayleigh oscillators at a finite time. The
expression of the synchronization time is explicitly
computed. The advantage of the proposed scheme is
that it takes into account the energy wasted by the feed-
back coupling and the closed loop performance on syn-

123



Analog circuit design and optimal synchronization 401

chronization. The robustness of the feedback coupling
against model uncertainties is shown through numeri-
cal and Pspice simulations.

The structure of the paper is as follows: Sect. 2
deals with the dynamics of the proposed system. The
bifurcation structures of the system are investigated
numerically. An appropriate electronic circuit is pro-
posed for the investigation of the dynamical behavior
of the system. Section 3 investigates the optimal robust
synchronization of such proposed systems. Numerical
and Pspice simulations are given to show the effective-
ness and applicability of the proposed synchronization
method. The concluding remarks are given in Sect. 4.

2 The system and its dynamics

2.1 The system

The autonomous second-order nonlinear ordinary dif-
ferential equation introduced in 1883 by Lord Rayleigh
[8] is given by:

d2x

dt2
+ 1

3

(
dx

dt

)3

− dx

dt
+ x = 0, (1)

As it is shown in [38,39], the Rayleigh equation (1) can
be converted to a Jerk system as follows:

d4x

dt4
= −d3x

dt3
− d2x

dt2
− 1

3

(
dx

dt

)3

+ dx

dt
− x . (2)

The state space representation of this Jerk system
yields:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ1 = x2,
ẋ2 = x3,
ẋ3 = x4,

ẋ4 = −x4 − x3 − x32
3

+ x2 − x1,

(3)

where x1 = x , x2 = dx
dt , x3 = d2x

dt2
, and x4 = d3x

dt3
.

To achieve the chaotification for system Eq. (3), three
constant parameters b, c and d with two innovation
terms x1 and x4 are introduced as follows:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ1 = x2 − bx1 + cx4,
ẋ2 = x3,
ẋ3 = dx4,

ẋ4 = −x4 − x3 − x32
3

+ x2 − x1,

(4)

where b, c and d are positive constants.

2.2 Basic dynamics analysis

This section analyzes basic dynamic characteristics of
the proposed chaotic system (4), including dissipation
characteristic, the bifurcation diagram and the maxi-
mum Lyapunov exponent spectrum analysis.

2.2.1 Dissipation and existence of chaotic attractor

The divergence of the modified four-dimensional sys-
tem Eq. (4) is

∇V = ∂ ẋ1
∂x1

+ ∂ ẋ2
∂x2

+ ∂ ẋ3
∂x3

+ ∂ ẋ4
∂x4

= −(1 + b) < 0.

(5)

Thus, since ∇V < 0, one can conclude that system (4)
is dissipative; that is, a volume element V0 is contracted
by the flow into a volume element V0e−(1+b)t in time t .
This means that each volume containing the trajectory
of the dynamical system (4) shrinks to zero as t → ∞
at an exponential rate 1 + b. Consequently, all the tra-
jectories of system (4) ultimately arrive to an attractor.

2.2.2 Bifurcation, Lyapunov exponent and chaotic
behavior

According to the chaos theory, the Lyapunov expo-
nents measure the exponential rates of divergence and
convergence of nearby trajectories in phase space of
system (4). System (4) is solved numerically to define
routes to chaos. Here, the types of motion are identified
using two indicators. The first indicator is the bifurca-
tion diagram, the second being the largest 1Dnumerical
Lyapunov exponent denoted by

λmax = lim
t→∞

[
1

t
ln(d(t))

]
, (6)

where

d(t) =
√

(δx1)2 + (δx2)2 + (δx3)2 + (δx4)2, (7)

and computed from the variational equations obtained
by perturbing the solutions of system (4) as follows:
x1 → x1 + δx1, x2 → x2 + δx2, x3 → x3 + δx3
and x4 → x4 + δx4. In Eq. (6), d(t) represents the
distance between neighboring trajectories. Asymptot-
ically, d(t) = eλmaxt . Thus, if λmax > 0, the neigh-
boring trajectories diverge and the states of the oscil-
lator are chaotic. For λmax < 0, these trajectories con-
verge and the states of the oscillator are nonchaotic.
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Fig. 1 Bifurcation diagram
for the varying parameter b:
a in [0,1], b in [1,60]

Fig. 2 Lyapunov exponent
spectrum graphic with
respect to the varying
parameter b: a in [0,1], b in
[1,60]

Fig. 3 a Bifurcation
diagram and b Lyapunov
exponent spectrum for the
varying parameter c in [0,4]

Finally λmax = 0 corresponds to torus states of the
oscillator. We first consider the case when c = 1.25,
d = 2.5, and b is varied. Then, the system can gener-
ate chaotic dynamical behaviors in a wide region as
shown in Figs. 1 and 2, which present the bifurca-
tion diagram and the maximum Lyapunov versus the
parameter b. Consider now the case when b = 40,
d = 2.5, and c is varied. Numerical results are depicted
in Fig. 3 from which when the control parameter c is
varied, a very rich and striking dynamic behavior is
observed.

2.3 Analog circuit implementation

The analog computer implementation is a convenient
tool to scan the parameter range in order to find the
proper parameter values for a numerical simulation.
Another advantage of such an approach compared to
numerical computation is that there is no need to wait
for long transient times. This may serve to justify the
increasing interest devoted to this type of implemen-
tation to the analysis of nonlinear and chaotic sys-
tems. In fact, analog simulation can serve as a powerful
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Fig. 4 Analog circuit of a
modified Rayleigh
system (4)

tool to qualitatively describe quickly and cheaply the
features of complex dynamics and, therefore, suggest
real experiments or serve as guides for more accurate
numerical simulations. Then, the goal of this section
is to design an appropriate analog simulator for the
investigation of the model described by Eq. (4) in order
to validate and support theoretical results. Numerical
phase portraits are compared to Pspice ones.

The schematic diagram of the complete electronic
simulator used to investigate the chaotic behavior of
system (4) is shown in Fig. 4. The discrete electron-
ics components such as resistors, capacitors, opera-
tional amplifiers (T L084) are used to construct the
circuit. The T L084 are operational amplifiers with
Junction Field-Effect Transistors in input (JFETs-input
opamps). Each operational amplifier incorporateswell-
matched high-voltage JFET and bipolar transistors in
the same integrated circuit. The device features are
high slew rates, low input bias and offset currents and
low offset voltage temperature coefficient. This is sig-
nificant to reduce sensitivity to circuit parameter val-
ues. The electronic multipliers (MULT) are the analog
device AD633JN versions of the AD633 four-quadrant
voltage multiplier chips. They are used to implement
the nonlinear term of the system. Applying the Kirch-
hoff laws, the circuit of Fig. 4 is described by the fol-
lowing equations:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

V̇Cx1
= VCx2

− 1
104RbCx1

VCx1
+ 1

104RcCx1
VCx4

,

V̇Cx2
= VCx3

,

V̇Cx3
= 1

104Rd Cx3
VCx4

,

V̇Cx4
=−VCx4

−VCx3
− 1

104RM Cx4
V 3

Cx4
+VCx2

−VCx1
,

(8)

where

b = 1

104RbCx1
, c = 1

104RcCx1
,

d = 1

104RdCx3
,

1

3
= 1

104RM Cx4
,

VCx1
= x1, VCx2

= x2, VCx3
= x3 and

VCx4
= x4.

The time unit is 10−4 s. It is worth mentioning that the
timescaling process offers the analog devices the pos-
sibility to operate under their bandwidth. The timescal-
ing process is also of high importancewhile performing
analog computation. It offers the possibility to simulate
the behavior of the system at any given frequency by
performing an appropriate timescaling that consists of
expressing the MATLAB time variable TM versus the
Pspice computation time variable TS:

TS = RCTM = 10−a TM, (9)

where a is a positive integer depending on the values
of the resistors and capacitors used in the analog sim-
ulation [37].
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Fig. 5 a, c Chaotic
attractors obtained through
numerical simulations for
b = 0 when c = 1.25 and
d = 2.5. b, d Chaotic
attractors obtained through
Pspice simulations for
Rc = 8 k�, Rd = 4 k�, and
Rb → ∞ (disconnected)

The following values of circuits components are
selected: Cx1 = Cx2 = Cx3 = Cx4 = C = 10nF ,
R = 10 k�, Rb = 250�, Rc = 8 k�, Rd = 4 k�,
RM = 30 k�, the voltage source is set at±15Vdc. The
choice of these values is justified by our wish to use
the same sets of system parameters for both numerical
and experimental studies. It is noted that the effects of
varying parameter b on the dynamics of the system can
be analyzed by monitoring a single resistor Rb while
keeping the rest of electronic components values con-
stant.

Figures 5 and 6 show the comparison between the
results of numerical and Pspice simulations of the
chaotic behavior of the modified Rayleigh system (4).
Figures 5a–c and 6a–c show the results of numerical
simulations for b = 0 and b = 40 when c = 1.25 and
d = 2.5, respectively. From these figures, it clearly
appears that for the chosen set of parameters, the mod-
ified Rayleigh system (4) presents strictly different
chaotic attractors. The results of Pspice simulations are
shown in Figs. 5b–d and 6b–d when Rb =→ ∞
(Rb is disconnected) and Rb = 250�, respectively.
From these figures, it is evident that chaotic attrac-
tors obtained through Pspice simulations are very close
to the numerically computed results. The experimental
results in Fig. 7 also exhibit a good qualitative agree-

ment between the experimental realizations and the
numerical simulations.

3 Optimal synchronization

In this section, we study the synchronization between
two identical modified Rayleigh systems. The motiva-
tion of such study comes to the fact that the Rayleigh
system is an acoustical system which can be used to
understand how musical instruments generate sound.
This modified system has a very rich and striking
dynamic behavior, and it can generate chaotic dynam-
ical behaviors in a wide region as confirmed by the
bifurcation diagrams in Figs. 1 and 3. Also, its analysis
and physical implementation are particularly straight-
forward.

3.1 Synchronization problem

In this section, we state the synchronization problem.
Let us consider the following chaotic system as the
drive system:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ1 = x2 − bx1 + cx4,
ẋ2 = f (x1, x2, x3, x4),
ẋ3 = dx4,

ẋ4 = −x4 − x3 − x32
3

+ x2 − x1,

(10)
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Fig. 6 a, c Chaotic
attractors obtained through
numerical simulations for
b = 40 when c = 1.25 and
d = 2.5. c, d Chaotic
attractors obtained through
Pspice simulations for
Rc = 8 k�, Rd = 4 k�, and
Rb = 250 k�

Fig. 7 Experimental
results. a Experimental
setup in operation. Phase
portrait in the plan (x3, x4)
for Rc = 8 k�, Rd = 4 k�.
b when Rb → ∞
(disconnected) and c when
Rb = 250Ω
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where x = (x1, x2, x3, x4)T and f (x) = x3 is a smooth
function.

The slave system is constructed as follows:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẏ1 = y2 − by1 + cy4,
ẏ2 = f (y1, y2, y3, y4) + u,

ẏ3 = dy4,

ẏ4 = −y4 − y3 − y32
3

+ y2 − y1,

(11)

where y = (y1, y2, y3, y4)T, f (y) = y3 is a smooth
function, and u is the feedback coupling to be chosen.
x2 and least prior information about the structure of
system...’.The synchronization problem can be stated
as follows: Given the transmitted signal x2 and least
prior information about the structure of system (10), to
design a feedback coupling u such that which synchro-
nizes the orbits of both the drive and response systems
at an established finite time T , i.e.,

lim
t→T

y2(t) ≈ x2(t). (12)

Now, let us define the synchronization error as follows:

ei = yi − xi , i = 1, 2, 3, 4. (13)

Then, the synchronization error dynamics is
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ė1 = e2 − be1 + ce4,
ė2 = �F + u,

ė3 = de4,

ė4 = −e4 − e3 − 1

3
(y32 − x32) + e2 − e1,

(14)

where �F = f (y) − f (x) = e3 is a smooth vector
field. In this way, the synchronization problem can be
seen as the stabilization of Eq. (14) at the origin in a
finite horizon. In other words, the problem is to find a
robust feedback coupling u such that limt→T ‖e(t)‖ ≈
0 (which implies that xi (t) ≈ yi (t) for all t ≥ T > 0,
i = 1, . . . , 4).

Now, let ζ1 = e1, ζ2 = e3, ζ3 = e4. Then, sys-
tem (14) can be changed into a canonical form [45–49]
as follows:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ė2 = �F + u,

ζ̇1 = e2 − bζ1 + cζ3,
ζ̇2 = dζ3,

ζ̇3 = −ζ3 − ζ2 − 1

3
e32 + e2 − ζ1 − G,

(15)

where

�F = ζ2 and G = 1

3
(3x2e22 + 3x22e2).

Let �F = η. Then, following [45–49], system (15)
can be rewritten in the following extended form:⎧⎨
⎩

ė2 = η + u,

η̇ = Γ (e2, η, ζ, u, u̇),

ζ̇ = Ψ (e2, ζ ),

(16)

where

ζ = (ζ1, ζ2, ζ3)
�, Γ (e2, η, ζ, u, u̇) = ζ̇2 = dζ3.

Ψ (e2, ζ ) = (e2 − bζ1 + cζ3, dζ3,−ζ3 − ζ2

−1

3
e32 + e2 − ζ1 − G)�

At this stage, we point out that system (16) is min-
imum phase, that is, the zero dynamics ζ̇ = Ψ (0, ζ )

converges to the origin. In other words, the closed loop
system is internally stable [41].

To illustrate that system (16) satisfies the minimum-
phase property, onemay prove that ζ̇1 = e2−bζ1+cζ3,

ζ̇2 = dζ3, and ζ̇3 = −ζ3 − ζ2 − 1

3
e32 + e2 − ζ1 − G

converge asymptotically to zerowhen e2 = 0.Note that
ζ = (ζ1, ζ2, ζ3)

� is bounded. Thus, the zero dynamics
can be written as

ζ̇ = Eζ,

where

E =
⎡
⎣−b 0 c

0 0 d
−1 −1 −1

⎤
⎦ .

For b = 40, c = 1.25 and d = 2.5, the
eigenvalues are {−39.96797378,−0.5160131082 ±
1.495237010i}, which is Hurwitz. Thus, for these suit-
ably selected parameters, the zero dynamics subsys-
tem ζ̇ = Eζ is asymptotically stable. Hence, sys-
tem (16) is minimum phase. Then, when we have
taken actions to achieve limt→T e2(t) = 0, the part
Ψ (e2, ζ ) → Ψ (0, ζ ) → 0 as t → ∞ asymptotically
for the so-called minimum-phase character.

3.2 Design of the feedback coupling

In this section, the problem of designing u is addressed
in such a manner that energy wasted by the feedback
is accounted. Indeed, in seeking the optimization of
the duration time in the chaos synchronization, the
energy demanded to synchronize by a (robust or opti-
mized) feedback can be larger than the available energy
by the physical actuator. Therefore, a robust feedback
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coupling that takes into account the behavior of tran-
sient response and the feedback coupling effort (i.e.,
the energy wasted by the feedback coupling action) is
necessary and important. The approach developed con-
siders incomplete state measurements and no detailed
model of the systems to guarantee robust stability (in
fact, robust synchronization). This approach includes
an uncertainty estimator and leads to a robust adap-
tive feedback control scheme. Toward the optimization
problem, the first step in our approach is to consider the
transitive of states. To this end, the followingmixed cost
function is defined by quantifying the transient trajec-
tory of the synchronization error [44]:

J (u) = k2T +
∫ T

t0
[(W e2, e2)+(Uu, u)] dt, k >0,

(17)

where t0 ≥ 0 is the time at which the synchronization
starts and T > t0 is the time for which the synchroniza-
tion error system (14) achieves the desired trajectory
(e = 0); W ≥ 0 and U > 0 are the suitable positive
constants.

The optimal synchronization problem now consists
in finding a control law u such that the master (10)
and slave (11) systems synchronize at an established
finite time T meanwhile minimizing the mixed cost
function (17) (we refer the reader to [44] for the choice
of the mixed cost function (17)).

The robust feedback coupling is designed as follows

u(e2) = −η − U−1N−1(θ(e2))e2,

with θ(e2) = T − t (18)

N (t) ∈ R be a positive function, and solution of the
differential Riccati equation:

Ṅ = U−1 − W N 2. (19)

We have the following results:
Let us designate, for T > 0 and e2 ∈ R, that

ν(T, e2) = k2T + (N−1(T ))e22 (20)

υ(T, e2) = ν
′
T (T, e2),

= k2 − (U−1N−2(T ) − W )e22. (21)

Remark 1 At each e2 ∈ R\{0}, the function ν(T, e2)
achieves its minimum.

In fact, the function ν(T, e2) is continuous (more-
over, this function is analytic on (0,∞) × R). Since
‖N (T )‖−1‖e2‖ < (N−1(T ))e22 and limT →+0 ‖N (T )‖

= 0, it follows that limθ→+0 ν(θ, e2) = +∞. On the
other hand, it is also clear that limT →+∞ ν(T, e2) =
+∞, so the statement is verified.

We refer to the function that is defined for e2 
= 0 by
equality of Eq. (18) and defined for e2 = 0 by Eq. (18)
with θ(0) = 0 as the controllability function [44]. At
each e2 
= 0, the value of this function coincides with
the minimal positive root of the equation υ(θ, e2) = 0,
at which the function ν(θ, e2) attains its global mini-
mum (see [44]). Then, the synchronization time T is
given by expression of θ(e2(0)) which is obtained by
the simple resolution of equation υ(θ, e2) = 0.

Following [44], some interesting properties of the
controllability function θ(e2) are given as follows:

Property 1 From θ(e2) → 0, it follows that e2 → 0.

In fact,

‖N (θ(e2))‖−1‖e2‖2 ≤ ν(θ(e2), e2)

= k2θ + (N−1(θ(e2))e
2
2). (22)

On the other hand,

ν(θ, e2) ≤ ν(1, e2) = k2 + (N−1(1)e22)

≤ k2 + ‖N−1(1)‖‖e2‖2. (23)

From Eqs. (22) and (23), we obtain that

‖e2‖2(‖N (θ(e2))‖−1 − ‖N−1(1)‖) ≤ k2. (24)

Let ε be any positive number such that

1 − ‖N−1(1)‖ε > 0. (25)

Choose r > 0 such that, if 0 < θ(e2) < r , then
‖N (θ(e2))‖ < ε; that is, ‖N (θ(e2))‖−1 > 1/ε. Then,
when 0 < θ(e2) < r , because of Eqs. (24) and (25),

‖e2‖2(1/ε − ‖N−1(1)‖) ≤ k2,

‖e2‖2 ≤ εk2/(1 − ‖N−1(1)‖ε) (26)

are fulfilled; hence, Property 1 is obtained.

Property 2 When θ(e2) → 0, then ν(θ(e2), e2) → 0.

Let ε be any positive number and choose ε > r > 0
so small that when θ(e2) < r , (N−1(ε)e22) < ε

(this is possible because of first statement). Then
ν(θ(e2), e2) ≤ ν(ε, e2) = (k2 + 1)ε, which proves
the second statement.

Property 3 For any initial condition e2(0) ∈ R,
θ̇ (e2(t)) = −1 for every t ∈ [0, θ(e2(0))] (see [44]).
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Fig. 8 Time evolution of
the synchronization errors
using numerical
simulations. a e2 = y2 − x2;
b e1 = y1 − x1,
e3 = y3 − x3, and
e4 = y4 − x4

Fig. 9 a Synchronization
error state e2, b
controllability function
θ(ê2) and c function
ν(θ, ê2) performed for three
different values of gain k

Proposition 1 Let θ(e2) be the controllability func-
tion; under the feedback coupling (18), the syn-
chronization error e2(t) converges asymptotically to
zero at an established finite time T = θ(e2(0)).
Moreover, the closed loop performance has a value
of the functional (17) J (e2, u) = k2θ(e2(0)) +
N−1θ(e2(0))e22(0).

Proof Since we have θ̇ (e2(t)) = −1, the fact that
limt→θ(e2(0)) e2(t) → 0 follows from

lim
t→θ(e2(0))

θ(e2) = lim
t→θ(e2(0))

(θ(e2(0)) − t) = 0. (27)

Let ε be any positive number. Consider the value of
the cost functional (17) at the controlu(e2) and the solu-
tion e2(t) corresponding to it, and we have that [44]:

J (u(e2)) = lim
ε→+0

∫ θ(e2(0))−ε

t0
[(Uu(e2(t)), u(e2(t)))

+(W e2(t), e2(t))]dt + k2θ(e2(0)),

= lim
ε→+0

∫ θ(e2(0))−ε

t0
−ν̇(θ(e2(t)), e2(t))dt,

= − lim
ε→+0

ν(θ(e2(θ(e2(0)) − ε)),

e2(θ(e2(0)) − ε)) + ν(θ(e2(0)), e2(0)),

with t0 = 0
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Fig. 10 Time evolution of
the synchronization errors
using numerical
simulations, with 2% of
parameter mismatch
between the master and
slave systems. a
e2 = y2 − x2; b
e1 = y1 − x1, e3 = y3 − x3,
and e4 = y4 − x4

Fig. 11 Circuit diagram of
the drive system (10)

= ν(θ(e2(0)), e2(0)),

= k2θ(e2(0)) + N−1θ(e2(0))e
2
2(0),

= min
θ>0

[k2θ + N−1(θ)e22(0)]. (28)

This completes the proof. �

Nevertheless, the linearizing-like feedback (18) is
not physically realizable because it requires measure-
ments of the state e2 and a perfect knowledge of the
nonlinear term η. Because the linearizing-like feed-
back (18) must be modified in such a way as to encom-
pass consideration of modeling errors and parameter
perturbations. We therefore use the estimation of e2
and η in such a way that the main characteristics of the
linearizing-like feedback (18) are retained. An impor-
tant advantage of system (16) is that the dynamics of the

state e2 and the uncertain state η can be reconstructed
from the output y = e2.

As it has been established in [43,47], the problem
of estimating η can be addressed using a high-gain
observer. Thus, the dynamics of the state η can be
reconstructed from measurements of the output e2 in
the following way:

{ ˙̂e2 = η̂ + u + 2L(e2 − ê2),˙̂η = L2(e2 − ê2).
(29)

where (ê2, η̂) are estimated values of (e2, η) and L > 0
is the so-called high-gain parameter. It has been proved
that there exists a sufficiently large value of the high-
gain parameter L > L∗, and the dynamics of the esti-
mation error converges exponentially to zero. In addi-
tion, the closed loop is stable [47].
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Fig. 12 Circuit diagram of
the response system (11)

By using the estimated values (ê2, η̂), the feedback
coupling (18) can be written as

u(ê2) = −η̂ − U−1N−1(θ(ê2))ê2, (30)

3.3 Numerical simulations

In this section, we present the results of numerical sim-
ulations and implementation to illustrate and validate
the analytical results obtained in the previous section.
The parameter values of the drive and response sys-
tems are chosen as b = 40, c = 1.25, d = 2.5.
The initial conditions of the master and slave sys-
tems were chosen to be (x1(0), x2(0), x3(0), x4(0)) =
(0.1, 0.9, 0.003, 0.001), and (y1(0), y2(0), y3(0),
y4(0)) = (0.01, 2, 0.8, 0.1). We choose (ê2(0), η̂(0))
= (1.1, 0). The high-gain parameter value was chosen
as L = 200. Considering that W = 1 and U = 1, a
computation of Riccati equation (19) yields

N (t) = e2t − 1

e2t + 1
. (31)

The functions ν and υ are given by

ν(θ, ê2) = k2θ + e2θ + 1

e2θ − 1
ê22,

υ(θ, ê2) = k2 − 4e2θ

(e2θ − 1)2
ê22. (32)

Solving equation υ(θ, ê2) = 0 for θ , we obtain that

θ(ê2) = 1

2
ln

2ê22 + k2 + 2
√

ê42 + ê22k2

k2
(33)

Note that the other root satisfies
(2ê22 + k2 − 2

√
ê42 + ê22k2)/k2 < 1 and so discarded.

Thus, the optimal control is given by the formula

u(ê2) = −η̂ − e2θ + 1

e2θ − 1
ê2

= −η̂ −
ê22 + k2 +

√
ê42 + ê22k2

ê22 +
√

ê42 + ê22k2
ê2. (34)

For k = 1 and ê2(0) = 1.1, the finite horizon is estab-
lished at T = θ(ê2(0)) = 0.950346 s (i.e., the conver-
gence should be attained at time t ≡ T ).

Figure 8 shows the time evolution of the synchro-
nization error. From this figure, one can observe that
the synchronization error is stabilized at the origin by
the output feedback coupling (29), (34). From Fig. 8a,
it clearly appears that a fairly good convergence of e2
is obtained in about 0.950346s which corresponds to
the finite horizon. Note that although the feedback cou-
pling is acting only on the state e2, the synchronization
errors e1, e3 and e4 are also stabilized at the origin
(minimum-phase character) as it is shown in Fig. 8b.
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Fig. 13 Circuit diagram of the feedback coupling (29) and (34)

In comparison, one more simulation study is con-
ducted to further verify the effectiveness of the robust
feedback controller Eqs. (29), (34). Figure 9 shows the
time evolution of the state e2, controllability function
θ(ê2) and function ν(θ, ê2) for three different values
of gain k when ê2(0) = 1.1; these results confirm the
properties 1 and 2. As predicted by the analysis of for-
mula of θ(ê2(0)) from Eq. (33), the finite horizon is
determined by the control gains k and initial condition
ê2(0). Then, it is found that for ê2(0) = 1.1 fixed,
and for tree values of k = 1, k = 2, k = 3, the
convergence of e2 is obtained, respectively, in about
0.950346, 0.525480, 0.358911s which correspond to
the finite horizon determined by θ(ê2(0)) (see Fig. 9).

Now, we investigate the robustness of the proposed
scheme with respect to parameter mismatching. The
parameter values of the master system (10) are chosen
as b = 40, c = 1.25, d = 2.5, while the parame-

ter values of the slave system (11) were chosen to be
b = 39.2, c = 1.225, d = 2.45 corresponding to 2%
of parameter mismatches. Figure 10 presents the time
evolution of the synchronization errors. From this fig-
ure, it is evident that a fairly good convergence of e2
is obtained in about the same previous synchroniza-
tion time 0.950346s (see Fig. 8) which corresponds to
the finite horizon in spite of the fact that both master
and slave systems have different parameters values and
different initial states.

3.4 Pspice implementation

The aim of this section is to implement a practical
setup for the synchronization strategy presented above
and to perform Pspice simulation to verify the practi-
cal feasibility of the proposed strategy. Using the val-
ues of the parameters obtained above, we determine
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Fig. 14 Time evolution of
the synchronization error
e2 = y2 − x2 using Pspice
simulations

Fig. 15 Time evolution of
the synchronization errors
e1 = y1 − x1, e3 = y3 − x3,
and e4 = y4 − x4 using
Pspice simulations

the corresponding electronic coefficients to design and
implement the electronic circuit of the synchronization
scheme. The values of the parameters of the feedback
coupling can be obtained from the circuit component
values as follows:

k2 = Vk = R

Rk
, 2L = 1

104RL1Ce1
and

L2 = 1

104RL2Cη

.

The circuit diagrams of the drive system, response
systemand feedback coupling are presented in Figs. 11,
12 and 13, respectively.

On the feedback coupling circuit diagram of Fig. 13,
the block ‘SQRT’ (which is found in the Pspice library
and which can be easily designed by the analog
devicesAD633JNmultiplier) represents the circuit that
achieves the square root, while the one in red box rep-
resents the circuit that achieves the division operation.
The resistor RD2 is used for tuning the division oper-
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ation. According to the selected synchronization time
of the previous section TM = 0.950346 s for numerical
simulations (for k = 1 and ê1(0) = 1.1), the corre-
sponding synchronization time for the Pspice simula-
tions can be obtained as follows (see Eq. 9):

TS = RCTM = 95.0346 × 10−6 s

= 95.0346µs, (35)

where TS is the established synchronization time
through Pspice simulations, TM is the established syn-
chronization time using numerical simulations, R =
10 k�, and C = 10nF.

Assume that the initial conditions of the master
system, slave system and feedback coupling were,
respectively, chosen to be (VCx1

(0), VCx2
(0), VCx3

(0),
VCx4

(0))=(0.1, 0.9, 0.003, 0.001), (VCy1
(0),VCy2

(0),
VCy3

(0), VCy4
(0)) = (0.01, 2, 0.8, 0.1) and (Ve1(0),

VCη (0), VCD (0)) = (−1.1, 0, 0). The circuit compo-
nent values of the feedback coupling were chosen to be
Ce1 = Cη = C = 10nF, CD = 22pF, RD1 = R =
10 k�, RD2 = 50 k�, RL1 = 25�, RL2 = 0.25�,
Rk = 10 k�, and Vk = 1V. The voltage sources is set
at ±15Vdc. It is noted that the component values of
the master are the same with the component values of
the slave: Rc = 8 k�, Rd = 4k� and Rb = 250�. It
is noted that the effects of varying parameter k on the
synchronization time (finite horizon) can be analyzed
by monitoring the resistor Rk and voltage Vk while
respecting the relation k2 = Vk = R

Rk
. The Pspice sim-

ulation results of the proposed synchronization scheme
are shown in Figs. 14 and 15. Note that a fairly good
convergence of error e2 is obtained in about 95.0346μ s
which corresponds to the finite horizon (see Fig. 14).
One can observe the good correspondence with numer-
ical simulations of the previous section (see Fig. 8).
Then, the Pspice results confirm the practical applica-
bility of the proposed method.

4 Conclusion

In this paper, a four-dimensional autonomous chaotic
system obtained by the modification of a two-
dimensional Rayleigh system is presented. The chaotic
behavior of the model was analyzed numerically. The
largest 1D numerical Lyapunov exponent and the bifur-
cation diagram were used as indicators of chaotic
motion. An appropriate analog simulatorwas designed.
The results from the electronic circuit were compared

to the numerical results, and a very good agreement
between the two methods was found. Furthermore, the
synchronization of such proposed systems was also
addressed; a novel robust control scheme using the
controllability functions method for the synchroniza-
tion between two modified Rayleigh systems is pre-
sented. The main idea is to construct an augmented
dynamical system from the synchronization error sys-
tem, which is itself uncertain. Then, we have proposed
a robust feedback coupling that takes into account the
behavior of transient response and the feedback cou-
pling effort (i.e., the energy wasted by the feedback
coupling action). Thus, the proposed strategy allows to
set specifically the time horizon for the synchroniza-
tion of two modified systems. Both stability analysis
and numerical simulations are presented to show the
effectiveness of the optimization strategy. Also, Pspice
simulations are presented to show the feasibility of the
proposed scheme.
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