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Abstract For the low security and compression per-
formance of the existing joint image encryption and
compression technology, an improvement algorithm
for joint image compression and encryption is pro-
posed. The algorithmemploys the discrete cosine trans-
formation dictionary to sparsely represent the color
image and then combines it with the encryption algo-
rithm based on the hyper-chaotic system to achieve
image compression and encryption simultaneously.
Through the experimental analysis, the algorithm pro-
posed in this paper has a good performance in security
and compression.

Keywords Hyper-chaos · Sparse representation ·
DCT dictionary · Image compression and encryption

1 Introduction

Along with the rapid growth of transmitting images
over public networks, the network bandwidth and secu-
rity have received a lot of attention. Compressing
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images to save bandwidth and encrypting images to
protect privacy have become hot research areas.

The traditional method is compressing the image
before the encryption is done. Encryption and compres-
sion are unrelated. However, such traditional method
will sacrifice flexibility and calculation simplicity. A
better way is the joint operation of compression and
encryption in a single process. However, the contradic-
tion between the image compression and encryption
makes the joint operation difficult. Researches have
been working on the joint operation of image com-
pression and encryption to achieve better performance
on compression and encryption [1–11].

For the joint operation of compression and encryp-
tion, the most common method is embedding the
encryption into compression [1,2] thus to get a balance
in image compression and encryption. For the different
compressionmethods, the joint algorithms of compres-
sion and encryption are divided into different situations
at the present stage. (1) Using the compression method
of Joint Photographic Experts Group (JPEG) or related
discrete cosine transformation (DCT), the encryption
is embedded into the compression process. By means
of encrypting DCT coefficient, some joint encryption
and compression schemes [3–5] are proposed. As the
perceptual information concentrates at low-frequency
DCT coefficients, some selective encryption schemes
are proposed. Reference [3] proposed to encrypt the
DC coefficient and the sign bit of all AC coefficients
using a spatiotemporal chaotic system. However, Wu
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and Kuo stated that selective encryption is not suit-
able for DCT-based compression algorithm [6]. More-
over, they proposed some perceptual attacks to restore
perceptual image. In full encryption, Yuen and Wong
proposed chaos-based joint image compression and
encryption algorithm using DCT [5]. In their scheme,
the DCT coefficients of the whole image are separated
to encrypt. However, compression performance is not
high. (2)Comparedwith the JPEG, JPEG2000based on
wavelet transformation has a better compression per-
formance. So there are a lot of image compression and
encryption algorithms based on JPEG2000 and related
wavelet transformation [7–9]. In Ref. [7], only low-
frequency region of the wavelet transform is encrypted.
The security need to be improved. Reference [8] pre-
sented a new private key cryptosystem based on the
finite-field wavelet. However, the compression perfor-
mance was not analyzed. Yang et al. [9] encrypted the
image betweenwavelet transformation andSPIHTcod-
ing. However, the compression performance is lower
than that of only compression using wavelet trans-
formation. (3) Due to the certain resemblance in the
sense of secrecy between cryptographic ciphers and
entropy coders, some joint encryption and compression
schemes based on entropy coding compression method
are proposed [10–12]. In these methods, encryption
is embedded in entropy coding. Reference [10] pro-
posed to embed encryption in Huffman coding based
on multiple Huffman tables. References [11,12] pro-
posed to embed encryption in arithmetic coding. How-
ever, in these schemes, encryption is an additional fea-
ture but not the primary concern. Therefore, the secu-
rity may not be satisfactory. References [10,11] suf-
fers known-plaintext attack [13,14]. (4) Using com-
pression technique based on sparse decomposition, the
joint encryption and compression algorithms are pro-
posed. Image sparse representation provides a new
way to solve the distortion problem of reconstructed
image for low bit rate image compression.Wu [15] pro-
posed the joint encryption and compression algorithm
using sparse decomposition, Secure Hash Algorithm-
1(SHA-1) and chaoticmap.However, the schemeneeds
a large amount of calculation in the generation of
over-complete dictionary. Therefore, the scheme does
not suitable for the real-time transmission of images.
Rebollo-Neira [16,17] proposed the idea of encryption
image folding in which orthogonal projection matrix is
used to transform the coefficients into orthogonal com-
plementary space of the host image, and then the coeffi-

cients are folded into the host image. The algorithm can
obtain reconstructed image with better quality at high
compression ratio. However, the experimental results
presented in the paper are just an ideal state of the
data, and there are some problems for the algorithm.
The algorithm does not compress the additional data
required in decompression and decryption, so it takes
up a lot of network resources in transmission. In addi-
tion, the compressed and encrypted images carry some
information of the original images. When using the
error key to decompress and decrypt the image, we can
obtain the original outline information. That will cre-
ate a serious security hole in the algorithm. In order to
solve these problems, according to the idea of encryp-
tion image folding proposed in Refs. [16,17], a joint
color image encryption and compression scheme based
on hyper-chaotic system is proposed by this paper.

In order to improve the security of the joint color
image encryption and compression scheme, we design
the hyper-chaos-based scrambling and diffusion
scheme. Conventional cryptographic techniques, such
as International Data Encryption Algorithm (IDEA) or
Advanced Encryption Standard (AES), are not suit-
able for image encryption due to the bulky data capac-
ity and high correlation among pixels in image files
[18,19]. Owing to simplicity in implementation, high
speed and good cryptography properties of chaos, the
chaotic encryption algorithm has caused widespread
concern since it was first proposed by the UK mathe-
matician Matthews in 1989 [20]. With the chaotic sys-
tem used in the image encryption, high-dimensional
chaotic system with high complexity is subjected to
the valuemore andmore [21–24]. As high-dimensional
chaotic system, hyper-chaotic system has greater com-
plexity. Its pseudorandomness and long-term unpre-
dictability is stronger. In several existing hyper-chaos-
based encryption algorithms, due to their inappropri-
ate cryptographic structure, the security is not good.
Reference [25] proposed a fast color image encryp-
tion algorithm based on hyper-chaotic systems. In Ref.
[26], a novel image encryption algorithmwith only one
round diffusion process based on hyper-chaotic sys-
tem was proposed. By applying known-plaintext and
chosen-plaintext attacks,Ref. [27] broke it. InRef. [28],
a novel image encryption scheme based on improved
hyper-chaotic sequences was proposed. Reference [29]
evaluated the security of Ref. [28] and broke it. In this
paper, the security is improved based on hyper-chaotic
system in three aspects: the hyper-chaos-based scram-
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Fig. 1 The structure of
pseudorandom sequence
generator
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bling method is used to scramble the effective coeffi-
cients’ position to remove the relativity among pixels
within the block; the sparse coefficients are controlled
by the hyper-chaotic system to encrypt the coefficients;
the hyper-chaos-based diffusion method is used in the
folded image to encrypt the final data. Moreover, Huff-
man coding is used to compress the additional position
information required in decompression and decryption
to save network bandwidth.

The rest of paper is organized as follows. Section 2
introduces the scrambling and diffusion encryption
algorithms based on hyper-chaotic system. Section 3
describes the joint image encryption and compression
scheme of color image based on hyper-chaotic sys-
tem. Section 4 gives the test results and analysis of our
improved scheme. Finally, Sect. 5 makes a conclusion
for this paper.

2 The encryption algorithm based
on hyper-chaotic system

In this paper we design the system of differential equa-
tions like Eq. (1), the Lyapunov exponents are 0.81,
0.31, 0, -24.11. The state of the system is hyper-chaos
which has a high complexity.
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dy1
dt

= 16(y2 − y1)

dy2
dt

= 45y4 − 2y2 + 47.6y1 − y1y3 − y3y4

dy3
dt

= −4y3 + y2y4 + y1y2

dy4
dt

= −y2 − y4 − 0.05y1y3

(1)

2.1 The generation of pseudorandom sequence

In order to make a full use of the chaotic sequence gen-
erated by hyper-chaotic system, different bits of dif-
ferent dimension of chaotic sequence are selected as a
key sequence.The structure of pseudorandomsequence
generator is shown in Fig. 1.

Assuming the color image size isM×N , Fig. 1 illus-
trates the concrete steps of generating pseudorandom
sequence. The steps are as follows.

(1) Generate the hyper-chaotic sequence.
Set the initial value (y10, y20, y30, y40) of the

hyper-chaotic system Eq. (1) to iterate (M × N )/3 +
1000 times. In order to eliminate transient effect of the
chaotic sequence and enhance their sensitivity to initial
conditions, we get rid the first 1000 groups value of the
chaotic sequence then get the sequences y1, y2, y3, y4.

(2) Discretize the hyper-chaotic sequence.
For each value yi j , i = 1, 2, 3, 4, j = 1, 2, . . . M ×

N ÷ 3, we get the decimal part of chaotic sequence by
Eq. (2).

�yi j = yi j − ⌊
yi j
⌋

(2)

�x� returns the value of x to the nearest integers, less
than or equal to x . Use Eq. (3) to discretize the decimal
part and get the integers sequence Y1, Y2,Y3,Y4.

Yi j = mod
(⌊

�yi j × 1014
⌋

, 65536
)

(3)

(3) Select different bits of each hyper-chaotic
sequence to generate key sequence.
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The integerYi j can be represented as the form shown
in Eq. (4).

Yi j = wi j15 × 215 + wi j14 × 214 + · · · + wi j1 × 21

+wi j0 , (wi j0 . . . wi j15 ∈ {0, 1}) (4)

In order to reduce the correlation among the three
pseudorandom sequences and enhance the rate of
reusing, we select different bits of sequences Y1, Y2,
Y3 and Y4..

The key sequence Key1 comes from the 0th to the
7th bit of Y1 j ,Y2 j ,Y3 j , and its expression is shown as
Eq. (5).

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

key1(k) = w1 j7 × 27 + w1 j6 × 26 + w1 j5 × 25

+w1 j4 × 24 + w1 j3 × 23 + w1 j2 × 22 + w1 j1

×21 + w1 j0

key1(k + 1) = w2 j7 × 27 + w2 j6 × 26 + w2 j5 × 25

+w2 j4 × 24 + w2 j3 × 23 + w2 j2 × 22 + w2 j1

×21 + w2 j0

key1(k + 2) = w3 j7 × 27 + w3 j6 × 26 + w3 j5 × 25

+w3 j4 × 24 + w3 j3 × 23 + w3 j2 × 22 + w3 j1

×21 + w3 j0

(5)

The key sequence Key2 comes from the 4th to the
11th bit of Y3 j ,Y4 j ,Y1 j , and its expression is shown as
Eq. (6).

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

key2(k) = w3 j11 × 27 + w3 j10 × 26 + w3 j9 × 25

+w3 j8 × 24 + w3 j7 × 23 + w3 j6 × 22 + w3 j5

× 21 + w3 j4

key2(k + 1) = w4 j11 × 27 + w4 j10 × 26 + w4 j9

×25 + w4 j8 × 24 + w4 j7 × 23 + w4 j6 × 22

+w4 j5 × 21 + w4 j4

key2(k + 2) = w1 j11 × 27 + w1 j10 × 26 + w1 j9

× 25 + w1 j8 × 24 + w1 j7 × 23 + w1 j6 × 22

+w1 j5 × 21 + w1 j4

(6)

The key sequence Key3 comes from the 8th to the
15th bit of Y2 j ,Y3 j ,Y4 j , and its expression is shown as
Eq. (7).

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

key3(k) = w2 j15 × 27 + w2 j14 × 26 + w2 j13 × 25

+ 2 j12 × 24 + w2 j11 × 23 + w2 j10 × 22 + w2 j9
×21 + w2 j8

key3(k + 1) = w3 j15 × 27 + w3 j14 × 26 + w3 j13
× 25 + w3 j12 × 24 + w3 j11 × 23 + w3 j10 × 22

+w3 j9 × 21 + w3 j8
key3(k + 2) = w4 j15 × 27 + w4 j14 × 26 + w4 j13

× 25 + w4 j12 × 24 + w4 j11 × 23 + w4 j10 × 22

+w4 j9 × 21 + w4 j8

(7)

The relation of j and k in Eqs. (5), (6) and (7) is
k = j×3−2.While finishing the above three steps, we
can get the pseudorandom sequence key1, key2 andkey3
which can be used to encrypt the image.

NISTSP800-22 tests [30] are used to detect the devi-
ation of a sequence from a true random sequence. For
each test, if the P value is greater than a predefined
threshold α, then the sequence is considered to pass
the test. Commonly, the value of α is 0.01. For the
three pseudorandom sequences key1, key2 and key3,
we take 100 groups key stream with the length of 106

bits to count the pass rate of SP800 test, and the result
is shown in Table 1.

From Table 1 we can know that the pseudorandom
sequence generator proposed in this paper can generate
the key stream with good randomness.

2.2 The diffusion algorithm of image encryption
based on hyper-chaos

According to the independence of color image’s chan-
nel, this paper processes the three channels of image
pixel respectively. The specific structure of image
encryption is shown in Fig. 2:

The pseudorandom sequence generator proposed in
Sect. 2.1 is used to generate three key streams key1,
key2 and key3. The concrete steps of encryption are as
follows:

(1) Divide the channel.
Load the original image P and divide it into three

channels PR, PG and PB . In the encryption, the pixel
values of three channels are processed separately.

(2) Perform diffusion algorithm with row-major.
Diffuse image P using the row-major diffusion.

Take an example of PR, the process of row-major dif-
fusion is shown in Fig. 3a. We use key1 to diffuse PR

and get the cipher image C ′
R , the equation of diffusion
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Table 1 The SP800 test on key stream

Statistical test Key1 Key2 Key3

Frequency 100/100 100/100 100/100

Block frequency
(m=12280)

98/100 100/100 100/100

Cumulative sums
(reverse)

100/100 100/100 100/100

Runs 98/100 100/100 98/100

Longest run (M =10000,
N =100)

100/100 99/100 99/100

Rank 100/100 100/100 99/100

FFT 100/100 99/100 99/100

Non-overlapping template
(m=9, B=000010011)

100/100 100/100 100/100

Overlapping template (m=9,
M =1032, N =968)

98/100 99/100 100/100

Universal (L=7,
Q=1280, K =141577)

100/100 100/100 100/100

Approximate entropy
(m=10)

100/100 100/100 100/100

Random excursions
(x=−3)

67/69 67/69 67/69

Random excursions
variant (x=5)

69/69 69/69 69/69

Serial (m=16, P value1) 100/100 100/100 99/100

Serial (m=16, P value2) 100/100 100/100 100/100

Linear complexity
(M =1000)

98/100 99/100 99/100

is shown in Eq. (8). We take the same method to PG
and PB with the key2 and key3. The cipher image after
row-major diffusion is denoted as C′.

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

C ′
R(i, j) = C ′

R(i, j − 1) ⊕ mod(PR(i, j)
+ key1((i − 1) × N + j), 256), j ! = 1

C ′
R(i, j) = C ′

R(i − 1, N ) ⊕ mod(PR(i, j)
+ key1((i − 1) × N + j), 256), i ! = 1, j = 1

C ′
R(i, j) = PR(M, N ) ⊕ mod(PR(i, j)
+ key1((i − 1) × N + j), 256), i = 1, j = 1

(8)

(3) Perform the diffusion algorithm with column
major.

Diffuse image C ′ using the column major diffu-
sion. Take an example of C ′

R, the process of column
major diffusion is shown in Fig. 3b. In order to save the
time of generating key streams, we reuse key1, key2,
key3. Meanwhile, we need ensure one key stream is
not reused in each channel. Therefore, we assign key2
to diffuse C ′

R , key3 to diffuse C ′
G and key1 to diffuse

C ′
B . Use Eq. (9) to diffuse C

′
R and get the cipher image

C ′′
R . We take the same method for C ′

G and C ′
B to get

the cipher image C ′′
G and C ′′

B . The cipher image after
column major diffusion is denoted as C ′′.
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

C ′′
R(i, j) = C ′′

R(i + 1, j) ⊕ mod(C ′
R(i, j)

+ key2((i − 1) × N + j), 256), i ! = M
C ′′

R(i, j) = C ′′
R(1, j + 1) ⊕ mod(C ′

R(i, j)
+ key2((M − i + 1) + (N − j) × M), 256),
i = M, j ! = N

C ′′
R(i, j) = C ′

R(1, 1) ⊕ mod(C ′
R(i, j)

+ key2(1), 256), i = M, j = N

(9)

After finishing all the steps, we can finally get the
encrypted image C ′′.

Fig. 2 The structure of
image encryption

PR

PG

PB

C’R

C’G

C’B

C”R

C”G

C”B
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Fig. 3 The diffusion
process of encryption a the
diffusion process of
row-major and b the
diffusion process of column
major

(1,1) (1,N)

(M,N)(M,1)

(1,1) (1,N)

(M,N)(M,1)

(a) (b) 

2.3 The scrambling algorithm based on the cat map
with parameters

In this paper, we use the cat map with parameters
to scramble the image. The equation of cat map
with parameters is shown in Eq. (10), (xn, yn) repre-
sents the position of the pixel before scrambling, and
(xn+1, yn+1) represents the position of the pixel after
scrambling.
(
xn+1

yn+1

)

= A

(
xn
yn

)

(mod N )

where A =
(
1 a
b ab + 1

)

(10)

Take an example of R Channel, the parameters
aR, bR used in cat map are shown in Eq. (11). Using
the same equation like Eq. (11), we can get the para-
meters of cat map in G and B Channel scrambling.

{
aR = (C ′′

R(1, 1)&0xF0) >> 4
bR = C ′′

R(1, 1)&0x0F
(11)

One characteristic of cat map is that the value of the
first position on the top left corner will not be changed
during the scrambling. In order to increase the security
of encryption system, we need to hide the value of first
pixel of each channel in the cipher image by using the
key stream. Take an example of RChannel, the position
(i, j) used to hide the first pixel can be calculated by
Eq. (12), and then the pixel value of position (1, 1) is
interchanged with (i, j).

{
i = mod(key1(M × N/(3 × 2)), M)

j = mod(key2(M × N/(3 × 2)), M)
(12)

This section is the basis of the third section. In the
third section, the encryption algorithm proposed in this
section is embedded into the compression, so as to real-
ize compression and encryption for image simultane-
ously.

3 The design of joint image encryption and
compression scheme

The structure of the joint color image encryption and
compression algorithm is shown in Fig. 4. The main
steps for algorithm are obtaining R, G, B channel of
the original image, encrypting and compressing data
of each channel and adjusting the data length of each
channel. Because the pixel distribution is different for
each channel of color image, the compression ratio of
each channel maybe is different. Therefore, we need
adjust the data length of each channel. The adjusting
method is as follows: get the average length of the three-
channel data; if the channel length is greater than the
average length, we store the extra data in the channel
whose length is less than the average height. That real-
izes the sharing of the channels’ space, so as to increase
the compression ratio of color image.

For the module of compression and encryption of
each channel, the structure is shown in Fig. 5. From
Fig. 5, the algorithm in the module of compression and
encryption of each channel takes the DCT dictionary
to sparsely represent the image, embeds the encryp-
tion algorithm into the process of the compression from
three aspects: (1) scramble the position information of
the effective coefficients, which can destroy the rela-
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Fig. 4 The structure of color image compression and encryption

Fig. 5 The structure of
image compression and
encryption on single
channel
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tionship between atoms in DCT dictionary and effec-
tive coefficients. So the algorithm can eliminate rela-
tivity among pixels in the wrong reconstructed image
blocks. It can also eliminate the vulnerability by which
we can get the outline information with a wrong key.
(2) Use hyper-chaotic system to control the coefficients
transformation to encrypt the coefficients. (3) Use the
diffusion algorithm to encrypt the folded image, but
not encrypt the information blocks, which can guaran-
tee the security of image and do not destroy the data
structure of the information block. Through three ways
of encryption, the cipher image has high security.

3.1 The construction of DCT dictionary

Supposing the size of the image is M×N , the concrete
steps to generate DCT dictionary are as follows:

(1) Use the cosine transformation to get the initial
orthogonal matrix V , the element vi, j in matrix V
can be expressed as Eq. (13). The symbol i and j
denote the row and column of elements.

vi, j = cos

(
π(2i − 1)( j − 1)

2M

)

(13)
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(2) Normalize the matrix V to get the matrix V . The
element v′

i, j can be calculated by Eq. (14).

v′
i, j = p jvi, j ,where p j = 1

∥
∥v:, j

∥
∥

(14)

The symbol p j , ( j = 1, 2, . . . , N ) is the normal-
ization factor, and its value is the reciprocal of the
length of the j th column vector in matrix V .

(3) Take Kronecker product of matrix V ′ to get the
matrix D whose size is M2 × N 2, D = V ⊗ V ′,⊗
represents the Kronecker product. Take the matrix
A of size m × n and matrix B of size p × q as an
example, its calculation process is as follows.

A ⊗ B =

⎛

⎜
⎜
⎝

a11B a12B · · · a1n B
a21B a22B · · · a2n B
· · · · · · · · · · · ·

am1B am2B · · · amn B

⎞

⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

a11b11 · · · a11b1q a12b11 · · · a12b1q · · · a1nb1q
· · · · · · · · · · · · · · · · · · · · · · · ·

a11bp1 · · · a11bpq a12bp1 · · · a12bpq · · · a1nbpq
a21b11 · · · a21b1q a22b11 · · · a22b1q · · · a2nb1q

· · · · · · · · · · · · · · · · · · · · · · · ·
a21bp1 · · · a21bpq a22bp1 · · · a22bpq · · · a2nbpq

· · · · · · · · · · · · · · · · · · · · · · · ·
am1bp1 · · · am1bpq am2bp1 · · · am2bpq · · · amnbpq

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(15)

Finally we can get the over-complete dictionary D
which is used to sparsely represent the image, each
column dl , l = 1, 2, . . . N 2 of D is called atom.

3.2 The relationship between DCT dictionary and
DCT

By definition, there is a certain relationship between
the DCT dictionary and DCT. Equation (16) is the def-
inition of two-dimensional DCT, and f (x, y) denotes
the image pixel value in position (x, y).

F(u, v) = 2√
MN

c(u)c(v)

M∑

x=1

N∑

y=1

f (x, y)

× cos
(2x − 1)uπ

2M
cos

(2y − 1)vπ

2N
(16)

where c(u), c(v) =
{
1/

√
2, u, v = 1

1, others
.

The inverse DCT is shown in Eq. (17).

f (x, y) = 2√
MN

M−1∑

u=1

N−1∑

v=1

F(u, v)c(u)c(v)

× cos
(2x − 1)uπ

2M
cos

(2y − 1)vπ

2N
(17)

We represent the two-dimensional image data as a
one-dimensional vector f (:). The relationship among
DCT coefficients, the original image pixels, and the
DCT dictionary D is shown in Eq. (18):

f (:) =
M∑

u=1

N∑

v=1

F(u, v)d(u−1)×N+v (18)

From Eq. (18) we can know that the DCT coef-
ficients of image are the projection coefficients of
image or residuals in the over-complete DCT dictio-
nary. There is a certain relationship between the posi-
tion of the DCT coefficients and the DCT dictionary
atoms column. Combining sparse representation with
compression feature of DCT, DCT coefficients carry-
ing less information can be omitted. Finally, we can
compress the image by coding some coefficients.

3.3 Properties of orthogonal projection matrix

Using the properties of orthogonal projection matrix,
this paper embeds the effective coefficients into the
host image to compress the image. In this section, we
describe the definition and properties of the orthogonal
projection matrix.

Supposing ϕ ∈ Cn is a sub space, P ∈ Cn,n denotes
the orthogonal projection of Cn to ϕ, when P satisfies
the following properties.

(1) ψ(P) = ϕ; (2) P2 = P; (3) PH = P . PH

represents the transpose of P matrix.ψ(P) is the value
of P space.

When a subspace ϕ ∈ Cn is given, for any vector
v ∈ Cn , there is an orthogonal decomposition on the
subspace ϕ.

v = v1 + v2 ≡ Pv + (I − P)v (19)

where v1 ≡ Pv ∈ ϕ, v2 ≡ (I − P)v ∈ ϕ⊥, ϕ⊥ rep-
resents the orthogonal complement space of ϕ, I is
the unit matrix. We do the following deformation for
Eq. (19):

Pv = P(v1 + v2) ≡ P(Pv + (I − P)v)

= P2v + P(I − P)v

= Pv + 0

Then we can get the equation like Eq. (20).

P(v1 + v2) = v1 (20)
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From Eq. (19) we know that the projection on ϕ ∈
Cn of the sum of v1 and v2 is v1, vector v1 is in space
of ϕ ∈ Cn and vector v2 is in space of ϕ⊥.

Set ϕ be r -dimensional subspace, the matrix D =
[d1, . . . dr ]beorthonormal basis vectors ofϕ in spaceof
Cn,n . Equation (21) is the equation to get the orthogonal
projection matrix P .

P = DDH (21)

This paper takes the host image as subspaceϕ, forms
thematrix D using the atoms of theDCTdictionary and
then uses the matrix (I − P) to transform the sparse
coefficients into the orthogonal complement space of
host image. Finally the host image can be recovered by
Eq. (20).

3.4 The image compression and encryption algorithm

Taking an example of the image I , its size is M × N ,
the concrete steps of image compression and encryp-
tion algorithm are as follows. Figure 6 shows the main
procedures of compression and encryption in our pro-
posed scheme.

(1) Divide the image into blocks and make dis-
crete cosine transform on each block. In order to
facilitate storing the position information of coeffi-
cient, we take 8 × 8 as the size of block. If the
width and length of the image are not a multiple of
8, they should be made up with 0. We mark each
block as Ix,y, x = 1, . . . , M/8, y = 1, . . . , N/8.
For each block Ix,y , we can get the coefficient block
cx,y, x = 1, . . . , M/8, y = 1, . . . , N/8 after discrete
cosine transform.

(2) Choose the effective coefficients according to the
expected PSNRvalue. The expected PSNRvalue repre-
sents reconstructed image quality of the user’s expec-
tation. The principles of selecting coefficients are as
follows.

1) Take the absolute value of the matrix cx,y and
sort the elements by column in ascending order.We can
get the sorted matrix c_sortx,y , and the index matrix
i_sortx,y which records the corresponding elements
positions of matrix c_sortx,y in cx,y .

2) Get the matrix c_sum_sortx,y by calculating the
square of the each element in the c_sortx,y . Thenmake
the element value of (i, j) equal to the sum of values

Read original image. 

Divide the image into 8×8 blocks. 

Make discrete cosine transform on each
block.

Choose the effective coefficients
according to the expected PSNR value.

Scramble and code the position matrix
of effective coefficients. 

Choose the host image blocks. 

Represent the embedded coefficients
under the controlling of hyper-chaotic 

system. 

Encrypt the folded data.

Embed the embedded coefficients into
host image blocks to form folded data.

Save the position information and the 
folded data as encrypted and 

compressed image file.

Fig. 6 Procedures of image compression and encryption

of elements contained in the row number from 1 to i of
the jth column in the matrix c_sum_sortx,y .

3)Compare the elements in thematrix c_sum_sortx,y
with the threshold� = 64×(2552/(10PSNR/10)). The
value PSNR represents the expected PSNR value. If the
value is greater than the threshold �, reserve the cor-
responding coefficient in cx,y according to the index
matrix i_sortx,y . Otherwise, the coefficient is set to 0.
Finally we get the matrix c′

x,y .
(3) Read the nonzero coefficients in c′

x,y into an
array named as coefficients, and calculate the length
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Fig. 7 Code rule for the position of nonzero coefficient

of coefficients as len_coefficients. We use matrix
C Indexx,y, x = 1, . . . , M/8, y = 1, . . . , N/8 to
store the position of the nonzero coefficients.

(4) Scramble the CIndex matrix using scrambling
algorithm proposed in Sect. 2.3. As we all known, DCT
has the property that the outline information of image
can be obtained by the high frequency coefficients.
According to this property of DCT and its relation-
ship with the DCT dictionary, we can use the position
of nonzero coefficients and the DCT dictionary to get
outline information of image. In order to improve the
security, the CIndex matrix is scrambled.

(5) Code theCIndexmatrix after scrambling. For the
8 × 8 block matrix, its position can be represented by
three bits. So a coefficient’s position can be represented
by one byte. The specific code rule for the position of
nonzero coefficient is shown in Fig. 7. The seventh
bit is the flag used to represent whether the position
information belongs to the same block. The fourth to
sixth bits are used to store the row coordinate of the
coefficients in the block. The first to third bits are used
to store the column coordinate of the coefficients in the
block. The zeroth bit is idle. Finally, we use Huffman
coding to compress the position information.

(6) Choose the host image blocks. The coefficients
get by step (2) usually are the large float number. It will
need a large space if we store it directly. In this paper
we use the method proposed in EIF algorithm 10, and
embed the sparse coefficient into the host image blocks
through the matrix transformation. The required num-
ber of host image blocks is n = ceil( len_coe f f icients64 ),
ceil(x) returns the value of x to the nearest integers
less than or equal to x . Get n c′

x,y blocks in row-major
order, and do the inverse discrete cosine transform on
the n chosen c′

x,y blocks to get the host image blocks
Hostp,q (p = 1, . . . M/8, q = 1, ..8n/M) used to
embed coefficients.

(7) Represent the embedded coefficients under the
controlling of hyper-chaotic system. The following is
the detail.

1) For the Hostp,q , get the related atomic space
Dp,q by C Indexp,q , and the number of atoms is
num_dp,q . We can obtain the orthogonal projection
matrix P_matri xp,q by using Eq. (20).

2) Generate a random matrix Randomp,q with size
of 64×(64-num_dp,q) by the hyper-chaotic system in
Eq. (1). In order to reduce the error, the values of the
matrix are controlled in [-0.5, 0.5].

3) Use Eq. (22) to represent the embedded coeffi-
cients Fp,q .

Fp,q = (I − P_matri x p,q) × Randomp,q

×coe f f icients(x + 1 : x + 64

−num_dp,q) (22)

where x = (p − 1) × N × 8 + (q − 1) × 64.
(8) Embed the embedded coefficients into host

image blocks. Add the data Fp,q generated from step
(7) to Hostp,q , andwewill get the folded data Foldp,q .

(9) Encrypt the folded data. Use Eq. (23) to convert
the folded data into integers between 0 and 255 form-
ing F ′. F ′ is encrypted using the encryption algorithm
proposed in Sect. 2.2, and then the cipher data P’ can
be obtained.

F ′
p,q(i, j) = Foldp,q(i, j)

Max − Min
× 255 (23)

where the symbolMax andMin represent themaximum
and theminimumvalue inFold respectively, i, j are row
and column value.

(10) Combine cipher data P ′ and information block,
the final encrypted and compressed image P can be
obtained. The information block includes some infor-
mation used in decryption, such as position informa-
tion. The structure of information block is as shown in
Fig. 8.

From Fig. 8, P_height is used to store the length
of single channel image data which can be used to
recover the data of each channel in color image;

P_height Len-
coefficients Max flag Min Len_huf Huf_code I_height I_widthInfo data

Fig. 8 The coding format for information block
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Fig. 9 The structure of
image decryption and
decompression

Cipher
image P F

Hyper-chaotic system

Chaotic sequence

Host blocksdecrypt

Key

Cindex matrixInfo H

P

Huf decode

coefficients

DCT
dictionary

Recovered
image

Fold

scramble

Len_coefficients represents length of coefficients in step
(3) and theMax andMin are the values in step (9).Flag
is used to mark the positive or negative ofMin. len_huf
represents the length of encoded position information
using Huffman coding; Huf_code is the coded posi-
tion information using Huffman coding; I_height and
I_width are used to store the length andwidthof original
plaintext image, and used to judge the correct recon-
structed image size in decompression; “…” represents
the random number added for data alignment.

3.5 The decompression and decryption algorithm
of cipher image

Decryption and decompression algorithm is the reverse
process of encryption and compression. The structure
of decompression and decryption of single channel data
is shown in Fig. 9.

From Fig. 9, the concrete steps for decompres-
sion the decryption algorithm are as follows. Fig-
ure 10 shows the main procedures of decompression
and decryption in our proposed scheme.

(1) Read the header information of P and then sep-
arate the information block and the folded data from
cipher image.

(2) From the information block, get the informa-
tion Max, Min and Huf_code required in the decom-
pression process. After decoding the Huffman coding
data, we can get the position index matrix, and take
reverse scrambling operation to obtain position infor-
mation CIndex matrix .

(3) Decrypt the folded image. The decryption
process is the reverse of diffusion algorithm. Then use

Read encrypted and compressed image 
file. 

Get position information and the folded 
data.

Apply decoding and reverse scramble to
position information.

Decrypt the folded data.

Separate the embedded coefficient from
the folded data. 

Obtain the effective coefficients. 

Get the approximate image of the 
original image.

Fig. 10 Procedures of image decompression and decryption
algorithm

Eq. (24) to transform the data into the original range,
and get the folded data Fold.

Foldp,q(i, j) = P ′
p,q(i, j)

255
× (Max − Min) (24)

where i, j are row and column value.
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(4) Separate the embedded coefficient F from the
folded image Fold by Eq. (25).

{
Hostp,q = P_matri xp,q × Foldp,q
Fp,q = Foldp,q − Hostp,q

(25)

(5) Obtain the original coefficients by Eq. (26).

coe f f icients(x + 1 : x + 64 − num_dp,q)

= (
(I − P_matri x p,q) × Randomp,q

)−1

×Fp,q (26)

The symbol (.)−1 represents the inverse matrix.
(6) Through the positionmatrixCIndex, DCTdictio-

nary and the array coefficients, we can get the approxi-
mate image block I∼

x,y , and the calculation equation is
shown in Eq. (27):

I∼
x,y =

numel(C Indexx,y)∑

k=1

dl × coe f f icientsz (27)

The symbol numel (.) denotes the number of the ele-
ments in the matrix, the relationship between l and z is
shown in Eq. (28).

:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

z = ∑x−1
i=1

N/8∑

j=1
numel(C Indexi, j )

+
y−1∑

j=1
numel(C Indexx, j )

l = (C Index(x,y)k .i_value − 1) × N
+C Index(x,y)k . j_value

(28)

(7) Finally, we get the approximate image I∼ of the
original I .

4 The experimental results and performance
analysis

For the new compression and encryption scheme, we
conducted the security test and compression perfor-
mance test. The compression and encryption is imple-
mented inMATLAB2012b running on a personal com-
puter with 2.8GHz CPU and 2 GB memory.

4.1 Experimental results

Due to the different distribution of the image pixels,
the compression performances of different images are

different. In this paper, we take several standard test
images to illustrate the performance of compression
and encryption algorithm.The expected signal-to-noise
ratio (PSNR) represents the quality of reconstructed
image users expect. Take an example of color image
Lena with size of 1024×1024, we set the initial values
to be [0,1,0,2], and the results of image compression
and encryption under different parameters are shown
in Fig. 11.

Figure 11 shows cipher images with different
expected PSNR values of the color image Lena with
size 1024 × 1024. Taking an example of the cipher
image with expected PSNR 30, Fig. 12 shows the
decompression and decryption image at the initial val-
ues [0,1,0,2] and [0,1,0,2+1−14e]. The PSNR value of
Fig. 12a is 35.27, and the PSNR value of Fig. 10b is
−3.66.

Figure 13 shows cipher images with different
expected PSNR values of the color image pepper with
size 512×512. Taking an example of the cipher image
with expected PSNR 30, Fig. 14 shows the decom-
pression and decryption image at the initial values
[0,1,0,2] and [0,1,0,2+1−14e]. The PSNR value of
Fig. 14a is 31.79, and the PSNR value of Fig. 14b is
−4.49.

4.2 Performance analysis of image compression and
encryption algorithm

4.2.1 Compression ratio and PSNR test

The compression ratio CR is computed by Eq. (29),
I_height and I_width denote the height and width of
the original image, respectively. And C_height and
C_width denote the height and width of the cipher
image, respectively.

CR = I_height × I_width

C_height × C_width
(29)

The peak PSNR is calculated by Eq. (30), and it
is usually used to judge the quality of reconstructed
image after image processing. The higher the qual-
ity is, the larger PSNR value is. fi, j in Eq. (30)
denotes the original pixel value in position (i, j),
and ˆfi, j denotes the processed pixel value in position
(i, j).
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Fig. 11 The cipher images
of Lena 1024 × 1024 with
different parameters: a the
original image of Lena and
b the cipher image with
expected PSNR=45 and c
the cipher image with
expected PSNR=40 and d
the cipher image with
expected PSNR=35 and e
the cipher image with
expected PSNR=30 and f
the cipher image with
expected PSNR=25

Fig. 12 The decompression
and decryption images of
Lena cipher image: a the
decompression and
decryption image with [0, 1,
0, 2] and b the
decompression and
decryption image with [0, 1,
0, 2+1e−14]

PSNR = 10 × log10
⎡

⎢
⎢
⎢
⎣

⎛

⎜
⎜
⎜
⎝

2552

1
M×N

M∑

i=1

N∑

j=1

(
fi, j − ˆfi, j

)2

⎞

⎟
⎟
⎟
⎠

⎤

⎥
⎥
⎥
⎦

(30)

Table 2 lists the compression ratio and the PSNR
values for different images with different parameters.

From Table 2, we can know that the compression
ratio of images is different for different pixels distrib-
ution. We can also know that, if the compression ratio
is higher, the quality is lower. Table 2 results reflect the
flexibility of the algorithm proposed in this paper. And

we can compress and encrypt image according to the
different requirement.

4.2.2 MSSIM test

Structural similarity (SSIM) [31] index is a novel
method for measuring the similarity between the two
images aiming at improving the traditionalmetrics such
as PSNR by considering human visual system (HVS).
SSIM index is defined in Eq. (31).

SSIM(x, y) = (2μxμy + c1)(2σxy + c2)

(μx
2 + μy

2 + c1)(σx 2 + σy
2 + c2)

(31)
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Fig. 13 The cipher images
of pepper 512 × 512 with
different parameters: a the
original image of pepper
and b the cipher image with
expected PSNR=45 and c
the cipher image with
expected PSNR=40 and d
the cipher image with
expected PSNR=35 and e
the cipher image with
expected PSNR=30 and f
the cipher image with
expected PSNR=25

Fig. 14 The decompression
and decryption image of
pepper cipher image: a the
decompression and
decryption image with [0, 1,
0, 2] and b the
decompression and
decryption image with [0, 1,
0, 2+1e−14]

In Eq. (31), x and y represent the windows of two
images of size m × m, μx and μy represent the aver-
age values of x and y, σx 2 an σy

2 represent the vari-
ance of x and y, respectively, σxy represents the covari-
ance of x and y. From Ref. [16], c1 = (k1L)2, c2 =
(k2L)2, k1 = 0.01, k2 = 0.03, L is the gray level of
pixel value.

In this paper, we use the mean SSIM (MSSIM) as a
supplement to evaluate the decompressed image qual-
ity. MSSIM is defined in Eq. (32). Table 3 lists the
MSSIM results for different images.

MSSIM(X,Y ) = 1

n

n∑

i=1

SSIM(xi , yi ) (32)
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Table 2 The CR and PSNR values for different images with different parameters

Expected PSNR Lena 1024 × 1024 Pepper 512 × 512 Baboon 512 × 512 Barbara 720 × 576

CR PSNR CR PSNR CR PSNR CR PSNR

45 10.34 40.72 1.13 41.32 0.81 43.12 1.35 42.23

40 15.05 39.73 1.81 36.56 0.98 38.48 2.18 38.16

35 23.27 38.03 4.06 32.54 1.32 31.57 3.6 34.77

30 33.03 35.27 10.44 31.79 2.14 29.95 7.32 31.53

25 36.57 27.56 19.69 29.05 4.53 28.72 12 27.69

Table 3 The MSSIM for different images with different parameters

Expected PSNR MSSIM

Lena 1024 × 1024 Pepper 512 × 512 Baboon 512 × 512 Barbara 720 × 576

R G B R G B R G B R G B

45 0.954 0.97 0.972 0.955 0.961 0.976 0.979 0.992 0.992 0.979 0.98 0.98

40 0.956 0.964 0.965 0.913 0.910 0.944 0.965 0.981 0.982 0.95 0.957 0.951

35 0.958 0.964 0.965 0.851 0.868 0.873 0.928 0.952 0.957 0.92 0.93 0.917

30 0.91 0.908 0.911 0.744 0.802 0.777 0.861 0.882 0.902 0.873 0.883 0.863

25 0.866 0.865 0.874 0.675 0.731 0.701 0.704 0.752 0.767 0.778 0.794 0.770

Table 4 The compression performance of different algorithms

Lena 1024 × 1024 Pepper 512 × 512 Baboon 512 × 512 Barbara 720 × 576

CR PSNR CR PSNR CR PSNR CR PSNR

Ref. [1] 4 – – – 4 – 4 –

Ref. [8] 32 31.988 8 34.096 8 27.172 – –

Ref. [10] 13.8 31.46 – – 4.33 28.56 6.49 31.87

Our scheme 33.0 35.27 4.06 32.54 4.53 28.72 7.32 31.53

where X and Y represent the original image and the
reconstructed image, respectively; xi and yi are the
image contents at the i th local window; n is the num-
ber of local windows. The smaller the MSSIM is, the
greater the difference of two images is.

From Tables 2 and 3, with the increasing demand
for compression ratio, the variation trends of PSNR
and MSSIM are identical. This shows that the higher
the compression ratio is, the lower the quality of the
reconstructed image is.

4.2.3 Compression performance comparison

Table 4 lists the compression performance of different
algorithms, where ‘–’ indicates that the compression

performance of images were not analyzed in the refer-
ences.

The results of the Refs. [1,8] and [10] in Table 4
are all based on gray image compression and encryp-
tion algorithm. The algorithm proposed in this paper
is based on the color image. For each channel of a
color image, the pixels distribution is different. So the
image size in each channel of a color image after com-
pression and encryption may not be the same, which
will affect the compression performance of the color
image. From Table 4, we can know that the compres-
sion and encryption algorithm proposed in this paper
has a good performance in compression ratio and image
quality.
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Table 5 The time for different images with different parameters

Image Time (s) Expected PSNR

45 40 35 30 25

Lena 1024 × 1024 Encryption and compression 38.45 29.78 24.03 20.89 19.00

Decryption and decompression 28.14 19.69 13.58 9.97 7.26

Pepper 512 × 512 Encryption and compression 40.22 24.12 11.67 4.79 2.39

Decryption and decompression 30.56 18.14 6.72 3.88 2.05

Baboon 512 × 512 Encryption and compression 67.44 53.29 36.31 25.03 14.67

Decryption and decompression 61.93 48.66 29.69 20.40 9.32

Barbara 720 × 576 Encryption and compression 63.88 39.05 21.56 19.25 10.27

Decryption and decompression 52.64 34.98 17.42 12.05 5.33

4.2.4 The performance test in time

Table 5 shows the compression and encryption time,
decompression anddecryption time for different images
at different expected PSNR.

As shown in Table 5, the lower the quality of
reconstructed image is, the less the time required is.
Image compression and encryption technologynot only
ensures the security of the image information, but also
reduces the amount of network resources during trans-
mission. The time taken in encryption and compression
is acceptable.

4.3 Security analysis of image compression
and encryption algorithm

(1) The analysis of key space
The key space of the proposed algorithm depends

on the chosen chaotic system for encryption. In our
algorithm, if the precision of initial values is 10−14,
the size of the key space is 1014×4, which is greater
than 2186. It is enough to resist brute-force attack on
the basis of existing computing power.
(2) Resistance to statistical attack

In order to prevent the attacker to obtain the char-
acteristics pixels of the image, resistance to statistical
analysis is the most basic principle of image encryp-
tion algorithm. Being strong against statistical attack
means that the cipher must require some random prop-
erties [25]. This is shown by a test on the histograms
of the cipher image, the correlations of adjacent pixels
in the cipher image and information entropy analysis.

1) The histogram analysis

Take color images Lena and pepper for example;
when expected PSNR is 30, three-channel pixel his-
tograms are shown in Figs. 15, 16.

Figures 15 and 16 show that the pixels of cipher
images can be uniformly distributed in [0, 255]. The
pixels distribution has nothing to do with the original
image, which can effectively resist the statistical analy-
sis.

2) Correlation of two adjacent pixels
For image data, there is strong correlation between

adjacent pixels. Therefore, a good encryption algorithm
should remove it to improve the resistance against sta-
tistical analysis. The calculation of correlation is as fol-
lows.

Cr =
N

N∑

j=1
(x j y j ) −

(
N∑

j=1
x j

)(
N∑

j=1
y j

)

⎛

⎝N
N∑

j=1
x2j −

(
N∑

j=1
x j

)2
⎞

⎠

⎛

⎝N
N∑

j=1
y2j −

(
N∑

j=1
y j

)2
⎞

⎠

(33)

When expected PSNR is 40, the test results are
shown in Table 6.

Table 6 shows that the adjacent pixels of plain image
are highly correlated, but the cipher pixels are little
correlated with each other. The data illustrates that our
scheme can effectively destroy the correlation of pixels.

Table 7 gives the comparison of correlation coeffi-
cient of adjacent pixels.

From Table 7, compared with the results in Refs.
[16,17], our scheme shows superior performance.

Take color images Lena and pepper for example,
when expected PSNR is 40, three-channel pixels dis-
tributions are shown in Figs. 17, 18.

123



A joint color image encryption and compression scheme 2349

0

2000

4000

6000

8000

10000

12000

14000
Red

0 100 200

0

2000

4000

6000

8000

10000

12000

Green

0 100 200

0

5000

10000

15000
Blue

0 100 200

0

50

100

150

200

250
Red

0 100 200

0

50

100

150

200

250
Green

0 100 200

0

50

100

150

200

250
Blue

0 100 200

(a) (b)

Fig. 15 The histogram of Lena plain image and cipher image: a the histogram of Lena and b the histogram of Lena cipher image
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Fig. 16 The histogram of pepper plain image and cipher image: a the histogram of pepper and b the histogram of pepper cipher image

From Figs. 17, 18, we can know that the pixels dis-
tribution of original image is uneven, and there is a
strong correlation between pixels. But the correlation
between pixels is completely destroyed in the cipher
image and we cannot get the pixels information by the
adjacent pixels.

3) Information entropy test
The information entropy is an indicator of measur-

ing the random system’s complexity. The higher the
entropy is, the more complexity of the system is. The
image pixels are treated as random events, we use
Eq. (34) to calculate the information entropy of the
image.

H(S) =
∑

s

P(Si ) log2
1

P(Si )
(34)

From Eq. (34), we can know that the ideal entropy
value is 8 if the image pixels can be expressed by 8
bits. Table 8 lists the entropies of cipher images with
different parameters.

As is apparent fromTable 8, the information entropy
of cipher images are closed to the ideal value,which can
illustrate that the cipher image has a good randomness.
With the compression ratio increasing, the information
entropies are decreasing, which accords with the nature
of compression and encryption.
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Table 6 Correlation coefficient of adjacent pixels

Image Orientation

Horizontal Vertical Diagonal

Original image (Lena 1024 × 1024) R 0.966310 0.998094 0.994114

G 0.997140 0.998603 0.994749

B 0.993237 0.995739 0.989763

Encrypted image (Lena 1024 × 1024) R −0.010434 0.009557 0.021571

G −0.002934 0.012654 0.013535

B 0.012361 0.011674 0.030442

Original image (Pepper 512× 512) R 0.970651 0.965298 0.967087

G 0.980277 0.983751 0.965162

B 0.970976 0.967224 0.935720

Encrypted image (Pepper 512 ×
512)

R 0.0183476 −0.0255143 0.036132

G 0.0232030 −0.0137551 0.001106

B 0.0132531 0.0010002 0.014118

Original image (Baboon 512×512) R 0.9275207 0.864395 0.872386

G 0.864313 0.782201 0.743004

B 0.908023 0.889281 0.827124

Encrypted image (Baboon 512 ×
512)

R 0.025002 0.016003 0.032376

G −0.018205 0.003137 0.017081

B −0.026541 0.01543 −0.032159

Original image (Barbara 720×576) R 0.914498 0.969828 0.893957

G 0.900423 0.963171 0.868453

B 0.911278 0.961961 0.898419

Encrypted image (Barbara 720 ×
576)

R −0.027834 0.005459 0.012109

G 0.005493 0.021029 −0.023121

B 0.020647 0.016501 0.022433

Table 7 Comparison of correlation coefficient of adjacent pixels

Image Orientation

Horizontal Vertical Diagonal

Encrypted Lena image (our scheme) R −0.010434 0.009557 0.021571

G −0.002934 0.012654 0.013535

B 0.012361 0.011674 0.030442

Encrypted Lena image (Ref. [16]) R 0.040610 −0.013284 0.021483

G 0.081573 0.033412 −0.017889

B 0.061240 0.033868 0.018600

Encrypted Lena image (Ref. [17]) R 0.748041 0.771516 0.731441

G 0.813901 0.727205 0.744201

B 0.752901 0.716257 0.769612
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Fig. 17 Pixels distribution of Lena image and the correspond-
ing cipher image: a the distribution of original R channel, b the
distribution of original G channel, c the distribution of original B

channel, d the distribution of encrypted R channel, e the distrib-
ution of encrypted G channel and f the distribution of encrypted
B channel

Table 9 shows the entropy comparison.
FromTable 9, the information entropy of our scheme

is better than those of the existing algorithmsmentioned
in Refs. [16,17].

(3) Avalanche effect
The avalanche effect for image compression and

encryption algorithm means the proportion of the bits
changed in the cipher image when the initial keys are
changed a little. Table 10 lists the avalanche effect of
different images. The initial values are [0,1,0,2] and
[0,1,0, 2+1e−14]. The symbol ’–’ represents that the
image sizes do not match when the initial keys have
a little change, which better explains little change on
initial keys has more influence on cipher image.

The ideal value of avalanche effect is 0.5. From
Table 10, we can know that the image compression
algorithm proposed in this paper has a good avalanche
effect.

(4) Resistance to differential attack
Differential attack is one type of classical crypt-

analysis methods based on strong characteristics. The

attacker may observe the change of decryption by the
tiny change of plaintext to find the correlation between
plain image and cipher image. If tiny change of origi-
nal image can bring great changes to cipher image, the
effect of differential attack will be reduced. Generally,
we use number of pixels change rate (NPCR) and uni-
fied average changing intensity (UACI) to describe this
variation. NPCR defined by formula (35) is to obtain
the difference between two images by evaluating the
number of pixel difference. UACI defined by formula
(37) is to obtain the difference between two images by
evaluating the change of visual effect.

NPCR =

∑

i, j
D(i, j)

W × H
× 100% (35)

D(i, j) is the difference value of the corresponding
pixel of the two images. It is defined as:

D(i, j) =
{
1 C1(i, j) �= C2(i, j)
0 C1(i, j) = C2(i, j)

(36)
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Fig. 18 Pixels distribution of peppers image and the correspond-
ing cipher image: a the distribution of original R channel, b the
distribution of original G channel, c the distribution of original B

channel, d the distribution of encrypted R channel and e the dis-
tribution of encrypted G channel, f the distribution of encrypted
B channel

Table 8 Entropy test

Expected PSNR Lena 1024 × 1024 Pepper 512 × 512 Baboon 512 × 512 Barbara 720 × 576

Original image 7.03 6.27 7.05 7.58

45 7.997 7.999 7.998 7.998

40 7.997 7.998 7.998 7.997

35 7.980 7.994 7.998 7.998

30 7.982 7.992 7.998 7.998

25 7.975 7.990 7.996 7.995

Table 9 Entropy
comparison

Expected PSNR (Lena image) Our scheme Ref. [16] Ref. [17]

45 7.997 6.2731 6.3955

40 7.997 6.1323 6.1757

35 7.980 6.5397 6.5670

30 7.982 6.7740 6.6621

25 7.975 5.9724 6.0465
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Table 10 Avalanche effect test

Expected PSNR Lena 1024 × 1024 Pepper 512 × 512 Baboon 512 × 512 Barbara 720 × 576

45 – 0.4994 – –

40 0.5001 0.5008 – –

35 – – – 0.4999

30 0.4997 0.4993 – 0.4994

25 – 0.4947 – –

Table 11 NPCR and UACI value

Image Lena 1024 × 1024 Pepper 512 × 512 Baboon 512 × 512 Barbara 720 × 576

NPCR 0.9960 0.9933 0.9940 0.9958

UACI 0.3351 0.3315 0.3332 0.3346

Table 12 Sensitivity to key

Image Lena 1024 × 1024 Pepper 512 × 512 Baboon 512 × 512 Barbara 720 × 576

[1, 1, 0, 1] and [1+1e−14, 1, 0, 1] NPCR 0.9962 0.9964 0.9943 0.9960

UACI 0.3377 0.3353 0.3330 0.3341

[1, 1, 0, 1] and [1, 1+1e−14, 0, 1] NPCR 0.9960 0.9962 0.9954 –

UACI 0.3349 0.3350 0.3330 –

[1, 1, 0, 1 and [1, 1, 0+1e−14, 1] NPCR – 0.9961 0.9961 –

UACI – 0.3346 0.3342 –

[1, 1, 0, 1) and [1, 1, 0, 1+1e−14] NPCR – 0.9962 0.9959 0.9960

UACI – 0.3352 0.3323 0.3334

whereC1 andC2are two encrypted images, whose cor-
responding original images have only one-pixel differ-
ence.

UACI = 1

W × H

⎡

⎣
∑

i, j

|C1(i, j) − C2(i, j)|
255

⎤

⎦

×100% (37)

The theoretical values of NPCR and UACI are 99.6
and 33%, respectively.

In our test, one bit change is introduced with the
other values unchanged to get another image. We
encrypt two images when expected PSNR is 40. The
NPAR andUACI of the two cipher image are evaluated,
and the result is shown in Table 11.

From Table 11, NPAR and UACI values are close
to the theoretical values. The algorithm can resist to
differential attack.

(5) Sensitivity analysis of key

A good encryption scheme should be sensitive to
the key. If it is sensitive to the key, a small change of
the key will lead to be very different of the cipher text.
Figures 12b and 14b show that the decrypted image
with a tiny change (10−14) to the right key. We can
find that the tiny modification of 10−14 to the key will
lead to the failure of the decryption. So our scheme is
extremely sensitive to the key.

The sensitivity to the key can also be quantified by
NPCR an UACI defined by Eqs. (35) and (37).

The tiny modification of 10−14 to the key is used in
encryption to get another image.We change four initial
values respectively. So there are four key pairs: [1, 1, 0,
1] and [1+1e−14, 1, 0, 1], [1, 1, 0, 1] and [1, 1+1e−14,
0, 1], [1, 1, 0, 1] and [1, 1, 0+1e−14, 1], [1, 1, 0, 1]
and [1, 1 ,0, 1+1e−14]. Table 12 shows the NPCR and
UACI value with a tiny change in keys when expected
PSNR is 40.
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Table 13 Comparison betweenRef. [37] and our pseudorandom
sequence generator

Item Ref. [37] (n rep-
resents the length
of sequence)

Our pseudorandom
sequence generator

Key space 48n 2186

Approximate entropy 0.6934 0.6937

Kolmogorov entropy 0.6938 0.6940

The symbol ‘–’ represents that the image sizes do
not match when the initial keys have a little change,
which better explains little change on initial keys has
more influence on cipher image.

Table 12 results show our new schemes have a sat-
isfied performance on sensitivity to key.

(6) Cryptanalysis related to hyper-chaos-based
schemes

Recently, many hyper-chaos-based image encryp-
tion schemes are proposed. However, due to the failed
design of the encryption process, such as permuta-
tion or diffusion, many of these algorithms are broken
[27,29,32–36]. This weakness in the design of image
encryption process, not hyper-chaos itself, leads to the
insecurity of the cryptosystems. For the design of image
encryption process in our proposed scheme, the test
results show it has high security.

Reference [37] proposed pseudorandom sequence
generator based on the Chen chaotic system. How-
ever, it is insecure and Ref. [38] analyzed the security
weakness of the proposed generator. The discretiza-
tion process of the proposed generator, not the chaos
system itself, leads to the dependence among output
values of a chaotic system that yielded a smaller key
space. Moreover, Chen chaotic system is not a hyper-
chaotic system. For pseudorandom sequence genera-
tor of our proposed scheme, we discretize the hyper-
chaotic sequence by getting the decimal part of chaotic
sequence and select different bits of sequences to obtain
the key sequence, which avoids the dependence among
output values of a chaotic system. The comparison of
the key space between our pseudorandom sequence
generator and the pseudorandom sequence generator of
Ref. [37] after broken byRef. [38] is shown in Table 13.
From Table 13, the key space of our pseudorandom
sequence generator is larger than that of Ref. [37] after
broken by Ref. [38]. The key space of our pseudo-
random sequence generator is enough to resist brute-

Table 14 Approximate entropy

Map and
system

Logistic map Chen chaotic
system

Our hyper-
chaotic system

Approximate
entropy

0.6604 0.7402 1.3188

force attack on the basis of existing computing power.
In addition, the kolmogorov entropy and approximate
entropy of our pseudorandom sequence generator and
the pseudorandom sequence generator of Ref. [37] are
shown in Table 13. Kolmogorov entropy can be used
to measure the randomness of binary sequence. The
higher the kolmogorov entropy value, the better the
randomness. Approximate entropy measures the prob-
ability of the key sequence to produce the new pattern.
The greater probability means the greater approximate
entropy and more random sequence.

FromTable 13, the kolmogorov entropy and approx-
imate entropyof our pseudorandomsequence generator
are better than these of Ref. [37].

The characteristics of hyper-chaos such as nonlin-
earity and random-like behaviors make hyper-chaotic
systems suited to generate pseudorandomsequences. In
our scheme, hyper-chaos is used to construct pseudo-
random sequence generator. The characteristics of
hyper-chaos such as nonlinearity and random-like
behaviors make hyper-chaotic systems suited to gen-
erate pseudorandom sequences. Compared with the
general chaos system, hyper-chaotic system has more
complex chaotic behaviors, its pseudorandomness and
long-term unpredictability is stronger. The ability to
resist many attacks such as phase-space reconstruction
attack is better. Table 14 shows the approximate entropy
of chaotic sequence about Logistic map, Chen chaotic
system and our hyper-chaotic system.

From Table 14, the approximate entropy of our
hyper-chaotic system is larger than that of Logisticmap
and Chen chaotic system. It shows the superiority of
hyper-chaos.

In the same conditions, the hyper-chaos-based cryp-
tosystem has bigger key space. Therefore, in general,
hyper-chaos can contribute to the improvement of the
security of the key stream produced by the pseudo-
random sequence generators. If hyper-chaos-based key
stream can be used effectively, it can help to improve
the security of image encryption algorithm.
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5 Conclusion

In this paper, the image is compressed by folding the
color image using the nature of the orthogonal pro-
jection matrix and the relationship among image data,
DCT dictionary and DCT. The diffusion and scram-
bling image encryption algorithm based on the hyper-
chaotic system is designed to encrypt the image. In
the process of the folded compression, the image is
encrypted from three aspects: Firstly, a scrambling
method for the position of effective coefficients is pro-
posed to reach the goal of eliminating the correlation
between pixels in one block. Then in order to encrypt
the coefficients, the sparse coefficients are controlled
by the hyper-chaotic system, and finally, a diffusion
method for the folded image is proposed to encrypt
the final data. The proposed algorithm can compress
and encrypt the image based on the requirements of
the quality of reconstructed images, with some flexibil-
ity. The key space is large enough to resist brute-force
attacks. The test results show that the proposed com-
pression and encryption algorithm has high security
and good performance in compression.
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