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Abstract Secure communication has always been
important ever since ancient times. Both encryption
and steganography are effective ways for secure com-
munication. Inspired by the central dogma that regu-
lates the transfer of genetic information in molecular
biology, this paper introduces a coding and substitu-
tion frame for both encryption and steganography. The
frame consists of three parts: the construction of the
pseudo-codon table, the encoding of the original media
and additional data, and the substitution. After the orig-
inal media is encoded, it is substituted codon by codon
according to the encoded additional data and a con-
structed pseudo-codon table. Hyper-chaotic systems
have been used in the construction of the pseudo-codon
table, the encoding of original media and additional
data, and the substitution, all of which have offered
more randomness and larger key space to the frame. To
demonstrate the validity and efficiency of the frame,
this paper offers the implementation of the frame in
image encryption and in image steganography. The
frame offers more security to steganography algorithms
and better efficiency to encryption algorithms. Exper-
iments and analysis demonstrate the excellent perfor-
mances of the steganography and encryption schemes
under the proposed frame.
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1 Introduction

In the modern times, more and more information are
transmitting on the Internet. However, due to its origi-
nal design in transfer protocols, the Internet is insecure
for information transmission. Therefore, secure infor-
mation transmission on the Internet is quite important.
Transmitting secure information on insecure channels
has always been the key task in information transmis-
sion since ancient times. Two ways can achieve such a
goal—steganography and encryption.

Steganography is a process that links two sets—
the cover media and the additional information. It
merges these two sets and expresses features of the
cover media but conceals features of the additional
information at the same time. In that way, it con-
ceals the existence of the secure additional informa-
tion. Many image steganography schemes have been
proposed since the end of last century. The Least Sig-
nificant Bit (LSB) based [1] steganography schemes
are simple and efficient. Additional information is hid-
den into images by substituting the least significant bits
of pixels. Steganography schemes based on compres-
sion [2] make use of the redundancy of cover media.
The character of cover media limits the capacity and
quality of steganography. Difference expansion-based
steganography schemes [3,4] hide additional informa-
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tion by extending the difference between neighbor pix-
els. The distortion to the image increases quickly along
with the increase in additional information. Steganog-
raphy schemes based on histogram modification [5]
cause less distortion to the cover image. The peak points
of the histogram limit the payload. Recently, chaotic
maps have also been used in the steganography [6].
Encryption is a traditional way. With some com-
plicated computing methods, it destroys the format of
original media, relieves the relations between those
basic units that compose the original media, and
rearranges those basic units into another form, which
is unrecognizable in some degree. Most encryption
schemes in the fields of communication follow two
basic steps—confusion and diffusion which is pro-
posed by Shannon [7]. According to the basic unit
involved, image encryption schemes can be classi-
fied into two categories. The traditional image encryp-
tion schemes are operated on the pixel level [8-13],
while some newly proposed schemes are operated
on the bit level [14-18]. With different permutation
methods, such as Arnold cat map [19], constructed
shuffling matrix [10,11,14], and chaotic permutations
[9,11,12,15,16,20], encryption schemes based on per-
mutation can achieve nice visual results. Permutation
on the pixel level does not change the statistical fea-
tures, such as histogram, of the original images. How-
ever, if conducted on the bit level, permutation will be
more efficient. Experimental results have verified that
even if only permutation is imposed on the bit level,
encryption can achieve excellent results. The intrin-
sic features in the bit-level distribution of images were
explored in Ref. [18]. It also proposed a bit-level per-
mutation scheme to realize the encryption. Permuta-
tion schemes on bit level [14—17] are simple and effi-
cient. However, some statistical features may reveal
the permutation rule if the permutation is not compli-
cated enough. For example, the histogram after encryp-
tion in Ref. [14] has obvious rhythm. Recently, many
encryption schemes based on chaotic systems have
been proposed. Encryption schemes based on chaotic
systems can achieve better performances in the correla-
tion coefficients, information entropy, and histogram,
etc. Chaotic systems are utilized for the generation
of permutation/shuffling matrix [14] in the confusion
process, or for the generation of bit streams for the
exclusive OR (XOR) operation [8,11,13,15,20,21] in
the diffusion process. It can also be used in other ways.
For example, in Ref. [13] the chaotic system is used
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for the generation of delay time. Recently, some novel
encryption schemes based on fractional-order chaotic
system have been proposed [22], which has achieved
nice results.

Different from the above-mentioned steganogra-
phy and encryption schemes, this paper brings out a
novel frame to implement steganography and encryp-
tion for secure communication. It is a simple coding
and substitution frame. However, it can also achieve
excellent results in both encryption and steganogra-
phy. Besides, encryption schemes based on the pro-
posed frame are more efficient. Moreover, steganog-
raphy schemes based on the proposed frame offer
more security. There are three coding part for the final
substitution, as described in the basic flow chart in
Fig. 1. The first part is the construction of pseudo-
genetic codon table. The pseudo-genetic codon table
is a random coding-grouping table, which is similar to
the genetic codon table (Table 2). The second part is
the processing of the original media. According to a
DNA coding method, original media is encoded into
codon sequence. Then, with the randomly constructed
pseudo-codon table and the encoded original media,
we construct an arbitrary N-nary system for coding the
additional information. The last part is the processing
of additional information. The additional information
is encoded into arbitrary N-nary form according to the
constructed arbitrary N-nary system. Finally, the sub-
stitution part substitutes the encoded codons of the orig-
inal media with codons in the same group according to
the pseudo-codon table. A random number generator
based on the hyper-chaotic system is designed to offer
the hyper-chaotic randomness to the frame. It is used in
the construction of pseudo-codon table, the encoding,
and deciding of codons in the substitution.

The rest of the paper is organized as follows: Sect. 2
details the proposed frame and discusses the possibil-
ity of the implementation in encryption and steganog-
raphy. The implementation of the proposed frame is
offered in Sect.3. Based on the implementation in
Sect. 3, simulation and analysis are presented in Sect. 4.
Section 5 draws the conclusion.

2 Details of the frame

The coding and substitution frame includes coding of
the original media and additional information, pseudo-
genetic codon table construction, arbitrary N-nary sys-
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Fig. 1 Flow chart of the proposed frame

tem construction, and substitution. They are introduced
in detail in the followings.

2.1 DNA coding

DNA computing was firstly proposed by Adleman [23]
in 1994 for solving the Hamiltonian path problem. In
the following years, some NP-complete problems were
solved with DNA computing [24-26], which demon-
strated its superiority. Due to the nice features in paral-
lel computing, massive storage, and the low energy con-
sumption, many scholars in molecular biology, infor-
mation science, and mathematics have studied DNA
computing extensively. DNA coding is the basis of
DNA computing. There are four kinds of nucleosides
in the DNA double helix (A, C, G, T) or the RNA dou-
ble helix (A, C, G, U). Two binary bits can present
such four states. Here are eight mapping schemes pre-
sented in Table 1. Every three nucleosides constitute
one genetic codon. With this map, any digital media
can be encoded into pseudo-codon sequence.

2.2 Construction of pseudo-genetic codon table

The generational transfer of the genetic information
follows the central dogma [27] in biology. In the
process of formulating the protein, DNA sequences are
firstly translated into mRNA sequences. Then every
three nucleosides make up one codon. Finally, dif-

Table 1 Different mapping ways according to DNA

Codes 1 2 3 4 5 6 7 8
00 A A C C G G T T
01 C G A T A T C G
10 G C T A T A G C
11 T T G G C C A A

ferent amino acids are selected according the codon
sequences and the genetic codon table (Table 2). There
are 64 codons, but only 20 amino acids in the liv-
ing organism. Therefore, there must be several codons
mapped to the same amino acids. In fact, there are one,
two, four, or six codons mapped to one amino acid, as
in Table 2. It means that substitution of these codons
with other codons in the same group will not change
the corresponding protein and tissue. Such substitu-
tions will not affect the biological characters of living
organism.

Inspired by such a table, we can construct other
grouping table similar to this standard genetic codon
table. For example, a grouping table which maps 64
‘codons’ to 20 ‘amino acids’ is generated like Table 3,
denoted as pseudo-genetic codon table. This pseudo-
codon table can be of various styles using the random-
izing technique. The hyper-chaotic systems described
in the next subsection will be used to acquire the ran-
domness. Suppose there is a string of Q binary bits.
Then there are S(S = 29) kinds of codes (or codons)
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Table 2 Standard genetic codon table

1st base 2nd base 3rd base
U C A G
U [8]018) (Phe/F) UCU (Ser/S) UAU (Tyr/Y) UuGU (Cys/C) U
uucC ucc UAC UGC C
UUA (Leu/L) UCA UAA Stop UGA Stop A
uuG UCG UAG UGG (Trp/W) G
C CUU CCU (Pro/P) CAU (His/H) CGU (Arg/R) U
CcucC CcccC CAC CGC C
CUA CCA CAA (GIn/Q) CGA A
CUG CCG CAG CGG G
A AUU (Tle/T) ACU (Thr/T) AAU (Asn/N) AGU (Ser/S) U
AUC ACC AAC AGC C
AUA ACA AAA (Lys/K) AGA (Arg/R) A
AUG (Met/M) ACG AAG AGG G
G GUU (Val/v) GCU (Ala/A) GAU (Asp/D) GGU (Gly/G) U
GuUC GCC GAC GGC C
GUA GCA GAA (GIu/E) GGA A
GUG GCG GAG GGG G
gj:ulgicocd%r;sggzed 1st base 2nd base 3rd base
0 1 2 3
0 000 A 010 020 C 030 D 0
001 011 021 031 1
002 012 022 032 2
003 013 023 033 3
1 100 H 110 120 F 130 0
101 111 121 131 E 1
102 112 122 132 2
103 113 123 133 3
2 200 210 220 230 L 0
201 211 221 231 1
202 J 212 222 K 232 M 2
203 213 223 233 3
3 300 N 310 320 (¢} 330 P 0
301 311 321 331 1
302 Q 312 322 S 332 T 2
303 313 323 333 3

in the codon set C. They are cataloged into N groups,
where N < S. We can construct the pseudo-codon table
with the following steps. Generate a random string Y
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containing N integer numbers in a range of [f1, 2],
where 0 < t; < £, < S. Obviously, the sum of all the
numbers in the string Y is S, that is S = ZlNzl Y (@Q).
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Then, select Y (i), 1 <i < N codes from set C as the
ith group successively. Finally, rearrange these groups
in the genetic codon table form.

We construct Table 3, when Q = 6, S = 20 — 64,
) =2, = 6,and N = 20, every 2 binary bits are
mapped to the four nucleosides—A, C, G, T. In Table
3, the different quanternary elements in set C are:

{000, 001, 002, 003, 100, 101,102,103,200, 201,
202, 203, 300, 301, 302, 303,010, 011,012,
013,110, 111, 112,113, 210, 211, 212, 213,
310, 311, 312, 313,020, 021,022,023, 120,

121, 122, 123, 220, 221, 222, 223, 320, 321,
322,323,030, 031,032,033, 130, 131, 132, 133,
230, 231, 232, 233, 330, 331, 332, 333};

They are cataloged into N = 20 groups of {A,B,C,D,E,
EG,H,LLJ,K.L.M,N,O,P,Q,R,S,T}. The random string is
Y =1[4,4,4,53,6,5,6,5,2,222227272.727272].

Table 3 is quite similar to Table 2. They both map a
setof 64 codons into 20 groups. With randomizing tech-
nique, we can construct various tables different from
these two tables. When Q and N change, Q = 5,
N = 18, for example, the constructed pseudo-codon
table varies greatly.

2.3 Construction of arbitrary N-nary system

When the digital media is encoded into the pseudo-
codon sequence, an arbitrary N-nary system can be gen-
erated according to the pseudo-genetic codon table, as
described in Fig. 2. Suppose the arbitrary N-nary sys-
tem has the bases P = {P;,i = 1,2, ..m}. Then, the
numerical codes of different bases are integer numbers
inarange [0 ~ P; —1].InFig.2, P = {4,3,3,5, 3, 6}
and their numerical codes are 0 ~ 3,0 ~ 2,0 ~ 2,
0~4,0~ 2,0~ 5, respectively. The weight of every
baseare 1,6 x1,2x6x1,5x2x6x1,2x5x2x6x%x1,
2 x 2 x5x2x6x 1respectively if the rightmost bits
is selected as the lowest bit. The base P is arbitrary,
it is determined by the pseudo-codon table and current
encoded codon. And it is the number of codons that
are in the same group with current encoded codon in
the pseudo-codon table. Different selected groups are
shown as A, J, J, D, R, H in Fig. 2, and the current
encoded codons are 000,203,202,130,312,103 respec-
tively.

Allinformation can be presented in binary sequences
through sampling and coding from the perspective of
computer science. Thus, suppose the additional infor-
mation is a binary stream, it can be presented in deci-
mal, octal, or hexadecimal form. Of course, it can also
be presented into “N-nary” form, where N is arbitrary.
A binary stream B can be presented in the arbitrary N-
nary form by the following two steps. Transform B into
decimal form D and then calculate the “N-nary” form
M with equation M (i) = mod (B/I'I;;l1 P, P),i >
1, where P; is the arbitrary base. As mentioned above,
the base is the number of codons that are in the same
group with current encoded codon in the pseudo-codon
table.

2.4 Substitution process

After the original media and additional data are
encoded, we can conduct the substitution process. With
the encoded pseudo-codon sequence C, we can con-
struct an arbitrary N-nary system, like in Fig. 2, accord-
ing to the pseudo-codon table (Table 3). With the addi-
tional information M in arbitrary N-nary form, substi-
tute the corresponding pseudo-codon by the M (j)th
codon in the same group. Finally, rearrange the sub-
stituted pseudo-codon sequence into the new codon
sequence and decode them into original form.

Here is an example for better understanding the sub-
stitution process. Assume the encoded codon sequence
C = {000, 203, 202, 130, 312, 103}. In Fig. 2, the
codons pointed by the arrowhead are the substituted
codons. The arbitrary N-nary system, as in Fig. 2, can
present a maximum integer decimal number 7 = 4 x
2x2x5%x2x6 —1=959. The codon sequence after
substitution is C’ = {001, 202, 202, 130, 313, 103}.
‘When in the same column, the encoded additional infor-
mation in the arbitrary N-nary form regulates which
codon is chosen to substitute the current codon. Sup-
pose the additional information in binary form is B =
{100101001}.Itsdecimal formis D = 297. Its arbitrary
N-nary form is M = {1,0,0,4, 1, 3}. The detailed
process by module N is: M(H) = mod(297, 6),
M(R) = mod(297/6,2),M (D) = mod(297/6/2,5),
M(J) = mod(297/6/2/5, 2),M (J) =mod(297/6/2/5/2,
2), M(A) = mod(297/6/2/5/2/2, 4).

The basic process of the frame has been described in
the above. The core of the coding and substitution frame
is the substitution based on the constructed arbitrary

@ Springer



838

S. Zhang, T. Gao

Fig. 2 Substitution process

M(G) A J J D R H
0 000~ ]| 202« | 202°D] 030 312 100
1 001 | 203—/| 203 031 313 | 101
2 002 032 102
3 003 033 103)
4 130") 200
5 201

N-nary system. It is determined by the original media
and the constructed pseudo-codon table. The pseudo-
codon table is constructed with the hyper-chaotic sys-
tems according to different need, which offers large key
space. The original media will be encoded with differ-
ent strategies in different applications. For example,
when in the steganography, the least significant bits of
the pixels in the image will be selected to decrease the
distortion. However, when in the encryption, usually
the most significant bits of the pixels in the image will
be selected to improve the efficiency. Different sub-
stitution strategies will be adopted in encryption and
steganography too. When in the encryption algorithm,
the controlling bits in the arbitrary N-nary form are
generated randomly by the hyper-chaotic system. How-
ever, when in the steganography algorithm, the con-
trolling bits are the hidden information in the arbitrary
N-nary form.

Just as described in Fig. 2, additional information is
presented by the substitution. At the same time, the sub-
stitution causes few changes. Itis pleasing for steganog-
raphy. In the receiving end, the receiver can acquire
the hidden information just by reading the arbitrary N-
nary numbers and translating them back into original
form. Of course, they must firstly get the pseudo-codon
table that is constructed randomly and secretly. How-
ever, if codons in the same group in the pseudo-codon
table vary greatly, substitution of codons may cause
great changes in the original media, which will encrypt
the original media. At that time, random number gen-
erators, such as the chaotic systems described in the
followings Sect. 2.5, can generate the additional infor-
mation to enhance the security.

2.5 Randomness offered by the hyper-chaotic system
As mentioned above, the randomness in the frame is

offered by the hyper-chaotic system. Randomness will
be used in constructing the pseudo-codon table, decid-
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ing the arbitrary bases in the arbitrary N-nary sys-
tem, and deciding the codons in the substitution. The
hyper-chaotic system [28] achieves better performance
because it increased the dimensions of the nonlinear
system compared with traditional chaotic systems:

y1=a(=y1+ ),

y2 =dyr +cy2 — y1y3 — Y4,
y3 = y1y2 — bys,
ya=y1+k

ey

in which a, b, ¢, d and k are constant parameters of the
nonlinear system. The system is hyper-chaotic when
a =36,b =3,¢c =28,d = —16and —0.7 < k
< 0.7. The additional information E can be gener-
ated through steps as follows. Iterate the hyper-chaotic
system for Ny times by Runge-Kutta algorithm to get
four discrete states sequences yx, (k = 1, 2, 3,4). Then
construct the random integer sequences xi, (k = 1, 2,
3, 4) with y:

xi (i) = mod ((abs(yk (7)) — floor(abs(yk(i))))

x 10", D(i)) 2)
where xi (i) is the ith value of sequence xi, abs(x) rep-
resents the absolute value of x, and floor(x) returns the
nearest integer less than or equal to x. Finally, construct
the random sequence E(j) with xx, (k = 1,2,3,4):
E(j) = xx(i), where k = j — (i — 1) x 4. D(i) is
the intensity that regulates every random integer num-
ber in the range of [0, D(i) — 1]. Random sequence in

arbitrary N-nary form can be generated with different
bases D(i),i > 1.

3 Implementation

The proposed frame changes some features while keep-
ing other features of the original media, such as length,
unchanged. It links the original media and the addi-
tional information. It is also a kind of map in some
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degree. Therefore, it can be used in the design of
steganography and the encryption schemes of digi-
tal media in various formats. However, the purposes
of steganography and encryption are quite different
and even opposite sometimes. The main purpose of
steganography is concealing the existence of additional
data and keeping features of original media unchanged
as much as possible. To the contrary, in the case of
encryption, the main purpose is to make the encrypted
media different from original media as much as pos-
sible. Considering such differences, there are many
detailed differences in the encoding and substituting
process between steganography and encryption. The
implementation in steganography and encryption are
detailed in the following subsections respectively.

3.1 Schemes for steganography

Through the substitution, we can hide some additional
information into the original media. As long as the orig-
inal media can be encoded, there is the possibility in
steganography. The implementation of steganography
in the image is presented in the followings.

3.1.1 Steganography in the image

In steganography schemes based on images, images
act as the cover media. They are the corresponding
original media in the coding and substitution frame.
All things needed are to preprocess the cover image to
accommodate the proposed frame. Suppose the two-
dimensional image matrix / with the size M x N act
as the cover media, and the additional information in
the binary form is B.

e Steganography

a. Scan the cover image [/ to get an one-
dimensional sequence S with size (1, M x N),
the scanning strategy can be the simple ‘from
left to right and from top to bottom’ method, or
other ways such as the zigzag way or inverse S
way;

b. Transformeverypixel S(i), (i = 1,2, -+, Mx
N) of decimal integers into binary sequence
S@,1:8);

c. Selectthe lastk, (1 <k < 8) bits S(i, (8 —k) :
8) inevery S(i, 1 : 8), and encode them into the

pseudo-codon sequence C according to coding
method proposed in Sect.2.1;

d. Generate the random string Y with the hyper-
chaotic system, and construct the pseudo-codon
table with the pseudo-codon sequence accord-
ing to the hyper-chaotic random string Y’;

e. Transform the additional information B into
arbitrary N-nary form B’ with method proposed
in Sect.2.3;

f. Substitute pseudo-codon sequence of the cover
image with codons in the same group according
to the arbitrary N-nary additional information
B’, just like in Sect.2.4.

g. Translate the substituted pseudo-codon sequ-
ence back into image form.

Parameters for coding the cover media and the para-
meters of the hyper-chaotic systems for randomly gen-
erating the pseudo-codon table are encoded as the keys
for data extraction.

e Data extraction

a. Transform the received image into codon
sequence with the coding key just as in the
steganography process;

b. Generate the pseudo-codon table as Table 3
with the hyper-chaotic random pseudo-codon
table key;

c. Construct the arbitrary N-nary system table like
Fig. 2 with the pseudo-codon sequence accord-
ing to the pseudo-codon table;

d. Read the N-nary information M by finding the
corresponding position of the current pseudo-
codon;

e. Transform M into a big decimal integer D and
then transform D into binary form B.

The example in Fig. 2 in Sect.2.4 can just act as
the demo for the steganography scheme. The encoded
codon sequenceis C = {000, 203, 202, 130, 312, 103}.
The substituted pseudo-codon sequence is C' =
{001, 202, 202, 130, 313, 103}. There are very few
changes in the codon sequence after steganography.
The constructed pseudo-codon table which is chaotic
random offers better security. However, if the pseudo-
codon table for grouping the encoded codons is com-
pletely randomized, the distortion introduced after
steganography will be awful for a high payload. It is
annoying in steganography, but it is pleasing in the
design of encryption schemes. The implementation of
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encryption with a more randomized pseudo-genetic
codon table is described in the next subsection.

3.2 Schemes for image encryption

As mentioned above, if the pseudo-codon table is com-
pletely randomized, the codon sequence after substi-
tution will vary greatly. Another pseudo-codon table
can be generated through permutation of the codons,
as depicted in Table 4.

The encoding method for original media is the same
as encoding method for cover media in the steganog-
raphy scheme. However, the substitution strategy must
be different. It is inconvenient to encode so much addi-
tional information as the key for encryption and decryp-
tion. Therefore, we generate the additional information
by the chaotic system. The initial values and the para-
meters of the chaotic system can be encoded as the
keys.

With method proposed in Sect.2.5, the additional
information can be determined by several chaotic para-
meters, the encryption and decryption can be explained
as follows.

e Encryption

a. Encode original media into pseudo-codon
sequence, denoted by C, with the method pro-
posed in Sect.2.1;

b. Permute codons and construct the permuted
pseudo-codon table like Table 4;

c. Generate the arbitrary N-nary additional infor-
mation A using the hyper-chaotic system (1)
with method proposed above;

d. Substitute the pseudo-genetic codon with C’(i)
= M(i, j"), where j/ = mod (j + A(i), D(i))
and D(i) is the base of the current bit in the
arbitrary N-nary system;

e. Decode the substituted pseudo-codon sequence
C’ into its original form.

Both the encoding of the original media and the con-
struction of permuted pseudo-codon table contribute to
the encryption keys. There are eight mapping ways in
the encoding of original media as presented in Table 1.
There binary bits, denoted by [opq], 0, p,q € {0, 1}
can be utilized as the encoding key, denoted by key1.
The initial values [y}, y5, y5, y4] and parameters a3 =
36,b3 = 3,c3 = 28,d3 = —16,k3 = 7/, where
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—0.7 < 7/ < 0.7 of the hyper-chaotic system for
the generating additional information are encoded as
another key, denoted by key2. The seed for generating
the random string Y and permutation strategy in the
construction of permuted pseudo-genetic codon table
are encoded as the third key, denoted by key3. In fact,
the hyper-chaotic system can also be utilized in the con-
struction of the random string Y, which will enlarge the
key space greatly. Notice that, permutation in the b) step
is quite necessary for the whole encryption scheme.

e Decryption

a. Encode the encrypted media into pseudo-codon
sequence C’ with key1;

b. Permute codons and generate the random string
Y with key3, then construct the permuted
pseudo-codon table;

c. Generate the arbitrary N-nary system with base
D according to C’ and the permuted pseudo-
codon table;

d. Generate additional information A in the arbi-
trary N-nary form with key2 and the hyper-
chaotic system (1), the bases D (i) of the arbi-
trary N-nary system is incorporated;

e. Substitute the pseudo-codon C’(i) to decrypt
the pseudo-codons with C (i) = M (i, j), where
j = mod (j' — A(D), D(0));

f. Decode the substituted pseudo-codon sequence
C into its original form.

In the image encryption, pixels of the image are
decoded into binary sequence. Then they are encoded
into pseudo-codon sequences. More effectively, some
MSBs (Most Significant Bits) of every pixel can be
selected in the coding process.

Here is a demo for better understanding the encryp-
tion process. Suppose the original media in the binary
form is B = {111110,010101, 110011, 100001,
010110, 011110}. Then, its pseudo-codon sequence is
C = {332,111,303,201,112,132}. The bases of the
arbitrary N-nary system are D(i),i = 1,...,6. The
pseudo-codon sequence after substitution is C' =
{223,012,013,331,203,211}. The additional informa-
tion in arbitrary N-nary generated by the hyper-chaotic
systemis A = {2,1,3,1,1,1}. The whole process encrypt
B into B’. Figure 3 demonstrates the substitution
process. Table 5 offers parameters appeared in the sub-
stitution.



A coding and substitution frame based on hyper-chaotic systems

841

Table 4 Permuted

pseudo-codon table 1st base 2nd base 3rd base
0 1 2 3
0 000 A 010 B 122 C 220 D 0
322 202 021 031 1
131 033 300 311 2
223 113 231 120 3
1 100 H 110 G 303 F 130 0
321 221 121 002 E 1
233 302 212 132 2
020 023 123 211 3
2 200 210 013 230 L 0
330 032 I 313 022 1
111 J 101 222 K 232 M 2
012 030 003 312 3
3 011 N 310 320 o 201 P 0
301 133 213 331 1
112 Q 332 R 102 S 001 T 2
203 103 323 333 3
f;%; ;’pﬁsolrllb“"“t"’“ for M AG=6) | 7G6=5) | FGa=2 | 0G=3 | QG=2) | EG=D
j=0 000 111 303 201 112 002
J Y | )
=1 322 012 121 \ 331¢ 203« 132~
=2 131 ) a2/ 2114
=3 223" 123%
j=5 313
Table 5 Different sequences in the encryption
B 111110 010101 110011 100001 010110 011110
c 332 111 303 201 112 132
c’ 223 012 013 331 203 211
B’ 101011 000110 000111 111101 100011 100101
D 4 2 6 2 2 3
A 2 1 3 1 1 1

4 Experiments and analysis

We have tested different digital media in the exper-
iments period. Images with size 512 x 512 from
USC-SIPI image database and miscellaneous gray-
level images are selected for the demonstration both

in the steganography and in the encryption. All experi-
ments are performed on the MATLAB 2012a platform
running on a personal computer with CPU of AMD
Phenom (tm) II X4 810 Processor 2.6 GHz, memory
of 4 GB, and operating system of Windows 7 x 64
Ultimate Edition.

@ Springer



842

S. Zhang, T. Gao

Fig. 4 Image ‘Baboon’ and
texture image after
embedding. a 6L.SB
embedding with PSNR =
43.4713, b 2LSB
embedding with PSNR =
50.6073, ¢ 6LSB embedding
with PSNR = 44.1440,

d 2LSB embedding with
PSNR = 50.1622

Table 6 Results of 2LLSBs

embedding according to Image Airplane Baboon Boat Lena Peppers Tiffany
Table 3 ER(bpp) 0.5883 0.5898 0.5889 0.5898 0.5913 0.5882
PSNR(dB)  49.8712 50.6073 502333 494485 499727  49.5426

4.1 Steganography schemes
4.1.1 Experiments and comparisons

Random binary bits act as the additional information
in the experiments. Images ‘Baboon’ and a texture
image after steganography are presented in Fig. 4. The
last two LSBs and the last six LSBs are selected to
be encoded into pseudo-codon sequence for steganog-
raphy, respectively. The embedding rates of the sub-
image (a) and (b) are 1.7278 bpp (bit per pixel) and
0.5898 bpp, respectively, while the embedding rate of

@ Springer

sub-image (c) and (d) are 1.7556 bpp and 0.5930 bpp,
respectively.

The payload varies as the cover media changes,
because different images are encoded into different
pseudo-codon sequences. The substitution process may
be different very much. Besides, the payload varies
when the randomly generated pseudo-codon table
varies. When the pseudo-codon table is just Table 3, the
embedding rates and corresponding PSNR of different
standard images are demonstrated in Table 6.

Compared with those LSB based steganography
schemes [1,29-31], the proposed scheme offers more
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Table 7 Comparisons of traditional 2LSBs method and 2LSBs steganography by us
Image Airplane Baboon Boat Lena Peppers Tiffany
ER(bpp) 0.3 0.3 0.3 0.3 0.3
PSNR(dB)
Traditional 52.3878 52.4339 52.2734 52.3576 52.4145 52.4184
Ours 52.7312 52.9913 52.7304 52.7862 53.0851 53.1859

security, and a higher payload sometimes. Through the
random generation of pseudo-codon table, the encryp-
tion of secure data is done in accompany with the
embedding process. One can never know the arbitrary
N-nary system without the pseudo-codon table, which
is randomly constructed. The substitution of pseudo-
codons causes random changes to the cover media,
which is hardly detected. Besides, additional infor-
mation is often hidden without changing the original
pseudo-codons, as in Fig. 2. Therefore, the correspond-
ing pixels keep the same in the image. It causes less dis-
tortion compared with traditional LSB methods when
the same amount of data is hidden, as shown in Table 7.
Higher payload and lower distortion has been
achieved compared with those traditional steganogra-
phy schemes such as difference expansion-based meth-
ods [3,4] and histogram-based methods [5,32], whose
embedding rate is less than 1 bpp. Besides, the texture
of the image does not affect the payload of the steganog-
raphy. The DNA steganography schemes based on
complementary rule [33,34] hide data through the sub-
stitution of the nucleosides with their complementary
nucleosides. It needs reference DNA sequences in the
data extraction process. However, scheme proposed by
us achieves blind extraction that is very important in
steganography. Besides, in [34], the look-up table is
needed in the data extraction. It needs large quantity
additional information in the extraction process.

4.1.2 Analysis

If the pseudo-codon table is just like a special codon
table, as depicted in Table 10, the randomness is
eliminated. It achieves a trade-off between the pay-
load (embedding capacity) and the distortion in the
steganography. If the six LSBs of every pixel are
encoded into pseudo-codons, the steganography scheme
according to Table 8 becomes into the basic LSB
steganography. It substitutes the last two bits of every

pixel to present the additional information. Therefore,
traditional LSB steganography is a special case of the
proposed scheme. Obviously, the embedding rate is
0.67 bpn (bit per nucleoside) if codons are grouped
according to Table 8. Moreover, the corresponding
embedding rate of steganography in images comes to
2 bpp.

If the genetic codon table is just the real one, as
depicted in Table 2, the core of proposed scheme can
be utilized in the DNA steganography that similar to
scheme proposed by Tai [35]. The proposed scheme
can be used for any digital cover media as long as it can
be encoded, DNA sequence is of course one of them.
In this scheme, information is embedded into codons
through a substitution of codons that can be mapped
to the same amino acids. Those substituted codons are
utilized for the authentication of plant variety rights.
The steganography scheme in DNA proposed by Tai is
used in marking plants for authentication. Therefore,
it depends on the real genetic codon table, which is
fixed and public. However, scheme proposed in this
paper depends on the pseudo-genetic codon table that
is generated randomly. The grouping strategy is secret
and can be generated one-time pad. It is obvious that
scheme proposed by us not only has all the advantages
of Tai’ scheme but also is much safer.

4.2 Image encryption
4.2.1 Experiments and comparisons

Image ‘Lena’ with size 512 x 512 is encrypted and
decrypted to demonstrate the results. Randomly select
three bits from the four MSBs of every pixel in the
image and encode them for the encryption. They are
encoded and substituted. The original image, image
after encryption, image decrypted with right keys, and
image decrypted with wrong keys are presented in
Fig. 5, respectively. The encrypted image is of ran-

@ Springer



844

S. Zhang, T. Gao

Table 8 Special

pseudo-codon table 1st base 2nd base 3rd base

0 1 2 3

0 000 A 010 B 020 C 030 D 0
001 011 021 031 1
002 012 022 032 2
003 013 023 033 3

1 100 H 110 G 120 F 130 E 0
101 111 121 131 1
102 112 122 132 2
103 113 123 133 3

2 200 1 210 J 220 K 230 L 0
201 211 221 231 1
202 212 222 232 2
203 213 223 233 3

3 300 M 310 N 320 (0] 330 P 0
301 311 321 331 1
302 312 322 332 2
303 313 323 333 3

(b)

(© (d)

Fig. 5 Image ‘Lena’ and its encryption and decryption. a Original image, b image after encryption, ¢ right decryption, d wrong

decryption

dom noise-like distribution. The encryption keys are:
keyl = [101], key2: the initial value of the hyper-
chaotic system [11,2,8, 1], the parameters of the
hyper-chaotic system ap = 36,by = 3,¢cp = 28,dp =
—16,k, = 0.2. In the wrong decryption, the initial
values of the hyper-chaotic system in key?2 are slightly
changed from [11, 2,8, 1] to [11, 2, 8.00000001, 1].
The hyper-chaotic system is very sensitive to the ini-
tial values and parameters, which guarantees the keys
sensitivity in the encryption scheme. Histograms of

@ Springer

original “Lena” image and of the image after encryp-
tion are presented in Fig. 6. The encryption scheme
destroys the statistical features in the histogram.

All these steps imposed on the image in the encryp-
tion have permuted the selected three MSBs of every
pixel sufficiently. It is a bit level encryption scheme
based on the complicated permutation and substitution
in some degree. The hyper-chaotic systems are incorpo-
rated, which is much safer compared with other existing
bit level permutation schemes [14,17,18].
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Fig. 6 Histograms of Image “Lena”. a Histogram of original “Lena”, b histogram after encryption

Due to the hyper-chaotic systems are used in the
encryption, the algorithm offers large key space. There
are three keys key1, key2, key3 in the whole algorithm.
The first one keyl has 8 different selections. Another
two keys key?2 and key3 offer the hyper-chaotic random
rational numbers. The secret key comprises random
fractional numbers with ¢ bits in every hyper-chaotic
system, and the hyper-chaotic system has been used
for two times. Therefore, the key space can be roughly
calculated without considering extra parameters: 8 x
((10’)4)2, where ¢ = 13, 14, 15 is always selected. It
is large enough to resist brute-force attack.

The information entropy defined in theory of infor-
mation measures the uncertainty of a random variable.
When used in the image encryption, it measures the
distribution of pixels in one image. Greater informa-
tion entropy represents higher uniformity. The ideal
value of information entropy is approaching to 8 for an
encrypted gray value image. It is defined as follows:

L
1
H(m) = z P(m;)log, m, 3
i=1

where m; is the gray value of the ith pixel, P (m;) repre-
sents the occurrence probability of m;. There are corre-
lations between adjacent pixels in nature images, which
make the nature images look comfortable. A basic and
important task for image encryption is to destroy such
correlation. The correlation between two adjacent pix-
els is calculated by the following formulas:

1 N

E() = i;xi, )
1 N

D) =+ > (i = E(0))? 5)

i=1

X
cov(x, y) = — Ex—Ex —FE 6
(x, ¥) N; @—E@Q=-E)  (©
cov(x, y)
Fxyy = =7 (N
VD)D)

We randomly select 4096 pairs of adjacent horizon-
tal pixels, adjacent vertical pixels and adjacent diago-
nally pixels to test the correlations of the same image
before encryption and after encryption. Fig. 7 presents
the correlation of image ‘Lena’ from Fig. 5. There are
strong correlations between adjacent pixels in the nat-
ural image ‘Lena’, as depicted in Fig. 7a—c. However,
such correlations disappear in the encrypted ‘Lena’
image, as in Fig. 7d-f.

The information entropy and correlation coefficients
of image ‘Lena’ before and after encryption are demon-
strated in Table 9.

Clearly, the information entropy after encryption is
quite close to the ideal value 8 after encryption. The
correlation coefficients of original image are close to
1, which demonstrate the similarity features of natural
images. However, correlation coefficients after encryp-
tion are very close to zero, which means these similar-
ities between adjacent pixels are destroyed. Compar-
isons of information entropy with other schemes are
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correlation of plain-image of horizontal adjacent pixel-pairs
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Fig. 7 Correlations of two adjacent pixels in the plain-
image and in the cipher-image of ‘Lena’. a Adjacent hori-
zontal pixels (original), b adjacent vertical pixels (original),
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Ta?le ? ,Encryptlop re§ults Lena image Information entropy Correlation coefficients

of “Lena” image with size

512 x 512 Horizontal Vertical Diagonal
Original 7.4450613278190 0.9928 0.9631 0.9729
Encrypted 7.9969682810312 0.0103 —0.0061 0.084

Table 10 Information Schemes 256 x 256 128 x 128

entropy comparisons with

§:x1st1ng schemes of ‘Lena’ Entropy  Plain-image Cipher-image Liu’s [20] Plain-image Cipher-image Liu’s [21]

image

g Entropy  7.5683 7.992 7.9874 7.2099 7.9881 7.9877

Table 11 Comparisons of -, -, R

UACI and NPCR of image Schemes Ours Lin’s [16] Liu’s [20] Pareek’s [36]

‘Lena’ with size 256 x 256 UACI 0.3289 0.3334 0.2814 0.3179
NPCR 0.9960 0.9368 0.9960 N/A

presented in Table 10. Compared with other bit-level
encryption schemes based on DNA [20,21], the pro-
posed scheme achieves better results.

The NPCR (Number of Pixels Change Rate) and
UACI (Unified Average Changing Intensity) are two
parameters to measure the sensitivity of an encryption
scheme. The NPCR means the percentage of different
pixels between two encrypted images, while the UACI
calculates the average difference between the pixels of
two encrypted images:

C(””‘[l, it CLG)#Ca ) ®

DY (M)

NPCR = x 100 %, )
M x N
M N .. ..
1 ICy @, j)—Ca(, )l
ACI = 1
UAC MxN.Z]:Z; o5 x 100 %,
1=1j=
(10)

where C| and C, represent pixels of two encrypted
images with size M x N.

Randomly select one pixel in the image and sub-
stitute it with another random gray value. The aver-
age NPCR and UACI of 50 images are 99.6021 and
33.0994 %, respectively. They are very close to the
ideal value, which means that the encryption is hardly
decrypted by differential attacks. The comparisons of
UACT and NPCR of image ‘Lena’ with other encryption
schemes are presented in Table 11. Due to the one-time

pad design in the encryption and the sensitivity of the
hyper-chaotic system, better performances have been
achieved. The initial values of the hyper-chaotic system
can be generated from the original media according to a
simple hash function. Compared with bit-level encryp-
tion scheme [16], DNA based encryption scheme [20],
and traditional diffusion-substitution scheme [36], it
achieves better UACI and/or NPCR because of the bit-
level chaotic substitution.

4.2.2 Analysis

The proposed encryption scheme is a chaotic bit-level
scheme. It has the advantages of other chaotic and/or
bit-level schemes. Besides, it takes only some MSBs of
every pixel in the image, which means no more than half
of the binary bits are involved in the substitution. More-
over, the basic operation to achieve the encryption is
substitution rather than the traditional time-consuming
computing, such as exclusive OR operation. Therefore,
it is more efficient. The one-time pad feature offered
by the scheme is also necessary for a novel encryption
scheme.

The coding and substitution frame offers some new
features both in the steganography and in the encryp-
tion, which both contribute the secure communication.
It offers more security, high payload with low distortion
to steganography by the random substitution. More-
over, it offers bit level, chaotic, one-time-pad, and time-
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saving features to the encryption. Different from exist-
ing steganography and encryption schemes designed
for special media such as images, audios, videos and so
on, the proposed scheme is based on binary bits cod-
ing. Therefore, other kinds of digital media can also
adopt this frame to achieve steganography and encryp-
tion concerning its own features.

5 Conclusions

Inspired by central dogma in molecular biology, this
paper designed a coding and substitution frame. Based
on the proposed frame, implementations of steganog-
raphy and encryption are presented, both of which
have demonstrates their superiority compared with tra-
ditional secure communication algorithms. The basic
process of the frame is coding and substitution accord-
ing to some rules, which is simple but useful. Besides,
the hyper-chaotic random number generator and the
construction of arbitrary N-nary system proposed in
this paper can also be used in many other areas in sig-
nal processing.
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