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Abstract The synchronization problem for a class of
nonlinearmulti-agent systems only using sampled-data
information is investigated in this paper. The multi-
agent systemhas a leader–follower architecture, and the
desired synchronization state is the leader’s state,which
is available to only a subset of the follower agents.
First, by integrating the graph theory and Lyapunov
design methods together, a sampled-data control law is
designed. Then, the explicit formula for the maximum
allowable sampling period is computed to guarantee
states synchronization for all agents. An example is
given to verify the efficiency of the proposed method.

Keywords Synchronization · Multi-agent systems ·
Sampled-data control · Nonlinear systems

1 Introduction

Recently, the synchronization/consensus theory and
applications for multi-agent systems have been attract-
ing great interest frommany areas [1]. This is due to its
many important applications, such as network synchro-
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nization [2,3], formation control [4,5], attitude align-
ment [6,7], cooperative attack of multiple missiles [8],
flocking [9,10]. The synchronization of multi-agent
systems means that all the agents’ states converge to
a same state. To guarantee that the final synchroniza-
tion state is the reference state, the method of adding
a virtual leader is usually employed. In this case, the
system is called leader-following multi-agent systems.

As for the leader-followingmulti-agent systems, the
leader can be divided into two cases: One is station-
ary leader, and the other one is dynamic leader. In the
case when the leader is stationary, in [11], the consen-
sus problem under switching topologies was studied
for double-integrator systems. To guarantee all the fol-
lower can track a dynamic leader, the consensus con-
trol algorithms were designed for single and double-
integratormulti-agent systems in [12–17], respectively.
For the second-order nonlinear leader-following multi-
agent systems, the corresponding consensus control
algorithms were discussed in [18–20].

Nevertheless, the aforementioned results on consen-
sus results are based on continuous-time state feed-
back. In practice, since more and more sensors and
controllers are being implemented through digital com-
puters, how to design a consensus algorithm only
using sampled-data information becomes imperative.
To this end, in [21], the consensus problemvia sampled-
data control for the multi-agent systems with double-
integrator dynamics was discussed. When the commu-
nication topology is time-varying, the corresponding
sampled-data control-based consensus algorithm was
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proposed in [22].When only the position information is
available at the sampling instants, the consensus algo-
rithm was given in [23]. Under the consideration of
communication delay between agents, the correspond-
ing delayed consensus algorithmvia sampled-data con-
trol was proposed in [24]. In [25], some necessary and
sufficient conditions were derived to guarantee states
consensus via pinning control. When the sampling is
aperiodic, the consensus problem was also proposed in
[26].

Note that the previous listed consensus control
algorithms via sampled-data information are mainly
applicable to first-order or second-order multi-agent
systems. This paper considers a more general case,
i.e., a class of high-order nonlinear multi-agent sys-
tems. Nevertheless, because of the presence of the
unknown nonlinearities, we cannot directly obtain the
exact discrete-timemodel for the nonlinearmulti-agent
systems under sampled-data control. To this end, a
continuous-time consensus controller is first designed
to achieve states consensus. Then the controller is dis-
cretized and implemented digitally where the key issue
is to compute the maximum allowable sampling period
(MASP) that guarantees the closed-loop system’s sta-
bility. Under the proposed sampled-data controller and
some assumptions, it is shown that the consensus for
the considered second-order nonlinearmulti-agent sys-
tems canbe achievedby choosing appropriate gains and
sampling period. The main contribution of this paper
lies in two aspects: (i) A distributed sampled-data con-
troller is constructed step by step to solve the synchro-
nization problem for a class of high-order nonlinear
multi-agent systemswhose nonlinearities are allowable
to be unknown and (ii) the explicit formula for themax-
imum allowable sampling period (MASP) is given.

2 Preliminaries and problem formulation

2.1 Problem formulation

This paper investigates the problem of synchronization
via sampled-data control for a class of high-order non-
linear multi-agent systems described by:

ẋi,1 = xi,2,

...

ẋi,n−1 = xi,n,

ẋi,n = f (t, xi,1, . . . , xi,n)+ui , i ∈ Γ ={1, 2, . . . , n},
(1)

where (xi,1, . . . , xi,n) ∈ Rn is the i-th agent’s state, ui

is the control input to be designed, f (·) is a unknown
nonlinear continuous function. Considering in practice,
many agents only send and receive information at sam-
pling instant points, and the controller is usually dig-
itally implemented, e.g., the most popular zero-order
hold device

u(t) = u(tk), ∀t ∈ [tk, tk+1),

tk+1 = tk + T, k ∈ N = {0, 1, 2, . . .},
where the time instants tk, tk+1 are the sampling points,
and T is the sampling period. Motivated by this rea-
son, the objective of this paper is to design a distrib-
uted sampled-data controller u(tk) which is only based
on the itself and neighbors’ sampled-data information
such that the states of all agents reach synchronization.
And the final synchronization state is a referenced state,
which is represented by a virtual leader described by

ẋd
1 = xd

2 ,

...

ẋd
n−1 = xd

n ,

ẋd
n = f (t, xd

1 , . . . , xd
n ) (2)

From a mathematical viewpoint, the synchroniza-
tion means that for all i ∈ Γ,

lim
t→∞

∥
∥
∥(xi,1(t), . . . , xi,n(t)) − (xd

1 (t), . . . , xd
n (t))

∥
∥
∥=0,

where ‖ · ‖ denotes the Euclidean norm, i.e., ‖x‖ =√
xT x for a vector x .

2.2 Graph theory

For the considered multi-agent systems, i.e., leader–
follower multi-agent systems (1)–(2), assume that each
agent is a node and the information exchange of n
follower agents is denoted by an undirected graph
G = {V, E, A}. V = {vi , i = 1, . . . , n} is the set
of vertices, E ⊆ V × V is the set of edges, and
A = [ai j ] ∈ Rn×n is the weighted adjacency matrix of
the graph G. The node indexes belong to a finite index
set Γ = {1, . . . , n}. If there is an edge between agent i
and j , i.e., (vi , v j ) ∈ E , then ai j = a ji > 0. If there is
not any edge between agent i and j , thenai j = a ji = 0.
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Moreover, we assume that aii = 0 for all i ∈ Γ . The
set of neighbors of node vi is denoted by Ni = { j :
(vi , v j ) ∈ E}. The out-degree of node vi is defined as
degout(vi ) = di = ∑n

j=1 ai j = ∑

j∈Ni
ai j . Then the

degree matrix of digraph G is D = diag{d1, . . . , dn},
and the Laplacian matrix of digraph G is L = D − A.
A path in the graph G from vi to v j is a sequence of dis-
tinct vertices starting with vi and ending with v j such
that consecutive vertices are adjacent. The graph G is
connected if there is a path between any two vertices.

Assume that the leader (labeled by 0) is represented
by the vertex v0. If the i-th follower is connected to the
leader, i.e., this follower can directly obtain the infor-
mation of the leader, then bi > 0, otherwise, bi = 0.
Define the matrix B = diag{b1, . . . , bn}.

2.3 Some assumptions

Firstly, as that in [18,19], it is assumed that the
unknown nonlinear function f (·) satisfies the Lipschitz
condition.

Assumption 1 There is a known positive constant ρ

such that

| f (t, y1, . . . , yn) − f (t, z1, . . . , zn)|
≤ ρ (|y1 − z1| + · · · + |yn − zn|) ,

∀y1, . . . , yn, z1, . . . , zn ∈ R, ∀t ≥ 0. (3)

Secondly, as that in [14,17], an assumption on com-
munication topology is presented.

Assumption 2 For the leader–follower multi-agent
systems (1) and (2), the graph G for the followers is
connected and there is at least one follower connected
to the leader, i.e., B �= 0.

2.4 Useful lemma

Lemma 1 ([12]). For the leader–follower multi-agent
systems (1) and (2), if Assumption 2 holds, then L+B >

0, i.e., the matrix L + B is positive definite.

3 Main results

In this section, it is shown that the synchronization
problem of high-order nonlinear multi-agent systems

(1)–(2) only using sampled-data information is solv-
able under Assumptions 1–2. To achieve this control
objective, at the first step, a consensus controller based
on continuous-time state feedback is proposed. Then,
by discretizing the continuous-time controller, it is
shown that there is a maximum allowable sampling
period (MASP) T ∗ > 0 (supk∈N {tk+1 − tk} ≤ T ∗)
such that the sampled-data control system is globally
asymptotically stable.

Theorem 1 For the high-order nonlinear multi-agent
systems (1)–(2), if Assumptions 1–2 are satisfied and
ui is designed as

ui (t) =
− k1

[ ∑

j∈Ni

ai j (xi,1(tk) − x j,1(tk)) + bi (xi,1(tk)

− xd
1 (tk))

]

− k2
[ ∑

j∈Ni

ai j (xi,2(tk) − x j,2(tk)) + bi (xi,2(tk)

− xd
2 (tk))

]

− · · ·
− kn

[ ∑

j∈Ni

ai j (xi,n(tk) − x j,n(tk)) + bi (xi,n(tk)

− xd
n (tk))

]

, ∀t ∈ [tk, tk+1), i ∈ Γ, (4)

then the states synchronization can be achieved pro-
vided that the control gains and the sampling period T
satisfy

kn = cn, kn−1 = cncn−1, . . . , k1 = cn . . . c1,

cn = βn−1(·) + γ1 + 1
2

λmin(L + B)
,

√
2ncnλmax(L + B)γ3T < 1, (5)

where λmax(L + B), λmin(L + B) are the maximum and
minimum eigenvalues of matrix L + B,

c1 =n,

c2 =β1(c1) + n − 1, β1(c1) = (1 + c41)

2
+ c1,

ci = [

βi−1(c1, . . . , ci−1) + n − i + 1
]

,

i = 3, . . . , n − 1, (6)

with
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βi (c1, . . . , ci ) = (c2i (ci − ci−1)
2)

2
+ ci

+
i−1
∑

l=1

(c2i . . . c2l )(cl − cl−1)
2

4
,

i = 1, . . . , n − 1,

γ1 = ρ2[(1 + c1)2 + · · · + (1 + cn−1)
2]

2
+ ρ,

γ2 = [ρ + (cn−1 . . . c1)](c1 + · · · + cn−1)

+ ρ + (cn−1 . . . c1),

γ3 = γ2

√
2n + √

2cn‖L + B‖. (7)

Proof Denote the tracking error between the followers
and the leader as:

x̄i,1 = xi,1 − xd
1 , . . . , x̄i,n = xi,n − xd

n , i ∈ Γ. (8)

It follows from (1) and (2) that the tracking error
dynamic equation is:

˙̄xi,1 = x̄i,2,

...

˙̄xi,n−1 = x̄i,n,

˙̄xi,n = ui + f (t, xi,1, . . . , xi,n)

− f (t, xd
1 , . . . , xd

n ), i ∈ Γ. (9)

Next, by integrating the graph theory and Lyapunov
design method together, a sampled-data controller is
first designed.

A: Design of a sampled-data controller
An inductive argument is employed.
Step 1 For the Lyapunov function

V1 = 1

2

n
∑

i=1

x2i,1, (10)

the derivative of V1 along system (9) is

V̇1 =
n

∑

i=1

xi,1x∗
i,2 +

n
∑

i=1

xi,1
(

xi,2 − x∗
i,2

)

, (11)

where x∗
i,2 is a virtual control law. Design a virtual

controller x∗
i,2 as

x∗
i,2 = −c1ξi,1 with c1 = n, ξi,1 = xi,1, (12)

which results in

V̇1 = −n
n

∑

i=1

ξ2i,1 +
n

∑

i=1

ξi,1
(

xi,2 − x∗
i,2

)

. (13)

Inductive StepAssume that at step j −1, under the
virtual controller

x∗
i, j = −c j−1ξi, j−1, (14)

we have the following inequality

V̇ j−1 ≤ −[n − ( j − 2)]
n

∑

i=1

(

ξ2i,1 + . . . + ξ2i, j−1

)

+
n

∑

i=1

ξi, j−1

(

xi, j − x∗
i, j

)

, (15)

where

ξi,1 = xi,1,

ξi,l = xi,l − x∗
i,l ,

x∗
i,l = −cl−1ξi,l−1, l = 2, . . . , j − 1, (16)

and

Vj−1 = 1

2

n
∑

i=1

(

ξ2i,1 + · · · + ξ2i, j−1

)

. (17)

Next, it is shown that (15) also holds at step j . To
this end, define

Vj = Vj−1 + 1

2

n
∑

i=1

(

xi, j − x∗
i, j

)2

= Vj−1 + 1

2

n
∑

i=1

ξ2i, j , (18)

where ξi, j = xi, j − x∗
i, j .

The derivative of Vj along system (9) is

V̇ j ≤ −[n − ( j − 2)]
n

∑

i=1

(

ξ2i,1 + · · · + ξ2i, j−1

)

+
n

∑

i=1

(

ξi, j−1ξi, j + ξi, j x i, j+1 − ξi, j ẋ
∗
i, j

)

≤ −[n − ( j − 2)]
n

∑

i=1

(

ξ2i,1 + · · · + ξ2i, j−1

)
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+1

2

n
∑

i=1

(

ξ2i, j−1 + ξ2i, j

)

+
n

∑

i=1

ξi, j x i, j+1

+
n

∑

i=1

|ξi, j ẋ
∗
i, j |. (19)

According to the definition of x∗
i, j , it can be obtained

that

ẋ
∗
i, j = −c j−1xi, j − c j−1c j−2xi, j−1 − . . .

− (c j−1c j−2 . . . c1)xi,2

= −c j−1(ξi, j − c j−1ξi, j−1)

− c j−1c j−2(ξi, j−1 − c j−2ξi, j−2) − . . .

− (c j−1c j−2 . . . c1)(ξi,2 − c1ξi,1)

= −c j−1ξi, j + c j−1(c j−1 − c j−2)ξi, j−1

+ c j−1c j−2(c j−2 − c j−3)ξi, j−2 + · · ·
+ (c j−1c j−2 · · · c2)(c2 − c1)ξi,2

+ (c j−1c j−2 · · · c1)c1ξi,1.

Based on this relation, completing the square for each
individual cross-term leads to

|ξi, j ẋ
∗
i, j | ≤ c j−1ξ

2
i, j + 1

2
ξ2i, j−1 + c2j−1(c j−1 − c j−2)

2

2
ξ2i, j

+ ξ2i, j−2 + c2j−1c2j−2(c j−2 − c j−3)
2

4
ξ2i, j

+ · · · + ξ2i,2 + (c2j−1c2j−2 · · · c22)(c2 − c1)2

4
ξ2i, j

+ ξ2i,1 + (c2j−1c2j−2 . . . c21)c
2
1

4
ξ2i, j

= ξ2i,1 + · · · + ξ2i, j−2 + 1

2
ξ2i, j−1 + c j−1ξ

2
i, j

+
(

c2j−1(c j−1 − c j−2)
2

2

+
j−2
∑

l=1

(c2j−1 . . . c2l )(cl − cl−1)
2

4

⎞

⎠ ξ2i, j

= ξ2i,1 + · · · + ξ2i, j−2 + 1

2
ξ2i, j−1 + β j−1(·)ξ2i, j ,

(20)

where β j−1 is a function defined in (7). Based on (20),
it follows from (19) that

V̇ j ≤ −[n − ( j − 1)]
n

∑

i=1

(

ξ2i,1 + · · · + ξ2i, j−1

)

+
n

∑

i=1

[

β j−1(·)ξ2i, j + ξi, j x i, j+1

]

. (21)

Since c j = [β j−1(·) + n − j + 1] as chosen in (6), the
virtual controller

x∗
i, j+1 = −c jξi, j , (22)

yields

V̇ j ≤ −[n − ( j − 1)]
n

∑

i=1

(

ξ2i,1 + · · · + ξ2i, j

)

+
n

∑

i=1

ξi, j

(

xi, j+1 − x∗
i, j+1

)

. (23)

This completes the inductive proof. 
�
Following the inductive procedure between (14)–

(23), the following inequality is obtained for the step
n

V̇n ≤ −
n

∑

i=1

(

ξ2i,1 + · · · + ξ2i,n−1

)

+
n

∑

i=1

[

βn−1(·)ξ2i,n + ξi,n f̄i + ξi,nui

]

, (24)

where

ξi,1 = xi,1, ξi, j = xi, j − x∗
i, j ,

x∗
i, j = −c j−1ξ j−1, j = 2, . . . , n,

Vn = 1

2

n
∑

i=1

(

ξ2i,1 + · · · + ξ2i,n

)

, (25)

and

f̄i = f
(

t, xi,1, . . . , xi,n
) − f

(

t, xd
1 , . . . , xd

n

)

. (26)

Under Assumption 1, it can be obtained that
n

∑

i=1

ξi,n f̄i ≤
n

∑

i=1

|ξi,n | · ρ
(|x̄i,1| + |x̄i,2| + · · · + |x̄i,n |)

≤
n

∑

i=1

|ξi,n | · ρ
(|ξi,1| + |ξi,2 − c1ξi,1| + · · ·

+ |ξi,n − cn−1ξi,n−1|
)

≤
n

∑

i=1

|ξi,n | · ρ
[

(1 + c1)|ξi,1| + (1 + c2)|ξi,2|

+ · · · + (1 + cn−1)|ξi,n−1| + |ξi,n |
]

≤ 1

2

n
∑

i=1

(

ξ2i,1 + · · · + ξ2i,n−1

)

+
(

ρ2
[

(1 + c1)2 + · · · + (1 + cn−1)
2
]

2
+ ρ

)
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×
n

∑

i=1

ξ2i,n . (27)

As a result, this together with (24) leads to

V̇n ≤ −1

2

n
∑

i=1

(

ξ2i,1 + · · · + ξ2i,n−1

)

+[βn−1(·) + γ1]
n

∑

i=1

ξ2i,n +
n

∑

i=1

ξi,nui

= −1

2

n
∑

i=1

(

ξ2i,1 + · · · + ξ2i,n−1

)

+ [

βn−1(·) + γ1

]

ξ T
n ξn + ξ T

n u. (28)

In the literature, for nonlinear systems, there are
usually two approaches to design a sampled-data con-
troller. One approach is to design a discrete-time con-
troller basedon thediscrete-timemodel of the nonlinear
plant [27]. The other approach,which is called the emu-
lationmethod, is to design a continuous-time controller
at the first step and then discretize it [28]. Considering
there are unknown nonlinear terms in the system (1),
it is almost impossible to get an accurate discrete-time
model of the nonlinear plant. So we employ the second
approach to design a sampled-data controller.

With the relation (28) in mind, a continuous-time
state feedback controller is designed as follows:

u∗
i = − cn

⎡

⎣
∑

j∈Ni

ai j
(

ξi,n − ξ j,n
) + biξi,n

⎤

⎦ , i ∈ Γ.

(29)

Define

ξn = [

ξ1,n, . . . , ξn,n
]T

.

By the definition of L + B, u∗ can be rewritten as

u∗ = [

u∗
1, . . . , u∗

n

]T = −cn(L + B)ξn . (30)

With (30) in mind, it follows from (28) that

V̇n ≤ −1

2

n
∑

i=1

(

ξ2i,1 + · · · + ξ2i,n−1

)

+ [

βn−1(·) + γ1

]

ξ T
n ξn

−cnξ T
n (L + B)ξn + ξ T

n

(

u − u∗) . (31)

By discretizing the continuous-time controller (30), the
sampled-data controller can be obtained as follows:

u(t) = u(tk) = −cn(L + B)ξn(tk), ∀t ∈ [tk, tk+1),

i ∈ Γ, (32)

which is equivalent to (4). Substituting the sampled-
data control law (32) into (31) leads to

V̇n ≤ −1

2

n
∑

i=1

(

ξ2i,1 + · · · + ξ2i,n−1

)

+ [

βn−1(·) + γ1

]

ξ T
n ξn − cnξ T

n (L + B)ξn

− cnξ T
n (L + B) (ξn(tk)−ξn(t)) . (33)

Chose the gain cn such that cn ≥ βn−1(·)+γ1+ 1
2

λmin(L+B)
, then

V̇n ≤ −1

2

n
∑

i=1

(

ξ2i,1 + · · · + ξ2i,n

)

− cnξ T
n (L+B) (ξn(tk)−ξn(t)) , ∀t ∈[tk, tk+1),

(34)

whichmeans that the global states’ synchronization can
be achieved if the sampling period T = 0.The key issue
for emulationmethod is to find themaximumallowable
sampling period. Next, we will show that there exists a
maximum allowable sampling period (MASP) T ∗ > 0
(supk∈N {tk+1 − tk} ≤ T ∗) such that the states’ syn-
chronization is globally reached.

Step 2: Selection of a sampling period
To handle the term of ξn(t) − ξn(tk) in (34), with-

out loss of generality, we estimate the i-th element of
ξn(t) − ξn(tk) as follows:

∣
∣ξi,n(t)−ξi,n(tk)

∣
∣ ≤

∫ t

tk

∣
∣ξ̇i,n(τ )

∣
∣ dτ, t ∈ [tk, tk+1).

(35)

Since

ξi,n(τ ) = xi,n + cn−1xi,n−1 + · · · + (cn−1 · · · c1)xi,1,

(36)

then it follows from (9) that

|ξ̇i,n(τ )| = |cn−1xi,n + · · · + (cn−1 · · · c1)xi,2 + ui + f̄i |
≤ (ρ+cn−1)|xi,n |+(ρ+cn−1cn−2)|xi,n−1|+· · ·

+[ρ + (cn−1 · · · c1)]|xi,2| + ρ|xi,1| + |ui |
= (ρ + cn−1)|ξi,n − cn−1ξi,n−1|

+(ρ + cn−1cn−2)|ξi,n−1 − cn−2ξi,n−2| + · · ·
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+[ρ + (cn−1 · · · c1)]|ξi,2 − c1ξi,1| + ρ|xi,1|
+|ui |

≤ (ρ + cn−1)|ξi,n |
+[(ρ + cn−1 + cn−2)cn−1 + ρ]|ξi,n−1|
+[(ρ + cn−1cn−2 + cn−1cn−3)cn−2 + ρ]|ξi,n−2|
+ · · ·
+[(ρ + (cn−1 · · · c2))c2 + ρ + cn · · · c1]|ξi,2|
+[(ρ + (cn−1 · · · c1))c1 + ρ]|ξi,1|
+|ui |

≤ γ2 (|ξi,1| + · · · + |ξi,n |) + |ui | (37)

where γ2 = [ρ + (cn−1 · · · c1)](c1 +· · ·+ cn−1)+ρ +
(cn−1 . . . c1). By the control law (32), we get

|ui | ≤ ‖u‖ = cn‖L + B‖ · ‖ξ(tk)‖ (38)

which results in

|ξ̇i (τ )| ≤ γ2

√
2n

√

V (τ ) + √
2cn‖L + B‖√V (tk)

≤ γ3

√

Vmax(t) (39)

where Vmax(t) = max∀τ∈[tk ,t] V (τ ), γ3 = γ2

√
2n +√

2cn‖L + B‖. With this in mind, it follows from (35)
that

|ξi (t) − ξi (tk)| ≤ (t − tk)γ3

√

Vmax(t). (40)

Substituting (40) into (34) leads to that for any t ∈
[tk, tk+1), the following inequality holds:

V̇ (t) ≤ −V (t) + (t − tk)
√
2ncn

×‖L + B‖γ3

√

V (t)
√

Vmax(t). (41)

The sampling time T is chosen to satisfy the following
condition:

√
2ncn‖L + B‖γ3T = √

2ncnλmax(L + B)γ3T < 1.
(42)

In the sequel, based on the relation (41) and the sam-
pling period condition (42), it is shown that

max∀τ∈[tk ,tk+1]
V (τ ) = V (tk).

Otherwise, assume that there exists a time instant t ′ ∈
[tk, tk+1] such that V (t ′) > V (tk). Firstly, it follows
from (41) that for V (tk) �= 0, V̇ (tk) < 0. That is to say
that V (t) will decrease in a short time starting from tk .
As a result, there is a time instant t ′′ ∈ [tk, t ′] such that

(i) V (t ′′) = V (tk), (i i) V̇ (t ′′) > 0,

and (i i i)V (t) ≤ V (tk), ∀t ∈ [tk, t ′′]. (43)

With this relations in mind, it follows from (41) that

V̇ (t ′′) ≤ −V (t ′′)
+(t ′′−tk)

√
2ncn‖L+B‖γ3

√

V (t ′′)
√

Vmax(t)

≤ −V (t ′′)
+(t ′′ − tk)

√
2ncn‖L + B‖γ3

√

V (t ′′)
√

V (t ′′)
≤ −[1 − T

√
2ncn‖L + B‖γ3 ]V (t ′′) < 0 (44)

which contradicts to the assumption V̇ (t ′′) > 0. Thus,

max∀τ∈[tk ,tk+1]
V (τ ) = V (tk). (45)

Based on this fact, by (41), we further get

V̇ (t) ≤ −V (t) + (t − tk)
√
2ncn

×‖L + B‖γ3

√

V (t)
√

V (tk). (46)

For the sake of brevity, denote μ(t) =
√

V (t)
V (tk )

, which
results in

μ̇(t) ≤ −μ(t) + T
√
2ncn‖L + B‖γ3 . (47)

By the fact μ(tk) = 1, it follows (47) that

μ(tk+1) ≤ e−T +
(

1 − e−T
)

T
√
2ncn

×‖L + B‖γ3 := 	. (48)

That is to say that

V (tk+1) ≤ 	2V (tk). (49)

On the other hand, using the condition (42) leads to
that the constant 	 < 1. Therefore, V (tk) will con-
verge zero as k tends to infinity. Hence, it can be con-
cluded that the closed-loop system (9) with (4) is glob-
ally asymptotically stable, i.e., xi → xd , vi → vd as
t → ∞. That is to say the consensus for systems (1)-(2)
is achieved. The proof is completed. 
�
Remark 1 Note that for each follower agent, the pro-
posed sampled-data controller (4) only use neighbors’

Fig. 1 The information exchange among agents
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Fig. 2 Response curves of
agents positions
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Fig. 3 Response curves of
agents velocities
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Fig. 4 Response curves of
agents control signals
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and itself’s sampling-data information. And only part
of followers can have access to the leader’s state. That
is to say that the proposed control in this paper is a dis-

tributed control law. The distributed control has many
advantages such as greater efficiency, higher robust-
ness, and fewer communication requirements, etc.
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Remark 2 Ourdesignprocedure of distributed sampled-
data controller for the nonlinear multi-agent systems
(1)–(2) can be divided into three steps:

Step 1 Design a distributed sampled-data controller in
the form of (4).

Step 2 Select the gains ki ’s according to the gains con-
dition (5).

Step 3 Compute the maximum allowable sampling
period T according to (5).

4 Numerical examples and simulations

As that in [19], consider multiple coupled forced pen-
dulums with four follower agents and one leader agent.
Each agent’s dynamic is governed by:

ẋi = vi ,

v̇i = − sin(xi ) − 0.25vi + 1.5 cos(2.5t) + ui ,

i ∈ Γ = {1, 2, . . . , n}, (50)

from which it can be found that the nonlinear term
f (t, xi , vi ) = − sin(xi ) − 0.25vi + 1.5 cos(2.5t) sat-
isfies Assumption 1 with a Lipschitz constant ρ = 1.

The information exchange among agents is shown
in Fig. 1 with a12 = a21 = a13 = a31 = a34 = a43 =
b1 = 1. The initial conditions of the four followers
are selected as follows: x(0) = [0, 1, 3, 1.5]T , v(0) =
[−1, 0, 1, 2]T . And the initial condition for leader is
xd(0) = −1, vd(0) = 2.

According to Theorem 1, we can design a consensus
control algorithm (4) only using sampled-data informa-
tion to achieve global states consensuswith appropriate
gain and sampling period. The control gain is chosen
as k1 = k2 = 10, and the sampling period is chosen as
T = 0.05 s. The response curves are shown in Figs. 2,
3 and 4. Clearly, all the agents’ states can reach con-
sensus.

5 Conclusion

In this paper, we have discussed the states consen-
sus problem for a class of high-order nonlinear multi-
agent systems with unknown nonlinearities. By utiliz-
ing graph theory and feedback domination method, a
distributed sampled-data controller has been proposed.
An explicit formula for the MASP is computed to
guarantee global stability of closed-loop systems under
the proposed sampled-data controller with appropriate
gains.
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