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Abstract In recent years, chaos-based image encryp-
tion algorithms have attracted much attention. Partic-
ularly, with larger data capacity and higher correlation
among pixels, encryption of colour images demands
better statistic and diffusion properties of image algo-
rithms than that of grey images. In this paper, a chaos-
based algorithm aiming at colour image encryption is
proposed. Two 3D chaotic systems are used as key gen-
erators for three colours of colour images’ pixels. 4-
Pixel Feistel structure and functions based on multiple
chaoticmaps are used to improve the statistic and diffu-
sion properties of cipher image. Dependent encryption
progress is used to resist certain cryptanalysis meth-
ods, such as known-/chosen plaintext attack and cho-
sen cipher attack.According to large number of simula-
tion experiments, with good speed performance being
taken into account, our algorithm has better properties
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and higher security level than certain other chaos-based
colour image encryption algorithms.
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4-Pixel Feistel structure · Multiple chaotic systems

1 Introduction

In 1989, the first chaos-based encryption algorithmwas
proposed by the British mathematician Matthews [1],
in which the logistic map was used to construct a key
generator. Since then, cryptographers have proposed
many kinds of chaotic image ciphers [2–8]. Particu-
larly, with larger data capacity and higher correlation
among pixels, encryption of colour images demands
better statistic and diffusion properties of image algo-
rithms than that of grey images. Thus, colour image
encryption is really worth researching.

When designing a scheme, security is a basic prop-
erty which should be considered. In recent years, cryp-
tographers have proposed many new design methods
to improve the security of colour image encryption.

In the earlier stage, a substitution–diffusion-based
colour image cipher using chaotic standard and logistic
mapswasproposedbyPatidar et al. [9].But considering
the interaction of different colours, multi-dimensional
chaos systemswere introduced into the design of colour
image encryption scheme. There are many examples,
such as the algorithm proposed by Wang et al. [10]
which used chaotic system to encrypt the R,G, B com-
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ponents of a colour image at the same time and makes
these three components affect each other, the algorithm
proposed by Kanso et al. [11] in which 3D chaotic
cat map was used to scramble shuffled pixels through
mixing and masking rules, and the 6-dimensional gen-
eralized chaos synchronization system proposed by
Han and Min which was based on 3D-Lorenz map to
enhance the security of image information [12].

Apart from using multi-dimensional systems, the
combinationof different chaotic systems is anotherway
used widely by cryptographers to enhance the scheme
security. Wu et al. [13] proposed a colour image cryp-
tosystem based on synchronization of two different
six-dimensional hyperchaotic systems, which has high
security and can resist noise and crop attacks. Wu et
al. [14] proposed an algorithm to secure three colour
images simultaneously by combining scrambling with
the reality-preserving fractional discrete cosine trans-
form. Sankaran et al. [15] proposed a scheme which
employs one of the three dynamic chaotic systems
(Lorenz or Chen or LU chaotic system selected based
on 16-byte key) to shuffle the position of the image pix-
els (pixel position permutation) and to confuse the rela-
tionship between the cipher image and the plain image
(pixel value diffusion), thereby significantly increasing
the resistance to attacks. Zhang et al. [16] proposed
a new scheme based on coupled logistic map, self-
adaptive permutation and other structures to strength
the security performance.

But relatively, cryptographers focus less on the
speed performance. Little of recent papers on colour
image encryption made the speed analysis. The most
impressing result is that in 2014, Mohamed pro-
posed a new tweakable construction of block-enciphers
using second-order reversible cellular automata, which
focuses on the performance of RGB-coloured image
encryption, which can encrypt a 512*512 image in
0.75s using a Delphi 6 programming environment and
an i7-2600 3.40 GHz platform [17].

At the same time, the analysis of chaotic image
cipher is also much developed. In [18], the encryption
algorithm of Fridirich [19] was cryptanalyzed by a cho-
sen ciphertext attack based on casuality paths. In [20],
a novel image encryption scheme based on improved
hyperchaotic sequenceswas broken by knownplaintext
attack. Considering larger data capacity and higher cor-
relation among pixels of colour images, colour image
encryption algorithms are faced with more danger.
Soon after the proposal of colour image encryption

algorithm PPS09 [9], Rhouma et al. [21] developed
an equivalent description of the PPS09 cryptosystem
which facilitated it in the cryptanalysis of the original
cipher in terms of chosen plaintext and known plaintext
attacks. In [22], a chaos-based colour image encryp-
tion algorithm [10] which was proposed by cascading
two position permutation operations and one substitu-
tion operation was broken by chosen plaintext attack.
Thus, algorithm for colour image encryption with bet-
ter statistic and diffusion properties and higher level of
security is needed.

In this paper, a chaotic encryption algorithm for
colour images is proposed, which uses 4-Pixel Feis-
tel structure, multiple chaotic maps and systems and
dependent encryption process to realize good perfor-
mance. The rest of paper is organized as follows. The
Sect. 2 contains the description of construction and the
process of the proposed algorithm. Simulation results,
performance analysis and cryptanalysis are reported in
Sect. 3. Conclusions are drawn in the last section.

2 Algorithm proposed

In this section, the proposed algorithm will be intro-
duced in three levels. The basic level is the functions
based on multiple chaotic maps which will be used to
construct the round functions. Intermediate level is the
block operation including two rounds of 4-Pixel Feis-
tel structure and its round functions. The top level is
the dependent encryption process. Otherwise, the key
generators will also be presented.

2.1 Functions based on multiple chaotic maps

Functions based on multiple chaotic maps (namely f
and f ′) are designed to realize the diffusion between
2 pixels, to improve the confusion effect of the cipher
and to hide the plaintext for avoiding the plaintext par-
ticipate in calculating directly.

f and f ′ both have four integer numbers between
0 and 255 as inputs, namely a, b.1, b.2 and b.3. And
the output of f is an integer number between 0 and
255. Meanwhile, f and f ′ are same in the structure,
both contains three parts: Parameter generator based
on logistic map LM0, initial condition generator based
on piecewise linear function PL0 and output generator
based onpiecewise linear function PL1.Thedifference
of f and f ′ is the use of different parameters, initial
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Fig. 1 Functions based on
multiple chaotic maps f
and f ′ Initial condition generator based 

on piecewise linear function PL0

Parameter generator based on 
logistic map LM0

Output generator based on 
piecewise linear function PL1

conditions and initialization iteration times to update
LM0 and PL0 before encryption (Fig. 1).

2.1.1 Logistic map LM0

The output xlc of logistic map LM0 is used to generate
parameter pin of piecewise linear function PL1. The
logistic map is described as follows:

x(t + 1) = px(t)(1 − x(t)) (1)

when 3.57 < p ≤ 4 and 0 < x(t) < 1, the map is
chaotic, and x(t) is ergodic on (0, 1).

The initialization of LM0 is determined by two
parts: a fixed parameter 3.57 < p ≤ 4 and parts of keys
of algorithm, including initial condition xlc10 (xlc10
for f and xlc20 for f ′) and initialization iteration times
pre1 (pre1 for f and pre2 for f ′). After initialization,
the output xlc of LM0 updates when f (or f ′) is oper-
ated.

2.1.2 Piecewise linear function PL0

The output xpc of piecewise linear function PL0
is used to generate parameter xin of piecewise lin-
ear function PL1. The piecewise linear function is
described as follows,

x(t + 1) =

⎧
⎪⎪⎨

⎪⎪⎩

x(t)/p, 0 ≤ x(t) < p
(x(t) − p)/(0.5 − p), p ≤ x(t) < 0.5
(1 − x(t) − p)/(0.5 − p), 0.5 ≤ x(t) < 1 − p
(1 − x(t))/p 1 − p ≤ x(t) ≤ 1,

(2)

where x ∈ [0, 1], p ∈ (0, 0.5), the map is chaotic and
x(t) is ergodic on (0, 1).

The initialization of PL0 is determined by twoparts:
a fixed parameter p ∈ (0, 0.5) and parts of keys of
algorithm, including initial condition xpc10 (xpc10 for
f and xpc20 for f ′) and initialization iteration times
pre3 (pre3 for f and pre4 for f ′). After initializa-
tion, the output xpc of piecewise linear function PL0
updates when f (or f ′) is operated.

2.1.3 Piecewise linear function PL1

The output xout of piecewise linear function PL1 is
used to generate output of f (or f ′). The piecewise
linear function PL1 is described as follows,

xout =

⎧
⎪⎪⎨

⎪⎪⎩

xin/pin, 0 ≤ xin < pin
(xin − pin)/(0.5 − pin), pin ≤ xin < 0.5
(1 − xin − pin)/(0.5 − pin), 0.5 ≤ xin < 1 − pin
(1 − xin)/pin 1 − pin ≤ xin ≤ 1

(3)

Parameter pin of PL1 is generated by formula (4),
and initial condition xin of PL1 is generated by for-
mula (5).

pin = f raction((b.1 + b.2 + b.3)/765 + xlc)/2 (4)

xin = f raction(a/255 + xpc) (5)

where f raction()means taking the fraction part of the
number.

With the ergodicity of LM0 and PL0 on (0, 1), we
can easily find that xin ∈ (0, 1), pin ∈ (0, 0.5). And
thus, the piecewise linear function PL1 makes sense
on mathematics.

The participation of pseudo-random numbers is to
extend the data range of the parameters and initial sit-
uations. If there are not the pseudo-random numbers,
the data range of the parameters will be just 766 num-
bers, namely {0, 1/1530, 2/1530, . . . , 1/2} and the
data range of the initial situations will be 256 num-
bers, namely {0, 1/255, 2/255, . . . , 1}. Because of the
ergodicity of logisticmap and the piecewise linearmap,
with the participation of the pseudo-random numbers,
the data range of parameters will be the whole interval
(0, 1/2), and the data range of initial situations will be
the whole interval (0, 1).

2.1.4 Structure of function f and f ′

The calculation process is as below.

• Before encrypting, LM0 and PL0 should finish
initialization.
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Fig. 2 Structure of function f and f ′

• LM0 and PL0 generate two pseudo-random num-
bers xlc and xpc between 0 and 1. And then, gen-
erate parameter pin of PL1 by formula (4), and
initial condition xin of PL1 by formula (5).

• PL1 generates a pseudo-random number xout
between 0 and 1. And then, generate an integer out-
put between 0 and 255 by formula (6) (Fig. 2).

f out = f (a, b.1, b.2, b.3)

= �xout × 1014� mod 256 (6)

2.2 4-Pixel Feistel structure and round functions

4-Pixel Feistel structure and round functions are
designed to improve the diffusion properties of algo-
rithm. Respectively, 4-Pixel Feistel structure focuses
more on diffusion among 4 pixels and round functions
focus more on the diffusion among three colours of
pixels.

2.2.1 Pixel Feistel structure

The smallest block thatwe use to operate the encryption
and decryption is 4 pixels. The operation is inspired by
the 4-branch Feistel structure of CLEFIA [23]. But dif-
ferently, the number of rounds is 2 and is enough to real-
ize the whole diffusion. More rounds can be accepted,
and in theory, the security intensity will be promoted,
but in cost of the speed (Figs. 3, 4)

Fig. 3 Block of operation

pixel1 pixel2

pixel3 pixel4

K is 3-dimensional vector (k1, k2, k3) generated
by Lorenz system, and K ′ is 3-dimensional vector
(k′

1, k
′
2, k

′
3) generated by Chen’s system.

There are two reasons why we design 4-Pixel Feis-
tel structure. Firstly, as a character of Feistel structures,
the encryption and the decryption have similar struc-
tures. It permits us to use relatively complex functions
in the encryption and decryption process. Secondly,
4-Pixel Feistel structure can be calculated by parallel
computing. It provides a potential of higher encryption
speed.

2.2.2 Round functions

Round functions (namely p f and p f ′) are 3-dimensional
functions, respectively, constructed by f and f ′ to
improve the diffusion properties among three colours
of pixels by the rotation of colours participating in oper-
ation. The mathematical description of p f and p f ′ is
abstract and helpless. We can simply observe how p f
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Fig. 4 4-Pixel Feistel structure of encryption

and p f ′ work by the description of one round operation
of 4-Pixel Feistel structure.

We suppose that the RGB value of pixel p can,
respectively, bepresented as p.r , p.g, p.b. (k1(i), k2(i),
k3(i)) and (k′

1(i), k
′
2(i), k

′
3(i)) are round keys gener-

ated in the key expansion.
For each round, the encryption operation can be

expressed as:

⎧
⎨

⎩

pixel1.r = pixel4.g ⊕ f (pixel1.b ⊕ k1(i), pixel3.r, pixel3.g, pixel3.b)
pixel1.g = pixel4.b ⊕ f (pixel1.r ⊕ k2(i), pixel3.r, pixel3.g, pixel3.b)
pixel1.b = pixel4.r ⊕ f (pixel1.g ⊕ k3(i), pixel3.r, pixel3.g, pixel3.b)

(7)

⎧
⎨

⎩

pixel2.r = pixel1.r
pi xel2.g = pixel1.g
pixel2.b = pixel1.b

(8)

⎧
⎨

⎩

pixel3.r = pixel2.b ⊕ f ′(pixel3.g ⊕ k′
1 (i) , pixel1.r, pixel1.g, pixel1.b)

pixel3.g = pixel2.r ⊕ f ′(pixel3.b ⊕ k′
2 (i) , pixel1.r, pixel1.g, pixel1.b)

pixel3.b = pixel2.g ⊕ f ′(pixel3.r ⊕ k′
3 (i) , pixel1.r, pixel1.g, pixel1.b)

(9)

⎧
⎨

⎩

pixel4.r = pixel3.r
pi xel4.g = pixel3.g
pixel4.b = pixel3.b

(10)

The diffusion among 3 colours is realized by the
rotation of colours participating in operations. Thus,
the change of any pixel’s colour can affect the other
pixels’ colours.

2.3 3D chaotic key generators aiming at colour
images

For colour images, each pixel has three colours as para-
meters. Using 3D chaotic system can generate three
keys at one time. Using two different chaotic systems
can effectively avoid the interaction of keys generated
by two systems.

2.3.1 Lorenz system

The Lorenz system is described as follows:

⎧
⎨

⎩

ẋ1 = p(x2 − x1)
ẋ2 = −x1x3 + r x1 − x2
ẋ3 = x1x2 − t x3

(11)

when p = 10, r = 28, t = 8/3, the system is chaotic.
For Lorenz system, with an initial condition (x∗

1 (0),
x∗
2 (0), x

∗
3 (0)), use fourth-order Runge-Kutta to solve

the Lorenz system with a step of h = 0.001. Firstly,
iterate the Lorenz system M0 times to generate the real
initial condition (x1(0), x2(0), x3(0)), and for the next
i th solution (x1(i), x2(i), x3(i)) of Lorenz system, the
key (k1(i), k2(i), k3(i)) is generated by
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⎧
⎨

⎩

k1(i) = �(x1(i) − �x1(i)�) × 1014� mod 256
k2(i) = �(x2(i) − �x2(i)�) × 1014� mod 256
k3(i) = �(x3(i) − �x3(i)�) × 1014� mod 256

(12)

2.3.2 Chen’s system

The Chen’s system is described as follows:

⎧
⎨

⎩

ẋ4 = a(x5 − x4)
ẋ5 = (c − a)x4 − x4x6 + cx5
ẋ6 = x4x5 − bx6

(13)

when a = 35, b = 3, c = 28, the system is chaotic.
Similarly with Lorenz system, for Chen’s system,

with an initial condition (x∗
4 (0), x

∗
5 (0), x

∗
6 (0)), use

fourth-order Runge-Kutta to solve the Chen’s system
with a step of h = 0.001. Firstly, iterate the Chen’s
system N0 times to generate the real initial condi-
tion (x4(0), x5(0), x6(0)), and for the next i th solu-
tion (x4(i), x5(i), x6(i)) of Chen’s system, the key
(k′

1(i), k
′
2(i), k

′
3(i)) is generated by

⎧
⎨

⎩

k′
1(i) = �(x4(i) − �x4(i)�) × 1014� mod 256
k′
2(i) = �(x5(i) − �x5(i)�) × 1014� mod 256
k′
3(i) = �(x6(i) − �x6(i)�) × 1014� mod 256

(14)

2.3.3 Key space

The proposed algorithm has a large key space com-
posed of 10 double numbers and six integer numbers.

They are,

• The initial condition of Lorenz System (x∗
1 (0),

x∗
2 (0), x

∗
3 (0));

• The initial condition of Chen’s System (x∗
4 (0),

x∗
5 (0), x

∗
6 (0));

• The initial conditions of two logistic maps xcl10
and xcl20;

• The initial conditions of two piecewise linear func-
tions xpie10 and xpie20

• The initial iteration times of Lorenz System M0

• The initial iteration times of Chen’s System N0

• The initial iteration times of two logisticmaps pre1
and pre2

• The initial iteration times of two piecewise linear
functions pre3 and pre4

Fig. 5 Origin image

2.4 Dependent encryption process

Establishing dependent relationship among pixels is
an effective mean to resist many cryptanalysis meth-
ods, such as known-/chosen plaintext attack and chosen
cipher attack. In the proposed algorithm, the dependent
relationship among pixels is established in the encryp-
tion process.

The block (i, j) presents a block as follows,

(
p(i, j) p(i+2×�( j+1)/width�, ( j+1)(mod width))
p(i+1, j) p(i+1+2×�( j+1)/width�, ( j+1)(mod width))

)

0 ≤ i ≤ Height − 2, 0 ≤ j ≤ width − 1, Height
and width represent the height and width of the
image.

With the defined block of operation, the height ×
width image can be transferred into a new image with
height ′ = 2 and width′ = height × width/2. The
new image is quite easy to apply the proposed diffusion
operation (Figs. 5, 6).

In the encryption process, after handling the first
block, the colours of last 2 pixels depend on all the
colours of 4 pixels. And then, when we handle the sec-
ond block, the first 2 pixels are the last 2 pixels of
the first block, and then the dependent relationship is
established block by block (Fig. 7).

But we can also find that last block cannot affect pre-
vious block, thus, another time of encryption is needed.
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Fig. 6 New image

Fig. 7 Intersection of two blocks

The process of encryption can be described by
pseudocode as follows,

Lorenz System Initiali zed
Chen′s System Initiali zed
Logistic Maps Initiali zed
Piecewise Linear Functions Ini tiali zed
K and K ′ generated
f or i = i + 2 f rom 0 to height − 2
f or j = j + 1 f rom 0 to width − 1
block operation_en (i, j) ;

end f or
end f or
f or i = i − 2 f rom height − 2 to 0
f or j = j − 1 f rom width − 1 to 0
block operation_en (i, j) ;

end f or
end f or

The block operation_en (i, j) represents the block
operation of encryption for the block (i, j).

The process of encryption can be described by flow-
chart as follows (Fig. 8),

The encryption result and corresponding decryp-
tion result of “Lena” (512*512) and all-zero image
(512*512) show in figure below. (Using key x∗

1 =
3.05152212424679, x∗

2 = 1.58254212245123, x∗
3 =

15.6238853231785, x∗
4 = 4.78999921123234, x∗

5 =

Begin

Chao�c maps 
ini�alized

Key stream 
generated

Image reformed

Last block of pixels 
encrypted?

Next block of pixels 
encrypted

Computa�on 
reversed

End

NO

YES

YES

First block of pixels 
re-encrypted?

1st round of 4-
pixel Festel 
encryp�on

2nd round of 4-
pixel Festel 
encryp�on

Previous block of 
pixels encrypted

1st round of 4-
pixel Festel 
encryp�on

2nd round of 4-
pixel Festel 
encryp�on

NO

Fig. 8 Flowchart of the encryption process

1.98243221252248, x∗
6 = 14.2532112455785, M0 =

20, N0 = 30, xcl10 = 0.589756425683531, xcl20 =
0.286245832183542, xpie10 = 0.96311588683553,
xpie20 = 0.732108327953574, prel = 40, pre2 =
50, pre3 = 55, pre4 = 45. If there is no other
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(a) (b) (c)

(d) (e) (f)

Fig. 9 Results of “Lena” and all-zero image. a Plain image “Lena”. b Encrypted image. c Recovered image. d all-zero Image. e
Encrypted image. f Recovered image

announce, all the encryption and decryption examples
use the above key in this paper.) (Fig. 9)

3 Experimental results and cryptanalysis

In the following experimental environment, CPU: Intel
Core i5-4210U CPU 1.70 GHz; Memory: 4.00 GB;
Operating system: Windows 8.1; Coding tool: Visual
studio 2012, the experiments include histogram analy-
sis, correlation of two adjacent pixels, NPCR and
UACI, sensitivity to cipher image, information entropy,
key sensitivity, key space analysis and speed analysis.

3.1 Histogram analysis

Histograms show the distribution of pixel values in an
image. The ideal histogram of a cipher image is uni-
form. In Figure below, we show the histograms of RGB

values of the plain image “Lena” and those of the cipher
image (Fig. 10 ).

In Figure below, we show the histograms of RGB
values of the plain image, an all-zero image and those
of the cipher image (Fig. 11 ).

We can find that the histograms of the cipher image
are close to uniform. Thus, a frequency analysis cannot
be used to break the algorithm.

3.2 Correlation of two adjacent pixels

The correlation of two adjacent pixels can be calculated
according to the following formula:

rxy = cov(x, y)√
D(x)

√
D(y)

(15)
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Fig. 10 a Histogram of red channel of “Lena”. b Histogram of green channel of “Lena”. c Histogram of blue channel of “Lena”. d
Histogram of red channel of cipher c© Histogram of green channel of cipher. f Histogram of blue channel of cipher
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Table 1 Correlation between plain image “Lena” and its cipher
image

Plain Image “Lena”
Red Green Blue

PPS09

Red 0.0026 −0.0105 0.0073

Green 0.0024 −0.0077 0.0064

Blue 0.0005 −0.0063 0.0047

mPPS09

Red 0.0006 0.0019 0.0020

Green 0.0063 0.0056 0.0011

Blue 0.0057 0.0069 0.0012

Proposed algorithm

Red 0.0013 −0.0022 0.0024

Green 0.0009 −0.0003 −0.0006

Blue 0.0010 0.0006 0.0009

Table 2 Horizontal correlation of “Lena” Cipher

Red Green Blue

Red −0.0010 −0.0016 −0.0013

Green −0.0016 0.0004 −0.0042

Blue −0.0036 0.0005 0.0016

Table 3 Vertical correlation of “Lena” Cipher

Red Green Blue

Red 0.0010 0.0027 0.0001

Green −0.0017 0.0038 −0.0006

Blue 0.0011 0.0049 0.0015

Table 4 Diagonal correlation of “Lena” Cipher

Red Green Blue

Red −0.0001 0.0012 −0.0005

Green 0.0004 −0.0008 0.0031

Blue −0.0039 0.0031 0.0019

where

cov(x, y) = 1

N

N∑

i=1

(xi − E(x))(yi − E(y)),

E(x) = 1

N

N∑

i=1

xi , E(y) = 1

N

N∑

i=1

yi ,

N = height × width.

Table 5 Horizontal correlation of all-zero’s Cipher

Red Green Blue

Red −0.0014 0.0004 0.0016

Green 0.0011 −0.0035 −0.0018

Blue 0.0002 0.0043 0.0033

Table 6 Vertical correlation of all-zero’s Cipher

Red Green Blue

Red −0.0012 −0.0025 −0.0012

Green −0.0033 −0.0004 0.0025

Blue 0.0007 0.0012 −0.0042

Table 7 Diagonal correlation of all-zero’s Cipher

Red Green Blue

Red 0.0003 −0.0006 0.0041

Green 0.0011 0.0018 0.0008

Blue 0.0003 0.0016 0.0050

Table 8 Results of NPCR and UACI of “Lena”

NPCR (%) UACI (%)

Red 99.6010 33.4745

Green 99.6120 33.4714

Blue 99.6109 33.4676

Table 9 Results of NPCR and UACI of all-zero image

NPCR (%) UACI (%)

Red 99.6288 33.3998

Green 99.5945 33.4828

Blue 99.6082 33.3749

First, we test the correlation between various colours
of “Lena” and its cipher image, and compare the results
with the algorithm PPS09 and mPPS09 [24] (Table 1).

We can find that the proposed algorithmhave amuch
better statistic properties than PPS09 and mPPS09.

We will test the correlation of two adjacent in three
directions, namely horizontal, vertical and diagonal. As
the algorithm is for colour image, correlation of differ-
ent channels should also been considered (Tables 2, 3,
4).
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(a) (b) ©

Fig. 12 a Origin Image “Lena”. b Encrypted Image of “Lena”. c Encrypted Image of “Lena” changing red value of one pixel

(a) (b) ©

Fig. 13 a Origin Image all-zero image. b Encrypted Image of all-zero image. c Encrypted Image of all-zero image changing red value
of one pixel

And then, as D (x) = 0 for all-zero image, we can-
not test the correlation between various colours of all-
zero image and its cipher image. But we can test the
correlation of two adjacent of its cipher in three direc-
tions (Tables 5, 6, 7).

The results show that different colours in different
directions have little correlation.

3.3 NPCR and UACI

Number of Pixels Change Rate (NPCR) stands for the
number of pixels change rate while one pixel of plain
image changed. The NPCR gets closer to 100%, the
more sensitive the cryptosystem to the changing of
plain image, and the more effective for the cryptosys-

tem to resist plaintext attack. UACI(Unified Average
Changing Intensity) stands for the average intensity
of differences between the plain image and ciphered
image. The UACI gets closer to 33.333…%, the more
effective for the cryptosystem to resist differential
attack.

NPCR and UACI can be calculated as follows,

NPCR =
∑

i j D (i, j)

Width × Height
× 100% (16)

UACI = 1

Width × Height
(17)

×
⎡

⎣
∑

i j

|c1(i, j) − c2(i, j)|
255

⎤

⎦ × 100%

123



162 W. Yao et al.

(a) (b) ©

Fig. 14 a Encrypted Image of “Lena”. b Decrypted Image of (a). c Decrypted Image of (a) with a red value of one pixel of cipher
changed

(a) (b) ©

Fig. 15 a Encrypted Image of all-zero image. b Decrypted Image of (a) c. Decrypted Image of (a) with a red value of one pixel of
cipher changed

Table 10 Results of Sensitivity to cipher image of “Lena”

NPCR (%) Correlation

Red Green Blue

Red 99.6143 0.0004 0.0003 0.0037

Green 99.6389 0.0004 0.0006 0.0044

Blue 99.5960 −0.0002 0.0008 0.0040

where c1(i, j) and c2(i, j) are, respectively, the cipher
image before and after one pixel of the plain image
is changed. And if c1(i, j) �= c2(i, j), D(i, j) = 1;
otherwise, D(i, j) = 0.

Table 11 Results of Sensitivity to cipher image of all-zero image

NPCR (%)

Red 99.6113

Green 99.6120

Blue 99.6151

The results of changing the red value of a pixel show
in the Tables 8 and 9

The results show that bit change of the value of a
colour channel of one pixel can cause change of whole
cipher image. The good diffusion property is demon-
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Table 12 Information Entropy of “Lena” cipher image

Red channel Green channel Blue channel

Proposed scheme 7.999369 7.999299 7.999319

Wu’s scheme [13] 7.9899 7.9894 7.9896

Zhang’s
scheme [16]

7.997341 7.997162 7.996889

Faraoun’s
scheme [17]

7.9899 7.9997 7.9979

Table 13 Information Entropy of all-zero’s cipher image

Red channel Green channel Blue channel

Proposed scheme 7.999374 7.999339 7.999231

strated. And the algorithm can resist plaintext attack
and differential attack (Figs. 12, 13).

3.4 Sensitivity to cipher image

As is done in [11], when one pixel of cipher image
is changed, the recovered plain image exhibits no cor-
relation to the plain image, then the cipher can resist
chosen cipher attack. Similarly, we calculate the NPCR
and correlation for recovered image and plain image
(Figs. 14, 15; Table 10).

Also as D(x) = 0 for all-zero image, we cannot test
the correlation between various colours of the recov-
ered image and plain image (Table 11).

The results show that the algorithm can resist chosen
cipher attack.

3.5 Information entropy

The method to calculate information entropy of an
image can be expressed as below,

H(m) =
2N−1∑

i=0

p(mi ) log2
1

p(mi )
(18)

where p(mi ) represents the probability of symbol mi ,
and log2 represents the base 2 logarithm so that the
entropy is expressed in bits, N represents the number
of bits we use to represent a pixel, and for one colour
channel of a pixel, it is clear that N = 8. If an image
is ideal random, then for each i, p(mi ) = 1/256, and
we can easily find that H(m) = 8. And the results of
cipher image of “Lena” and all-zero image are below
(Tables 12, 13).

The results show that entropy of all the three colour
channels are close to the ideal value 8. Thus, the algo-
rithm is secure upon the entropy attack.

3.6 Key sensitivity

To prove the key sensitivity to the encryption process,
for double numbers, we will change the last number
of its fraction, and for the integer numbers, will plus 1.
And then calculate the correlation between the ciphered

Fig. 16 a Encrypted Image
with a 10−15change of x∗

1 . b
Decrypted Image of (a)
with origin key

(a) (b)
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Table 14 Correlation test for encryption key sensitivity

Red Green Blue Red Green Blue

x∗
1 = 3.05152212424670, the others rest invariant x∗

2 = 1.58254212245124, the others rest invariant

Red 0.0007 −0.0025 −0.0002 −0.0011 −0.0029 0.0034

Green 0.0012 −0.0009 0.0011 0.0022 −0.0010 −0.0023

Blue 0.0028 0.0010 −0.0010 0.0024 0.0021 −0.0022

x∗
3 = 15.6238853231786, the others rest invariant x∗

4 = 4.78999921123235, the others rest invariant

Red −0.0013 0.0027 −0.0008 0.0040 −0.0014 0.0018

Green 0.0028 0.0024 0.0037 −0.0001 0.0023 −0.0030

Blue 0.0020 0.0016 −0.0034 −0.0001 0.0021 0.0017

x∗
5 = 1.98243221252249, the others rest invariant x∗

6 = 14.2532112455786, the others rest invariant

Red 0.0017 0.0005 0.0008 −0.0013 0.0012 0.0028

Green 0.0029 −0.0019 0.0011 −0.0017 0.0010 −0.0009

Blue −0.0011 −0.0010 0.0011 0.0009 −0.0010 0.0013

xcl10 = 0.589756425683532, the others rest invariant xcl20 = 0.286245832183543, the others rest invariant

Red −0.0029 −0.0015 −0.0011 0.0003 −0.0037 0.0006

Green 0.0008 −0.0026 −0.0018 0.0000 0.0001 −0.0011

Blue 0.0014 −0.0001 −0.0008 0.0030 0.0001 −0.0001

xpie10 = 0.963211588683554, the others rest invariant xpie20 = 0.732108327953575, the others rest invariant

Red 0.0023 −0.0008 0.0003 0.0014 −0.0025 0.0011

Green −0.0010 0.0007 −0.0015 0.0009 0.0011 −0.0016

Blue 0.0005 0.0004 −0.0004 −0.0009 0.0013 0.0018

M0 = 21, the others rest invariant N0 = 31, the others rest invariant

Red 0.0000 0.0004 0.0011 0.0007 −0.0004 −0.0007

Green 0.0024 0.0006 0.0006 0.0018 0.0024 −0.0005

Blue −0.0014 −0.0015 −0.0013 0.0011 −0.0050 0.0041

pre1 = 41, the others rest invariant pre2 = 51, the others rest invariant

Red −0.0007 0.0009 0.0004 0.0014 −0.0007 −0.0045

Green −0.0015 0.0012 0.0010 −0.0010 −0.0003 0.0022

Blue −0.0003 −0.0042 −0.0011 0.0020 0.0007 −0.0013

pre3 = 56,the others rest invariant pre4 = 46,the others rest invariant

Red 0.0033 0.0036 −0.0002 0.0007 −0.0019 0.0027

Green −0.0008 −0.0030 0.0004 −0.0017 0.0036 −0.0028

Blue −0.0025 −0.0009 −0.0008 −0.0008 −0.0028 0.0037

image before changing and the ciphered images after
changing (Fig. 16).

The origin encryption keys are

x∗
1 = 3.05152212424679,

x∗
2 = 1.58254212245123,

x∗
3 = 15.6238853231785,

x∗
4 = 4.78999921123234,

x∗
5 = 1.98243221252248,

x∗
6 = 14.2532112455785,

xcl10 = 0.589756425683531,

xcl20 = 0.286245832183542,

xpie10 = 0.963211588683553,

xpie20 = 0.732108327953574,

M0 = 20, N0 = 30, pre1 = 40,

pre2 = 50, pre3 = 55, pre4 = 45

The results of correlation test for encryption key sen-
sitivity show as below (Table 14),
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Fig. 17 a Encrypted Image
with origin keys. b
Decrypted Image of (a)
with a 10−15 change of x∗

1

(a) (b)

To prove the key sensitivity to the decryption
process, for double numbers, we will change the last
number of its fraction, and for the integer numbers, we
will plus 1. And then use them as keys to decrypt the
image encrypted by origin keys. After that, we calcu-
late the correlation of the novel decrypted images and
the origin decrypted image (Fig. 17).

The origin decryption keys are

x∗
1 = 3.05152212424679,

x∗
2 = 1.58254212245123,

x∗
3 = 15.6238853231785,

x∗
4 = 4.78999921123234,

x∗
5 = 1.98243221252248,

x∗
6 = 14.2532112455785,

xcl10 = 0.589756425683531,

xcl20 = 0.286245832183542,

xpie10 = 0.963211588683553,

xpie20 = 0.732108327953574,

M0 = 20, N0 = 30, pre1 = 40,

pre2 = 50, pre3 = 55, pre4 = 45

The results of correlation test for encryption key sen-
sitivity show as below (Table 15),

So, it can be concluded that the new chaotic algo-
rithm is sensitive to the key such that a small change of
the key will generate a completely different decryption
result and cannot get the correct plain image.

3.7 Key space analysis

As is declared in [12] and other papers [13,16,25], as
the fact that operations on computers iswith finite accu-
racy is taken into account, size of key space could be
roughly estimated of all possible combinations of con-
trol parameters and initial values.

As having been said in Sect. 2.3, we have a large key
space composed of 10 double numbers and six integer
numbers. By the results of sensitivity, the precision of
all 10 double numbers is 10−15. Thus, one can obtain
that the key space can be larger than 1015∗10 > 2498

for the keys used in this scheme. Thus, the algorithm
can resist the brute-force attack.

3.8 Speed analysis

The encryption speed is also an important factor.
Because it is a responsibility of the practicability of
the scheme. The proposed scheme also focus on the
speed. The computation of 4 pixels at same time is
for not only increasing the interaction of pixels, but
also making the scheme more efficient. The use of 4-
Pixel Feistel structure also provides the possibility of
speeding-up using the parallel computing onmulti-core
computers.

We have usedVisual studio 2012withOpenCV3.0.0
to run the encryption algorithm in a computer with an
Intel Core i5 1.70 GHz, 4.00 GB Memory, and Win-
dows 8.1 operating system. The result is shown in the
following table.
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Table 15 Correlation test for decryption key sensitivity

Red Green Blue Red Green Blue

x∗
1 = 3.05152212424670, the others rest invariant x∗

2 = 1.58254212245124, the others rest invariant

Red 0.0024 −0.0002 0.0027 −0.0012 0.0028 0.0020

Green 0.0015 0.0004 0.0036 −0.0007 0.0030 0.0029

Blue 0.0004 0.0001 0.0040 0.0001 0.0022 0.0035

x∗
3 = 15.6238853231786,the others rest invariant x∗

4 = 4.78999921123235, the others rest invariant

Red −0.0014 0.0017 0.0000 0.0008 0.0032 0.0027

Green −0.0018 0.0010 −0.0014 0.0001 0.0042 0.0026

Blue 0.0021 0.0003 −0.0020 −0.0006 0.0045 0.0025

x∗
5 = 1.98243221252249,the others rest invariant x∗

6 = 14.2532112455786, the others rest invariant

Red −0.0022 0.0013 0.0013 0.0006 −0.0017 0.0007

Green −0.0013 0.0000 0.0009 −0.0007 0.0013 0.0001

Blue −0.0009 −0.0015 0.0009 −0.0021 −0.0009 0.0003

xcl10 = 0.589756425683532, the others rest invariant xcl20 = 0.286245832183543, the others rest invariant

Red 0.0024 −0.0038 0.0001 0.0004 0.0006 −0.0024

Green 0.0026 −0.0035 0.0003 0.0004 0.0010 −0.0019

Blue 0.0021 −0.0031 0.0005 −0.0003 0.0008 −0.0016

xpie10 = 0.963211588683554, the others rest invariant xpie20 = 0.732108327953575, the others rest invariant

Red −0.0001 0.0005 0.0016 0.0004 −0.0030 −0.0026

Green −0.0010 0.0011 0.0017 0.0004 −0.0024 −0.0031

Blue −0.0011 0.0011 0.0022 0.0012 −0.0024 −0.0026

M0 = 21, the others rest invariant N0 = 31, the others rest invariant

Red 0.0018 −0.0026 0.0011 0.0037 −0.0014 −0.0001

Green 0.0015 −0.0029 0.0011 0.0029 −0.0005 −0.0003

Blue 0.0007 −0.0032 0.0011 0.0026 0.0003 −0.0008

pre1 = 41, the others rest invariant pre2 = 51, the others rest invariant

Red 0.0028 −0.0020 −0.0021 −0.0001 0.0026 −0.0001

Green 0.0024 −0.0014 −0.0015 −0.0001 0.0027 0.0001

Blue 0.0015 −0.0010 −0.0011 −0.0015 0.0032 −0.0001

pre3 = 56, the others rest invariant pre4 = 46, the others rest invariant

Red 0.0021 0.0016 0.0000 0.0038 0.0014 0.0051

Green 0.0020 0.0025 −0.0009 0.0043 0.0015 0.0045

Blue 0.0017 0.0027 −0.0017 0.0045 0.0008 0.0035

But due to the difference of computer configurations
and code optimization ways, running speed can hardly
be compared exactly (Table 16).

Considering the CPU frequency, our scheme is
roughly faster than other recent schemes and as the
speed scale as Faraoun’s scheme which is focus-
ing on the encryption performance while our scheme
is better in the aspect of information entropy (in
Sect. 3.5).

4 Conclusions

With the rapid development in digital image process-
ing and widespread dissemination of digital multime-
dia data, the security problem of image information
has been more and more important. For this purpose,
the algorithm in this paper is proposed. Three charac-
ters of the algorithm determine its good performance.
Firstly, two 3D chaotic systems are used as key gener-
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Table 16 Speed analysis result (in Second)

Image Size Proposed
scheme

Chen’s
scheme
(2012) [25]

Ping’s
scheme
(2014)[26]

Faraoun’s
scheme
(2014)[17]

Software
Platform

Visual studio
2012 with
OpenCV3

- Mathematica 8.0 Delphi 6

Hardware Platform Intel Core i5-4210U
1.70 GHz

- 2.9 GHz Intel
Pentium Dual Core
CPU

i7-2600 3.40
GHz platform

128*128 0.07 1.03 - -

256*256 0.37 2.51 1.18 -

512*512 1.38 4.83 - 0.75

ators for three colours of colour images’ pixels. Sec-
ondly, 4-Pixel Feistel structure and functions based on
multiple chaotic maps are used to improve the statis-
tic and diffusion properties of cipher image. Thirdly,
dependent encryption progress is used to resist certain
cryptanalysis methods, such as known-/chosen plain-
text attack and chosen cipher attack. The simulation
experiments, including histogram analysis, correlation
of two adjacent pixels, NPCR and UACI, sensitivity to
cipher image, information entropy, key sensitivity, key
space analysis and speed analysis, show that the pro-
posed algorithm has good statistic and diffusion prop-
erties and can resist many kinds of attacks, while per-
forming well in speed.
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