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Abstract In recent years, chaotic systems have sur-
faced to become an important field in steganographic
matters. In this paper, we present a simple cryptic-free
least significant bits spatial- domain-based stegano-
graphic technique that embeds information (a color
or a grayscale image) into a color image. The pro-
posed algorithm, called cycling chaos-based stegano-
graphic algorithm, comprises two main parts: A cycling
chaos function that is used for generating the seeds for
pseudorandom number generator (PRNG) and PRNG
that is utilized for determining the channel and the pixel
positions of the host image in which the sensitive data
are stored. The proposed algorithm is compared with
two powerful steganographic color image methods in
terms of peak signal-to-noise ratio and quality index.
The comparisons indicate that the proposed algorithm
shows good hiding capacity and fulfills stego-image
quality. We also compare our algorithm against some
existing steganographic attacks including RS attack,
Chi-square test, byte attack and visual attack. The
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results demonstrate that the proposed algorithm can
successfully withstand against these attacks.
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1 Introduction

As sensitive information transferred among large com-
puter networks increases, information security is becom-
ing one of the integral parts of network infrastructure
in recent years. Cryptography as an important tool to
encrypt sensitive information in the networks has been
the mainstay of information security for a long time.
However, the problem of using cryptographic tech-
niques is that they attract malicious attacker’s inter-
ests. That is when a cryptographic technique is used,
as the encrypted secret data are meaningless, attack-
ers or intruders know that there is sensitive data in the
carrier media [1–5]. Consequently, by using powerful
computer systems or grid computers, they can decrypt
the data. To cope with this, information hiding tech-
niques are used. Information hiding or “steganogra-
phy” refers to imperceptibly concealing information in
a dummy container where no one except the sender and
the receiver of the transmitted information knows that
the data are embedded. The innocent-looking media
used to cover the sensitive information is called the
host image, and when the data are hidden in the media,
it is called the stego-image.
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Taking advantage of less sensitive human visual
system, image hiding can be considered as a good
choice for camouflaging important information. There
are a variety of image hiding techniques. The substi-
tution technique is one of them that has gained wide-
spread attentions because of its simplicity and ease of
use [2,4,6,7]. This technique is to manipulate the bit
plane of the carrier image by directly replacing some
bits of the image with sensitive information. This is a
very useful technique as there are some bits of the host
image pixels that are redundant and can be replaced by
the secret bit data [3]. If these bits are set in the LSBs
of host image pixels, the approach is called LSBs sub-
stitution technique, and if they are placed in the most
significant bits of host image pixels, the technique is
called MSBs substitution [3].

Depending on how the secret data are embedded in
the host image, steganographic methods can be cat-
egorized into two main groups: spatial-domain- and
transform-based algorithms [3]. Spatial- domain-based
algorithms usually conceal the secret data in the LSB
plane of the host image while the transform-based algo-
rithms hide the secret message in the significant areas
of the host image.

Chaos systems are usually known to be sensi-
tive to their control parameters and initial conditions.
They are also recognized as unpredictable, pseudoran-
dom signals that have ergodicity and mixing proper-
ties [8,9]. Numerous chaos-based steganographic algo-
rithms have been developed in recent years. For exam-
ple, [3] proposed a new LSB spatial-domain stegano-
graphic algorithm which is based on a chaotic map. The
paper utilizes the two-dimensional Arnold cat chaos
map for determining the pixel position of the host
image in which the secret data are embedded. In another
work, [10] uses a simple logistic map for determining
the block of the host image in which the sensitive data
are sequentially hidden.

A respectable steganographic algorithm should meet
some requirements like having high capacity, having
high quality, being resistant against steganographic
attacks and being cryptic-free. Fulfilling all these
requirements, the proposed algorithm is a new LSBs
spatial-domain steganographic algorithm which is
based on a combination of cycling chaos system and
PRNG. Both cycling chaos system and PRNG are
employed as the building blocks in designing the pro-
posed algorithm. In the proposed algorithm, the cycling
chaos signal is used for producing the seeds for PRNG.

Because the seeds need to be deterministic and pseudo-
random, the cycling chaos system can be a very good
choice. A general version of the cycling chaos signal
is a symmetric combination of three interconnected
signal components that cover all the domain of the
chaotic function, where one signal is active, but the
other two complementary signal components are qui-
escent. The cycling chaos system has eight parame-
ters that can be utilized as the key in the transmis-
sion. Since the key space of the cycling chaos system
is very large, it is useful in creating the seeds of the
PRNG. The PRNG, on the other hand, is very power-
ful in generating the pseudorandom sequences of pixel
positions [11]. In the proposed algorithm, the secret
data are embedded in the LSB plane of all color pixels
of the host image in a psedorandom-like scheme. To
show the significance of the proposed algorithm, we
compare it with Yu et al. method [5] and Lin et al.s
method [12] on both grayscale and color images. The
algorithm is also exposed to RS attack, byte attack, Chi-
square test and visual attack. The results demonstrate
that the proposed algorithm is a better steganographic
algorithm in terms of quality of the stego-image, the
resistance against steganoanalysis attacks and hiding
capacity.

The rest of this paper is organized as follows. In
Sect. 2, the background for the proposed algorithm is
presented. In Sect. 3, the model for embedding and
extracting secret messages is suggested. In Sect. 4,
the proposed algorithm is presented and discussed. In
Sect. 5, the results of comparison between the proposed
algorithm and some existing methods are reported. And
finally, Sect. 6 concludes the paper.

2 Background

In this section, we give a short review on color quanti-
zation and cycling chaos systems that are widely used
in data hiding.

2.1 Color quantization

Quantization refers to a lossy compression technique
that is achieved by reducing a range of values to a sin-
gle quantum value. Color images usually consist of 16
million colors embedded into 24-bits image pixels. In
some applications like image processing and steganog-

123



A cycling chaos-based cryptic-free algorithm 1273

raphy [5], it is preferred to lower the number of image
colors in order to make the image easier to store, trans-
mit or display. There are various ways for color quanti-
zation that can be classified into two classes: precluster-
ing (hierarchical clustering) methods and postcluster-
ing (partitional clustering) methods [13]. Recursively
finding nested clusters in a bottom-up or top-down
manners, the preclustering methods are based on the
statistical analysis of the color distribution of images.
Examples of this class are binary splitting [14], median-
cut [15], variance-based methods [16] and the recent
methods proposed in [17–19].

The postclustering methods, on the other hand, do
not find clusters in a hierarchical scheme; instead,
they find all the clusters at the same time. Compared
to preclustering methods, these methods usually offer
higher quality results, but compromise the computa-
tional time factor [19]. Examples of this class are found
in [20,21].

In this paper, we use the minimum variance-based
preclustering color quantization technique in which the
color image cube is divided into a large number of
smaller boxes, and then, each color located in each box
is mapped onto the color value of the center of the box.
For more information, see [22].

2.2 Pseudorandom number generator

In order to generate pseudorandom numbers, PRNG
is used. PRNG uses the seeds provided by external
sources (i.e., dynamic functions) to generate pseudo-
random numbers. The seed value of PRNG should
be unpredictable and random. Therefore, it is often
obtained from a random number generator. The out-
puts of the PRNG are called pseudorandom numbers
because they are deterministic values, and each number
of pseudorandom sequence can be generated from the
seed values.

2.3 Cycling chaos systems

Cycling chaos systems [8] are chaotic systems that are
proposed to enhance the security of chaotic-based cryp-
tographic systems [9]. Like other chaotic systems, the
cycling chaos system has all the required chaotic prop-
erties including sensitivity to its initial conditions and
control parameters, ergodicity and mixing properties. It

is called cycling because the chaotic behavior is circu-
larly shifted among its signal components. This means
that when one component of the cycling chaos signal is
active, the other complementary components are inac-
tive. A N k-dimensional chaotic system is described
as

xi n+1 = f (xi n, λi )n,

where xi = (xi 1, xi 2, ..., xi k) ⊂ Rk denotes the
cycling chaos signal.

In general, the cycling chaos system is defined as a
three-dimensional signal.

xn+1 = λ1xn − x3
n − γ |yn|m xn ,

yn+1 = λ2 yn − y3
n − γ |zn|m yn ,

zn+1 = λ3zn − z3
n − γ |xn|m zn ,

where λ1, λ2 and λ3 are the internal conditions and γ

and m are the control parameters.
Figure 1 exhibits the time series of the cycling chaos

signals where x0 = −0.01, y0 = 0.03, z0 = 0.02, λ1 =
3.0, λ2 = 2.98, λ3 = 2.87, γ = 3.05 and m = 0.25.

As shown in Fig. 1, each component of cycling chaos
forms a different part of the cycling chaos signal, cover-
ing all the domain of the signal. In Fig. 1d, the aggrega-
tion of the cycling chaos signal components is shown.
As shown in Fig. 1d, the cycling chaos signal is unpre-
dictable and irregular.

3 Proposed model

In this paper, we use the secret key stego-system with
embedding/extracting model. This model is utilized by
many existing steganographic software and is devel-
oped by several research papers [23–25]. Figure 2
shows the schematic of the proposed steganographic
system, which is based on the information-theoretic
model [23,24].

In this system, there are three involving entities:
sender that sends the stego-image, receiver that receives
the transmitted stego-image and intruder that illegally
attempts to hear and understand the data. The intruder
is able to read all the data that is transmitted through
the public channel. The channel of transmission is
asynchronous, and the data therein can be transmitted
sequentially (one bit at a time). The order of data is
unchanged during the transmission.

In this model, there are two different types of trans-
mission media: private and public channels. Each of
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Fig. 1 The time series of
cycling chaos signal where
x0 = −0.01, y0 = 0.03,
z0 = 0.02, λ1 = 3.0,
λ2 = 2.98, λ3 = 2.87,
γ = 3.05 and m = 0.25. a
The time series of xn , b the
time series of yn , c the time
series of zn , d the time series
of the cycling chaos signal
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Fig. 2 The schematic
model of the proposed
algorithm
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these types is designed for a specific purpose. The
private channel, which is assumed to be protected
from eavesdrop, is only prepared for the sender and
receiver. Therefore, the channel is called the secure pri-
vate channel. The public channel, on the other hand,
is reachable for every entity. Accordingly, any data
that goes through this channel can be received by the
intruder. While the private and public channels can
work together, we assume that the private channel oper-
ates before the public channel starts to operate. We also
assume that the data that is sent through the public chan-
nel is resistant against white noise, because the proto-

col of the transmission media can tackle such noise.
The best example of a public channel is the Inter-
net that can detect and correct the errors that occur
during the transmission. It is done by TCP/IP proto-
cols that are devised in each layer of the TCP/IP net-
work [24].

Figure 2 shows the secret data transmission (con-
cealment) process and the three different entities dis-
cussed before, where each entity has a different role.
The sender sends stego-image with or without the anno-
tation data. The receiver receives and extracts the trans-
mitted stego-image using the key that passes through
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the private channel. The intruder reads all the data trans-
mitted by the public channel. In general, there are two
kinds of intruders: the passive and the active intruders.
Passive intruders adopts a specific algorithm to find
out whether or not the transmitted data are carrier of
the secret data. The active intruder, by contrast, reads,
changes and resends the data to the receiver to deceive
the receiver.

Although the proposed model is similar to con-
ventional models (in their data hiding algorithm), it
differs from them in some aspects. First, in the pro-
posed model, we assume that the intruder does not
have access to the private channel, and the private
channel differs from the public channel physically or
by means of time. On the contrary, in some existing
models, it is assumed that the private channel is simi-
lar to the public channel in all aspects except that the
data that are sent are encrypted before being transmit-
ted.

Second, similar to the famous key-based secu-
rity systems like sitekey and private key, the pro-
posed model uses a secure secret key-based com-
munication system in which the secret key is sent
through a separate secure data channel. Unlike this,
the conventional models embed the secret key (pass-
word) in the stego-image, and the receiver needs
to know about the password before the extraction
process.

Third, in the proposed model, we do not need to
encrypt the secret data before embedding them in the
host image. This is because the proposed algorithm
itself provides enough security. On the other hand,
in some existing steganographic models [5,26,27], an
encryption algorithm like the AES algorithm should
be applied on the secret image before the embedding
process.

Fourth, the proposed model does not impose any
limitation on the data embedded in the host image.
In other words, the proposed model is capable of
concealing every type of data such as images, texts
and videos in the host image. In some existing mod-
els [10,12,28,29], on the other hand, we can only hide
image type data in the host image.

Fifth, the proposed model is immune against the
man-in-the-middle attack, as the sender and receiver
pass the secret key through the private channel, and
thus, the intruder cannot impersonate any of them.

Sixth, in the proposed model, the receiver only needs
to know the stego-image for the extracting procedure.

In some other models, the receiver should know both
the stego-image and the host image to extract the sen-
sitive data.

Finally, in some models, it is assumed that the
intruder does not know the steganographic algorithm.
However, according to the “Kerckhoffs principle” and
the principles of modern information security, an infor-
mation security algorithm must be available to every-
one. Consequently, it is assumed that the proposed
model is publicly known, and the intruder could know
the algorithm we use for the data hiding.

4 Proposed algorithm

In this section, a new steganographic algorithm called
CCSA is presented for concealing both the color and
grayscale images. Characterized by cycling chaos sys-
tems along with PRNG, the proposed approach is
applied to two different types of image hiding. The
first type is the color image hiding that embeds a color
secret image into a color host image. The second type
is the grayscale image hiding that embeds a grayscale
secret image into a host image. For the first type of
image hiding, the secret image should be quantized;
it is because the secret image is large and cannot be
embedded directly to the host image. For the second
type of hiding, on the other hand, the secret grayscale
image can directly be embedded into the host image.
Except for the quantization procedure, the algorithm
uses the same methods for both types of hiding. In the
following, we first focus on the key space of the pro-
posed algorithm and then take a look at the embedding
and extracting procedures.

4.1 The key space

In the proposed algorithm, the initial conditions (x0,
y0, z0) along with the control parameters of the cycling
chaos function (λ1, λ2, λ3, m and γ ) and the number
of intervals I serve as the key (K) of the transmission.
Since x0 ,y0 and z0 can be any double value within the
range of [−1.6, 1.6], m can be in the range of (0, 0.5]
and γ in the range of [2.7, 3.0], the size of the key
space is very large. Furthermore, I as the integer part
of the key can be any integer value in the range of
[1, 230]. The structure of the key space is represented
in Fig. 3.
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Fig. 3 The key space of the
proposed algorithm
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In the next, we discuss the sensitivity of the cycling
chaos to the alteration of its parameters with con-
centrating on the maximum precision of the cycling
chaos and showing the infeasibility of any brute force
attack.

4.2 Finding the precision of the cycling chaos
function

The chaos function is highly sensitive to the change
of its initial conditions and its critical parameters, so
even a slight change in each of them induces dramatic
changes in the resultant chaos trajectory. Theoretically,
the sensitivity of the cycling chaos to the alteration of
its parameters is infinite. However, we can practically
find the precision of the cycling chaos system where
there is no strong reaction to the change of the parame-
ters using Multiprecision Computing Toolbox [30] that
is provided in MATLAB. Thanks to this toolbox, we
can calculate the precision of the cycling chaos with
thousands of decimal digits.

In order to measure the resistance of cycling chaos
system to changes in the initial condition and control
parameters, we first add a very small value, called δ, to
one of the parameters and leave the others intact. Then,

we measure the sum of absolute difference (SAD)
before and after the change. If SAD is large, δ is divided
by 10. This process continues until the SAD is less than
1. We define the position that the sum of absolute dif-
ference is smaller than 1 as the precision of the cycling
chaos.

To do so, we compare two different configurations of
the cycling chaos where for the first one (called ’c1’),
the parameters are set to x0 = −0.01, y0 = 0.03,
z0 = 0.02, λ1 = 3.0, λ2 = 2.98, λ3 = 2.87,
γ = 3.05 and m = 0.25 and for the second (called
’c2’), the parameters are set to the same values as the
first one except x0 that is set to x0 + δx . We set δx to
10−2, 10−12, 10−22 . . . , 10−10002.

To compare these configurations, for each configu-
ration, we first iterate the cycling chaos for 1,000 itera-
tions and then compute the SAD between the two sig-
nals, which is found as,

SAD =
1000∑

i=1

|ci
1 − ci

2|, (1)

where ci
1 and ci

2 are the results of the i th iteration of c1

and c2 of the cycling chaos, respectively.
Figure 4 shows the SAD of the cycling chaos where

c1 and c2 are used.
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Fig. 5 The precision of the
cycling chaos against the
domain of x0

-1.6 -1.26 -1.04 -0.82 -0.6 -0.38 -0.16 0.06 0.28 0.61 0.94 1.16 1.38 1.6
265

270

275

280

285

290

292

295

300

303

305

Lo
g 10

(
m

ax
x

)

As shown in Fig. 4, there is a significant difference
between c1 and c2 where δx is less than 10−282. For
example, when δx = 10−202, the SAD of c1 and c2

is 190. Interestingly, within the area we have stud-
ied, the cycling chaos is always sensitive to changes;
even when δx is 10−10002, there is a slight differ-
ence (1.3 × 10−10723) between configurations. How-
ever, the question is what is the response of the cycling
chaos function when other initial values of x0 are used.
Figure 5 shows the maximum precision δmax

x of the
cycling chaos for different values of x0 where x0 is in
the range of [−1.6, 1.6].

As shown in Fig. 5, the highest precision of the
cycling chaos δmax

x for different values of x0 is
between 10−265 and 10−303. This means that the
maximum precision of the cycling chaos is always
high, and the cycling chaos is highly sensitive to the
change of x0, regardless of the value of x0. We have
also studied the other control parameters (y0, z0, λ1,
λ2, λ3, γ, m) and have seen the same results (due to
space limitations, the results are not included in the
paper).

The horizontal axis in Fig. 5 is on a logarithmic
scale and the data fit a straight line. This suggests that
the precision of the cycling chaos system decays loga-
rithmically with δx .

4.3 The sensitivity of the proposed algorithm to the
change in the secret key

In this section, we examine the sensitivity of the pro-
posed algorithm to alterations in its secret key. In order
to measure the sensitivity of the proposed algorithm, we
use the number of pixels change rate (NPCR), which
measures the difference between images [31,32] and is
defined as,

NPCR =
∑M

i=0
∑N

j=0 Di, j

M × N
× 100 %. (2)

where M and N are height and width of the image
and Di, j is the number of pixel differences, which is
calculated as,

Di, j =
{

1, if Ti, j �= Si, j

0, otherwise

where T and S are the stego-image and retrieved stego-
image, respectively.

To calculate NPCR, first a secret image is embedded
into the host image using the proposed algorithm with
the secret key, which is set to x0 = −0.01, y0 = 0.03,
z0 = 0.02, λ1 = 3.0, λ2 = 2.98, λ3 = 2.87, γ =
3.05, m = 0.25 and I = 65535. Then, the image is
extracted with both the correct and wrong keys. The

123



1278 M. Aziz et al.

Fig. 6 The NPCR obtained
by the proposed algorithm
for different values of δx . a
The host image “Baboon,” b
the secret image “Boat,” c
the NPCR versus − log(δx ),
d the logarithm of the
NPCR versus − log(δx )

where the plot is scaled
logarithmically, e the
retrieved secret image with
the wrong secret key where
δx = 1900, f the retrieved
secret image with the wrong
secret key where
δx = 10000

0 2000 4000 6000 8000 10000
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

-Log(
x
)

N
PC

R

101 102 103
−100

−10−1

−10−2

(a) (b)

(c) (d)

(e) (f)

wrong key component values are the same as those of
the correct key except x0 that is set to x0 + δx . δx is set
to 10−10, 10−20, . . . , 10−10000.

Figure 6 shows δx values versus the NPCR val-
ues obtained by the proposed algorithm where the
grayscale image is “Boat” and the color image is
“Baboon” both with 256 × 256 pixels. The grayscale
image is used as the secret, and the color image is used
as host images.

Figure 6 shows the logarithm of the NPCR versus
− log(δx ) on a log–log scale, that is, the y axis is scaled
logarithmically twice and the x axis is scaled logarith-
mically. Therefore, the data suggest that NPCR decays
as,

log (log(NPCR)) = a log (− log (δx )) + b, (3)

thus
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NPCR = 10−e

⎛

⎝
ln

(
ln(δx)
ln(10)

)
−b ln(10)

a

⎞

⎠

(4)

where a is the gradient and b is the intersection of the
line in Fig. 6. Since a is a negative number, the graph
suggests that even a very small δx (10−1800) results in
a large NPCR. This means that applying an infinites-
imally small change to the key results in a different
image; therefore, the different number of configura-
tions for the key is very large (in the order of 102000).

Consequently, we can claim that the brute force
attack or any other attack that requires checking all
the possible values is practically impossible since the
cycling chaos that is the backbone of the proposed algo-
rithm is immensely sensitive to the alteration of its para-
meters.

4.4 The embedding procedure

The proposed algorithm is designed to embed the
secret data in a host image. Although the proposed
algorithm (CCSA) is able to hide any form of data
such as text, video or image into the host image, in
this paper we only focus on image hiding. The secret
image can be a grayscale or 256-color palette-based
image. The embedding procedure mainly consists of
two main parts: the cycling chaos and the PRNG. The
cycling chaos is used for generating the seed values
of PRNG. PRNG is utilized for generating pseudoran-
dom sequences of pixel positions and channels of the
pixels. This means that it determines in what pixels of
the host image and in what channel (R, G or B) of the
pixel the secret image is embedded. The block diagram
of the embedding procedure of the proposed algorithm
for the first type of hiding is represented in Fig. 7. The
block diagram and the pseudo-code of the second type
of hiding is omitted due to its similarity to the first type.
As mentioned before, the only difference between these
two types is that in the first type, the color quantization
process is used, while in the second type, the secret
image is directly embedded into the host image.

To clarify the embedding procedure, its pseudo-code
is presented as below,

The embedding procedure
1. set x0, y0, z0, λ1, λ2, λ3, γ, I, m, S, H, A
2. divide the interval [−2, 2] named d into

I equal subintervals

3. set T with H
4. [ct , qS] = colquan(S)

xn = x0, yn = y0, zn = z0

5. bd = binconv(qS, ct , A)
6. se = cyclingchaos(xn, yn, zn, λ1, λ2, λ3, γ, m)
7. generate a pseudorandom class called R with the

seed value equal to se

8. r1 = randsqgen(R, nc)
9. for i = 1:nc

10. ic = r i
1

11. se = cyclingchaos(xn, yn, zn, λ1, λ2, λ3, γ, m)
12. generate a pseudorandom class called R with

the seed value equal to se

13. r2 = randsqgen(R, nr )
14. for ( j = nr )

15. ir = r j
2

16. se = cyclingchaos(xn, yn, zn, λ1, λ2, λ3, γ, m)
17. generate a pseudorandom class called R with

the seed valne equal to se

18. r3 = randsqgen(R, no)
19. for k = 1 : 3
20. io = rk

3
21. extract three bits from the bd and put

it in Sb

22. H́ = Hic,ir ,io + Sb − (Hic,ir ,io mod8)

23. if (H́ < H(ic, ir , io))
24. g = H́ + 8
25. if g ≤ 255 and |H(ic, ir , io) − g| ≤ |

H(ic, ir , io) − H́ |
26. H́ = g
27. if H́ > H
28. g = H́ − 8
29. if g ≥ 0 and |H(ic, ir , io) − g| < |

H(ic, ir , io) − H́ |
30. T (ic, ir , io) = g

end for
end for

end for
end Procedure

A more detailed description of the proposed algorithm
is as follows:

Step 1: At the beginning, the sender needs to set the ini-
tial values for the parameters of the embedding pro-
cedure, including the initial conditions (x0, y0, z0)

and the control parameters (λ1, λ2, λ3, γ, m) of the
cycling chaos. The number of intervals I is another
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important component of the secret key that should
be defined by the sender. The sender also needs to
provide the host image (H), the secret image (S)

and the annotation data(A) before the hiding pro-
cedure. As mentioned, the secret key (K) should be
sent through a secure private channel to the receiver
(see Fig. 2).

Step 2: Before the embedding process, we also need
to discretize the interval d into I equal subintervals
with the length of 4

I . The index of a subinterval is
used for determining the seed of PRNG.

Step 3: Before embedding the secret image into the
host image, we initialize the stego-image T with
the host image H .

Step 4: In this step, in order to reduce the number of
colors in the secret image, a color quantization pro-
cedure in the form of the minimum variance [22]
is applied to the secret color image. This process
returns two matrices called qS , which is a quantized
color secret image, and ct , which is a color map for
the quantized color secret image. The length of qS

is nr × nc where nc is the number of columns and
nr is the number of the rows in the host image. The
length of ct is 256 × 3 where “256” is the number
of gray levels in the quantized-host image. Note
that for the second type of image hiding this step is
omitted.

Step 5: In this step, each of A, qS and ct are first
combined together, forming a new one-dimensional
array. Then, the combined data array is converted
to a one-dimensional binary data array called bd .
In order to determine in what pixels of the host
image H and in what channel of the pixels the secret
binary data (bd) are embedded, we use the cycling
chaos in conjunction with PRNG. To do so, in step
5–9, the selection order of columns of H is deter-
mined. Similarly, in steps 10–14, the selection order
of rows and in steps 15–19, the selection order of
the channel of the pixels are determined.

Step 6: The integral part of the embedding procedure is
the cycling chaos function, and hence, we describe
it in more details in the following:

procedure cyclingchaos(xn, yn, zn, λ1, λ2,

λ3, γ, m)
begin

xn+1 = λ1xn − x3
n − γ |yn|m xn

yn+1 = λ2 yn − y3
n − γ |zn|m yn

zn+1 = λ3zn − z3
n − γ |xn|m zn

u = max(xn+1, yn+1, zn+1)

for i = 1:I -1
if (di ≤ u and di+1 > u)

se = i , break
end for
xn = xn+1, yn = yn+1, zn = zn+1

return se

end procedure

We first iterate the cycling chaos once and then
select the highest value among xn+1, yn+1 and zn+1

as u. Then, we search the interval that is discretized
into I equal subintervals in order to find the most
appropriate subinterval. The first subinterval in the
domain of the cycling chaos that is less than u
is selected as the selected subinterval. The corre-
sponding index value of the selected interval is used
as the seed of the PRNG in the following. Finally,
the cycling chaos signal is updated.

Step 7: As mentioned before, PRNG is deterministic
according to seed value se and the exact sequence
generated by PRNG can be obtained by using the
same seed value. Therefore, if the receiver does
not enter the exact value of the key (K ), the seed
value will be completely different, resulting in a
completely different sequence.

Step 8: A pseudorandom permutation of the x-
coordinates of the pixel positions of the host image,
called r1, is generated. Because the permutation is
pseudorandom, by having the seed of the pseudo-
random generator, the same permutation can be
generated at any time.

Step 9: For all the columns of the host image, the steps
10–30 are taken.

Step 10: The i th element of the pseudorandom seq-
uence r1 is selected and stored in ir .

Steps 11–13: In these steps, a pseudorandom permu-
tation of y-coordinate of pixel positions of the host
image is generated. These steps are similar to steps
6 to 8. The only difference here is that in step 11,
the initial conditions of the cycling chaos (xn , xy

and zn) are equal to the last values of xn , yn , zn

obtained in step 7.
Step 14: For all the rows of the host image (nr ), the

following steps are taken.
Step 15: The j th element of the pseudorandom seq-

uence r2 is selected and stored in ic.
Steps 16-18: In these steps, a pseudorandom sequence

of the channels of the (ir , ic)-pixel is generated.
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Step 19: For all the channels of the (ir , ic)-pixel, the
following steps are taken.

Step 20: In order to set bd into io- channel of (ir , ic)-
pixel of the host image H , we extract the secret data
from bd , 3-bits by 3-bits and put them into Sb. Sb

is a variable between 0 and 7.
Steps 21–30: In steps 21–29, the 3-bit extracted binary

data (Sb) are embedded in the ioth color plane
(1 ≤ io ≤ 3) of icth column of ir th row of the
host image H . Inspired by the OPVSP procedure
used in Yu et al.’s method [5], the color substitution
process embeds Sb in the LSB plane of H(ic, ir , io)

with the least degradation. In steps 21–29, the algo-
rithm finds the nearest neighbor color to the color
of the image pixel in which Sb is embedded. In step
21, the differential value of LSB plane and Sb is
added with the value of H(ic, ir , io). In steps 22
to 29, the optimal color value H́ that is the near-
est possible value to H(ic, ir , io) is calculated and
stored in T (ic, ir , io).

4.5 The extracting procedure

For the extraction procedure, the receiver must know
the secret key K before the extraction process is per-
formed. Note that the size of the secret image is hidden
in the host image as annotation data, and the receiver
can easily extract it by using the secret key. The extrac-
tion procedure is performed like the inverse of the
embedding procedure. More specifically, first the secret
key K and the stego-image T are used as an input of the
extraction procedure. Then, when K is determined, by
utilizing the cycling chaos function in conjunction with
PRNG, the annotation data and the quantized-secret
image S are sequentially extracted from the stego-
image. The block diagram of the extraction procedure
of the proposed algorithm is represented in Fig. 7. The
pseudo-code of the extraction procedure is presented
later in this paper (Fig. 8).

The extraction procedure
1. get x0, y0, z0, λ1, λ2, λ3, γ, I, m, T from sender
2. divide the interval [−2, 2] named d into I equal

sub-intervals
xn = x0, yn = y0, zn = z0

3. se = cyclingchaos(xn, yn, zn, λ1, λ2, λ3, γ, m)
4. generate a pseudorandom class called R with the

seed value equal to se

5. r1 = randsqgen(R, nc)

Color
quantization

Quantinized 
Secret image Color table

Binary 
Conversion

Keys

Binary data

Cycling chaos

Color secret 
image

Seed

PRNG

Pseudo-
Random 

sequences

Annotation 
data

Color host 
image

Data 
embedding

Color stego-
image

Fig. 7 The block diagram of the embedding procedure for the
first type of hiding

Color table

Keys

Cycling chaos
Image data

Seed

PRNG

Pseudo-
Random 

sequences

Annotation 
data

Data 
extraction

Color stego-
image

Binary data

Decimal 
conversion

Quantized 
256-color

secret image
Replacement

Fig. 8 The block diagram of the extraction procedure

6. for i = 1:nc

7. ic = r i
1

8. se = cyclingchaos(xn, yn, zn, λ1, λ2, λ3, γ, m)
9. generate a pseudorandom class, R with the

seed value equal to se

10. r2 = randsqgen(R, nr )
11. for ( j = nr )

12. ir = r j
2

13. se =cyclingchaos(xn, yn, zn, λ1, λ2, λ3, γ, m)
14. generate a pseudorandom class called R

with the seed value equal to se

15. r3 = randsqgen(R, no)
16. for k = 1:3
17. io = rk

3
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18. Sb = T (ic, ir , io)mod8
19. Insert Sb to bd sequentially

end for
end for

end for
20.[qS , ct , A] = IntConv(bd )
21.S = Replacement(ct , qS)
end Procedure

Because most steps of the extraction procedure are
the same as those of the embedding procedure, we only
describe the different steps.

Step 1: In this step, the receiver uses the secret key K
that is received through the private channel as the
input of the extraction procedure. The receiver also
gets the stego-image T through the public channel
from the sender.

Step 18: After the x-coordinate ic and y-coordinate ir
and the channel (RGB) of the pixel in the stego-
image T in which the secret binary data are hidden
are determined, the algorithm extracts the secret
binary data 3-bits by 3-bits from the LSBs of ioth
channel of (ir , ic)th pixel of T and inserts them into
a binary vector called bd .

Step 19: In this step, bd is converted into an integer
vector Al and then is converted to three vectors
including the 8-bit index data qS , the color table
(the palette) ct and the annotation data A. Note that
the size of the secret image is stored in A, so A must
first be extracted from Al and then qS and ct can be
extracted.

Step 20: In the replacement procedure, the quantized
8-bit secret image with its color map is replaced
with secret image S.

5 Experimental results

In this section, we first test and compare the quality
of the proposed algorithm with Lin et al.s [12] and
Yu et al.’s hiding schemes [5] on two different sets of
experiments. Then, we study the performance of the
proposed algorithm, concentrating on visual, RS, byte
and Chi-square attacks.

The proposed algorithm has nine parameters that
are used as the key of the transmission. The parame-
ters are initial conditions and control parameters of
the cycling chaos function and the number of inter-
vals I . By default, we set the cycling chaos parameters

to x0 = −0.01, y0 = 0.03, z0 = 0.02, λ1 = 3.0,
λ2 = 2.98, λ3 = 2.87, γ = 3.05, m = 0.25 and
I = 65535.

The first set of experiments is used for the first type
of hiding (hiding a color secret image in a true color
image) and the second set of experiments for the second
type of hiding (hiding a grayscale image in a true color
image). We use the same test images as those used
in [5,12].

In the first set of experiments, we use six color
images with 512 × 512 pixels. These images are “Air-
plane,” “Baboon,” “House,” “Lena,” “Peppers” and
“Sailboat” [33] that serve as both the host and secret
images. As mentioned before, in order to make the size
of the secret image suitable to be embedded in the host
image, we use a color quantization method in the form
of minimum variance [22]. The color quantization turns
each 24-bit secret image into a 256-color palette-based
image. The quantized-secret image is then embedded
in the host image.

In order to compare the quality of the proposed algo-
rithm with Lin et al.’s and Yu et al.’s hiding schemes,
we use the peak signal-to- noise ratio (PSNR) measure-
ment technique [5,12,34,35]. The PSNR for grayscale
images is defined as,

PSNR = 10 × log10

(
2552

MSE

)
, (5)

where

MSE = 1

nr × nc

nr∑

i=1

nc∑

j=1

(
Hi j − Ti j

)2
, (6)

where MSE is the mean square error, H and T are the
host and stego-images.

Similarly, for color images the PSNR is defined as,

PSNR = 10 × log10

(
2552

MSEavg

)
, (7)

where MSEavg is the average of mean square error of
three different colors of the image.

Note that PSNR measures the quality of the image,
that is, the higher PSNR value, the higher the quality of
the resulting image. Table 1 compares the PSNR values
of stego-images obtained from the proposed algorithm,
Lin et al. [12] and Yu et al.’s methods [5].
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Table 1 Comparison between the proposed method and the schemes in [12] and [5] of the PSNR values of the stego-images from the
fist type of hiding

Host image Airplane Baboon House

Secret image [5] [12] CCSA [5] [12] CCSA [5] [12] CCSA

Airplane 41.835 39.395 44.241 41.870 39.162 44.221 41.833 39.195 44.213

Baboon 41.863 39.247 44.254 41.860 29.174 44.259 41.860 39.168 44.243

House 41.879 39.271 44.287 41.873 39.121 44.268 41.874 39.125 44.269

Lena 41.863 39.304 44.230 41.872 39.168 44.212 41.879 39.177 41.890

Peppers 41.856 39.358 44.227 41.878 39.090 44.224 41.881 39.131 44.217

Sailboat 41.871 39.315 44.234 41.873 39.189 44.224 41.864 39.232 44.237

Host image Lena Peppers Sailboat

Secret image [5] [12] CCSA [5] [12] CCSA [5] [12] CCSA

Airplane 41.868 39.170 44.210 41.582 39.123 44.399 41.877 39.194 44.223

Baboon 41.872 39.171 44.258 41.615 39.191 44.437 41.868 39.204 44.241

House 41.879 39.091 44.248 41.598 39.143 44.436 41.886 39.152 44.262

Lena 44.213 39.125 41.624 44.203 39.178 44.395 41.866 39.161 44.222

Peppers 41.873 39.099 44.204 41.607 44.404 39.068 41.857 39.124 44.226

Sailboat 41.871 39.178 44.223 41.612 39.196 44.422 41.872 39.219 44.241

Fig. 9 Some of the
retrieved secret images
where the host image is
“Baboon.” a The secret
image Airplane, b the
quantized-secret image
Airplane, c the retrieved
secret image Airplane, d the
secret image Sailboat, e the
quantized secret image
Sailboat, f the retrieved
secret image Sailboat

As shown in Table 1, the PSNR value of stego-
images obtained by the proposed algorithm is much
higher than that of stego-images obtained by the other

algorithms. Figure 9 shows some of the retrieved secret
images obtained by the proposed algorithm from the
first type of hiding. In Fig. 9a, c, the original secret
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image Airplane and Sailboat, in Fig. 9b, d, the quan-
tized versions and in Fig. 9e, f the retrieved versions
are represented.

As shown in Fig. 9, the images are retrieved suc-
cessfully from the host image, and they are fairly accu-
rately similar to their corresponding original images.
Comparing the Fig. 9b, d indicates that the images are
successfully quantized to 256 colors, and there is no
noticeable difference between the original 32-bit color
images with their respective 8-bit quantized images.
Furthermore, as shown in Fig. 9c, e, the secret images,
after being retrieved from the decoding process, are
quiet similar to their respective original images.

In order to show the quality of the stego-images, we
present Fig. 10. In Fig. 10a, c, e, three original images
are represented and in Fig. 10b, d, f, the images are
shown after being embedded by the secret image Air-
plane.

As shown in Fig. 10, there is no remarkable differ-
ence between the images in the first column and the
second column; thus, we can infer that the proposed
algorithm promisingly conceals the secret image. In
the second type of image hiding, we directly embed a
512 × 512 grayscale image into a color image with the
same size.

For the second type of image hiding, we use seven
grayscale secret images: “Airplane,” “Baboon,” “Bar-
bara,” “Boat,” “Lena,” “Peppers” and “Sailboat.” For
host images, we use the same color images as those
employed for the first type of hiding. Table 2 shows the
PSNR values of the stego-images obtained by the pro-
posed algorithm as well as the other two competitive
algorithms over the second set of experiment.

Because Lin et al.s scheme did show promising
results in PSNR-based comparisons presented earlier
in this paper, in the following we only compare the
proposed algorithm with Yu et al.s scheme.

5.1 Quality index

To statistically measure the quality of stego-images, we
use quality index [5,36] that is defined as,

Q = 4σH T H̄ T̄
(
σ 2

H + σ 2
H

) [(
H̄

)2 + (
T̄

)2
] , (8)

where,

H̄ = 1

n

n∑

i=1

Hi , T̄ = 1

n

n∑

i=1

Ti ,

σ 2
H =

(
1

n − 1

) n∑

i=1

(
Hi − H̄

)2
,

σ 2
T =

(
1

n − 1

) n∑

i=1

(
Ti − T̄

)2
.

In the above, n is the number of pixels in the image, H
is the host image and T is the stego-image. The value
of Q is between −1 and 1 where −1 means that there
is no similarity between two images and 1 means that
they are identical. Table 3 represents the quality index
of stego-images for the first type of hiding.

As shown in Table 3, in most cases, the quality of
the stego-images obtained by the proposed algorithm
is much better than that of the stego-images obtained
by Yu et al.’s scheme. Even though Yu et al.’s method
offers better results on “Baboon” image, for other five
secret images, the quality index gained by the proposed
algorithm is much better.

5.2 Hiding capacity

One important criterion in steganographic algorithms is
the hiding capacity of sensitive information. The more
data the algorithm can embed, the more powerful the
algorithm. Since the proposed algorithm can embed
sensitive data in three LSBs of all channels of all image
pixels, its hiding capacity is 3/8. Table 4 shows the com-
parison between the proposed algorithm and the LSBs-
based algorithms proposed in [5,34,35,37] in terms of
hiding capacity.

As shown in Table 4, the proposed algorithm has the
highest hiding capacity. Since the proposed algorithm
does not impose any restriction for setting secret infor-
mation into the host image, we can potentially fill all
the bits of the host image with the secret data. However,
to maintain the quality of the stego-images, we only set
information into the 3 rightmost bits of all the channels
of the host image.

5.3 Visual attacks

In this section, the stego-images obtained by the pro-
posed algorithm are exposed to visual attacks. Visual
attack is defined as visually examining the stego-
images in order to find a difference between the stego-
images and their corresponding host images. Figures 10
and 9 show the stego-images obtained by the proposed
algorithm where the secret image is “Airplane” and the
host images are “Lena,” “Baboon” and “House.”
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Fig. 10 Some of the
stego-images from the
experimental results of the
first type of hiding, where
the secret image Airplane is
embedded. a The original
host image Lena, b the
stego-image Lena, c the
original host image Baboon,
d the stego-image Baboon, e
the original host image
House, f the stego-image
House

As seen in Fig. 10, the quality of stego-images is
very high and an attacker cannot visually differentiate
between stego-images and their corresponding original
images.

The histogram distribution of the images that mea-
sures the undetectability of secret information [3] is
studied in this paper to show the changes applied to the
images. If there is no significant difference between
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Table 2 Comparison between proposed method and the schemes in [12] and [5] of the PSNR values of the stego-images from the
experiment gray scale

Color image Airplane Baboon House

Gray scale [5] [12] CCSA [5] [12] CCSA [5] [12] CCSA

Airplane 39.151 41.692 44.421 39.177 41.944 44.408 39.124 41.980 44.407

Baboon 39.165 41.923 44.301 39.187 41.943 44.286 39.129 41.910 44.262

Barbara 39.150 41.968 44.238 39.180 41.949 44.215 39.125 41.922 44.223

Boat 39.153 41.948 44.125 39.180 41.948 44.109 39.126 41.930 44.102

Lena 39.159 41.914 44.235 39.178 41.946 44.213 39.124 41.915 44.209

Peppers 39.164 41.975 44.221 39.185 41.942 44.195 39.122 41.922 44.210

Sailboat 39.169 41.978 44.295 39.185 41.951 44.265 39.128 41.946 44.268

Color image Lena Peppers Sailboat

Gray scale [5] [12] CCSA [5] [12] CCSA [5] [12] CCSA

Airplane 39.177 41.956 44.393 39.086 41.715 44.605 39.045 41.937 44.427

Baboon 39.189 41.940 44.270 39.095 41.678 44.453 39.141 41.945 44.287

Barbara 39.185 41.943 44.217 39.088 41.682 44.412 39.145 41.936 44.227

Boat 39.181 41.948 44.081 39.102 41.669 44.277 39.149 41.934 44.103

Lena 39.181 41.947 44.191 39.092 41.689 44.403 39.146 41.938 44.228

Peppers 39.180 41.927 44.196 39.095 41.671 44.372 39.144 41.951 44.204

Sailboat 39.175 41.944 44.267 39.103 41.670 44.455 39.155 41.928 44.290

Table 3 Quality index of stego-images obtained by the proposed algorithm and Yu et al.’s scheme from the first type of hiding

Host image Airplane Baboon House Lena Peppers Sailboat

Secret image [5] CCSA [5] CCSA [5] CCSA [5] CCSA [5] CCSA [5] CCSA

Airplane 0.9990 0.9990 0.9984 0.9992 0.9988 0.9997 0.9979 0.9986 0.9983 0.9990 0.9992 0.9998

Baboon 0.9999 0.9991 0.9999 0.9996 0.9999 0.9996 0.9999 0.9985 0.9994 0.9990 0.9999 0.9998

House 0.9988 0.9992 0.9983 0.9987 0.9992 0.9996 0.9980 0.9985 0.9986 0.9990 0.9993 0.9998

Lena 0.9988 0.9991 0.9985 0.9988 0.9992 0.9996 0.9982 0.9986 0.9985 0.9990 0.9994 0.9998

Peppers 0.9987 0.9991 0.9985 0.9988 0.9992 0.9996 0.9982 0.9986 0.9986 0.9990 0.9994 0.9998

Sailboat 0.9988 0.9991 0.9984 0.9987 0.9992 0.9996 0.9980 0.9985 0.9984 0.9990 0.9994 0.9998

Table 4 Comparison between the proposed method and the
schemes proposed in [5,34,35,37] in terms of hiding capacity

Method Hiding capacity

Proposed method 3/8

Ghebleh et al.s hiding scheme [37] 2.25/8

Yu et al.s hiding scheme [5] 1/3

Rongrong et al.s hiding scheme [34] 1/12

Liu et al.s hiding scheme [35] 3/128

the histogram distribution of the host image and its
stego-image, the algorithm successfully passes this test.
Figure 11 shows the histogram distribution of stego-
image “House” in which the secret image “Lena” is
embedded. As shown in Fig. 11, the histogram of
the original image “House” is quite similar to that of
stego-image house obtained by the proposed algorithm.
This indicates that the proposed algorithm is resistant
against histogram attack.
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Fig. 11 Histogram of the color image “House”. a Histogram of original House image, b histogram of stego-image House obtained by
the proposed algorithm

Fig. 12 Chi-square for
color image “House” where
secret image Lena is
embedded. a Chi-square for
“House” host image, b
Chi-square for stego-image
House obtained by the
proposed algorithm, c
Chi-square for stego-image
“House” obtained by Yu et
al.’s method [5]

5.3.1 Chi-square test

Because the proposed steganographic algorithm emb-
eds the secret image in the LSB plane of the host image,
the LSB plane is changed after the embedding proce-
dure. In this section, we apply the Chi-square test [38]

that is a statistical measure to find out if there is a sig-
nificant difference between the expected frequency and
the observed frequency. To apply the Chi-square test,
we use Guillermito software [39] that is an open- source
program. Figure 12 shows the Chi-square test obtained
by the proposed algorithm and Yu et al.’s method for
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Fig. 13 RS steganalysis comparison between the proposed algo-
rithm and Yu et al.’s method [5]

the host image “House,” where the secret image is a
512 × 512 “Lena” color image. In this figure, the red
line shows the result of Chi-square test. If the line is
close to one, it means that there is a high probabil-
ity that random information is embedded in the LSB
plane of the host image. In contrast, if it is close to
zero, it means that there is no evidence that the host
image hides the information. The green curve in the
figure represents the average value of the LSBs on the
current block. If the green curve of the stego-image is
similar to that of the host image, the embedded infor-

mation is probably not random. As shown in Fig. 12,
the results of Chi-square test obtained by the proposed
algorithm are satisfactory. The red line in the figure is
flat at zero except for some points at the beginning,
and the green curve is very similar to that obtained by
the original host image. Hence, we can claim that the
proposed algorithm is resistant against Chi-square test.

5.3.2 RS attack

RS attack is a famous stegano-analysis technique pro-
posed by Fridrich et al. [40] that tries to find a
steganograpghic message within the LSB plane of a
stego-image. This technique can effectively discover
the embedding rate of a stego-image. If the embedding
rate obtained by the RS attack is less than 0.05 %, the
RS attack cannot recognize if data are embedded in the
image. To apply the RS attack, we use StegScrete [41]
software. Figure 13 shows the results of RS attack
obtained by the proposed algorithm and Yu et al.’s
method where the first type of hiding is applied, the
secret image is “Airplane” and the Host images are
“Airplane,” “Baboon,” “House,” “Lena,” “Peppers” and
“Sailboat,” respectively. As shown in Fig. 13, in con-
trast with Yu et al.’s method that is not immune to RS
attack, the proposed algorithm is mostly immune to
RS attack. More specifically, the results of RS attack
obtained by the proposed algorithm is close to those

Fig. 14 The result of byte
attack obtained by the
proposed algorithm. a The
result of byte attack to first
bit plane of original image
“House,” b the result of byte
attack to first bit plane of
original image “House,” c
the result of byte attack to
first bit plane of original
image “House,” d the result
of byte attack to first bit
plane of stego-image
“House,” e the result of byte
attack to first bit plane of
stego-image “House.” f The
result of byte attack to first
bit plane of stego-image
“House”
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obtained by the original host image, and it is only for
host image “Baboon” that the RS attack can realize that
the image contains a secret image.

5.4 Byte attack

The LSB plane of digital images is often random and
includes no specific structure. Byte attack technique
tries to examine the LSB plane of stego-image to real-
ize if there is a specific pattern in the stego-image. To
apply the byte attack, we use StegScrete [41] software.
Figure 14 shows three LSB planes of the stego-image
“House” where the color secret image “Lena” is embed-
ded. In the figure, if the secret image exists in the host
image, we can see the rough picture of the image in the
LSB plane.

As seen from Fig. 14, the result of byte attack
obtained by the proposed algorithm is promising as
there is no specific pattern in the LSB plane of the host
image.

6 Conclusion

Using cycling chaos system in conjunction with pseudo-
random number generators, in this paper, we propose a
new robust, efficient and high hiding capacity stegano-
graphic algorithm. The proposed algorithm is utilized
for embedding both grayscale and color image in a
color image. The pseudorandom generators determines
in what color pixel position (the row and column) of the
host image, the secret data is embedded. The cycling
chaos supplies the seeds of RNGs. The proposed algo-
rithm is compared with Yu et al. and Lin et al.’s hiding
methods. The results indicate that the proposed algo-
rithm outperforms other algorithms in terms of PSNR
values, quality index and hiding capacity. The proposed
algorithm was also challenged against visual, RS and
byte attacks and Chi-square test. The results show that
the proposed algorithm is immune against such attacks.

There are several reasons for why our proposed algo-
rithm has achieved such good performance. This could
be attributed to the properties of chaotic signals. The
first property is that these signals are unpredictable;
therefore, the output of an algorithm that is built based
upon these systems is very unpredictable, a property
that makes it hard for an intruder to steal information.
Second property is that as shown in this paper, a very
small change in the parameters results in huge changes

in the signal and thus huge changes in the retrieved
information. This means that the intruder has to have
the exact key to be able to steal information. The third
property is that the algorithm has many parameters;
thus, the key length could be very large. This property,
combined with the second property, means that the key
length could be thousands of bits. In terms of the per-
formance, since the three last bits of the pixels are used
to store the hidden information, after the data are hid-
den in the host image, the quality of the host image
is very good; thus, an intruder would not suspect that
data are hidden in the image. And finally, the process
of generating chaotic signals is very fast resulting in a
very efficient algorithm.

Note that some other chaotic systems might also be
used. For example, Lorenz [42] chaotic systems also
show many properties of the chaotic system shown in
this paper. They may offer some other tools for an algo-
rithm designer, the study of which remains for future
work.
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