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Abstract In this paper, a combination of integral slid-
ing mode and composite nonlinear feedback method
is proposed for fast and accurate robust tracking and
model following of uncertain multiple-input multiple-
output linear systems with multiple time-delays and
external disturbances. The composite nonlinear feed-
back technique allows following the reference trajec-
tory within a given accuracy and the invariance property
of the integral sliding mode method rejects the distur-
bances and preserves the stability of the closed-loop
system. By using the Lyapunov—Krasovskii functional,
the conditions for asymptotic stabilization are obtained
in the form of linear matrix inequalities. To improve
the tracking performance for different reference ampli-
tudes, a new nonlinear function is included in the con-
trol law and is optimally tuned using a modified ran-
dom search algorithm. The selection of sliding surface
and the existence of the sliding mode are two signifi-
cant issues, which have been addressed. This scheme
not only guarantees robustness against time-delays and
uncertainties, but also avoids chattering phenomenon
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and reaching phase. Finally, the simulations are pro-
vided to verify the theoretical results. The results show
that the proposed method leads to great improvement
on the tracking error and the control effort compared
to the available methods.
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1 Introduction

Sliding mode control (SMC) is an important con-
trol approach which has been widely used in control
engineering to handle linear and nonlinear systems
with uncertainties and bounded external disturbances
[1-5]. The basic ideas of SMC can be described as fol-
low: First, a switching surface is defined such that the
closed-loop system exhibits desired dynamic behavior
during sliding mode [6,7]. Second, the sliding mode
controller is employed to derive the system states to
the sliding surface [8,9]. In the conventional sliding
mode control, during the reaching phase, the controlled
system is not robust. Moreover, even matched distur-
bances can destabilize the system [10—12]. For solving
this problem, integral sliding mode (ISM) concept has
been proposed [13—15]. By adding an integral term to
the sliding surface, the reaching phase can be elimi-
nated and the system trajectories start moving on the
surface right from the beginning [16,17]. Due to this
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capability, ISM has received a lot of attention and it
has also been developed for matched and unmatched
uncertain systems [18-21]. The main restriction of
ISM is that it requires complete knowledge of the
states [17].

The composite nonlinear feedback (CNF) control
method is developed to improve the transient perfor-
mance of the closed-loop system by introducing a non-
linear feedback law [22,23]. The CNF control law
consists of linear and nonlinear feedback laws with-
out any switching element [24,25]. The linear part is
designed to yield small damping ratio to achieve a quick
response. On the other hand, the nonlinear part is used
to gradually change the damping ratio of the closed-
loop system as the system output approaches the ref-
erence output so as to reduce the overshoot caused by
the linear part [26,27]. In [28], an enhanced CNF tech-
nique with an integral term is introduced to remove the
steady-state bias caused by unknown constant distur-
bances. In [26], a robust CNF control method is pro-
posed to achieve fast and accurate set-point tracking for
disturbed linear systems. The drawbacks of [26] and
[28] are that the disturbance input is assumed constant
and no parametric uncertainty is considered for the sys-
tem. A CNF-based adaptive second-order sliding mode
controller is proposed in [29] to enhance the transient
performance of uncertain single-input-single-output
(SISO) systems. In [30], the ISM and CNF methods are
combined for robust tracking of a linear SISO system
with time-varying disturbances. In [24], the algebraic
Riccati equation (ARE) and CNF techniques are used
for robust tracking and model following of a class of lin-
ear systems with time-varying uncertainties. However,
these approaches require a Lyapunov equality which is
a very conservative condition [31]. In [32], a new non-
linear sliding surface is proposed for a terminal slid-
ing mode controller to achieve robustness and high-
performance tracking of the disturbed systems; how-
ever, only the boundedness conditions on the state error
are proven. To the best of the authors’ knowledge, the
problem of combination of ISM and CNF methods for
fast and accurate robust tracking control of linear uncer-
tain systems with time-varying disturbances and mul-
tiple time-delays is still open in the literature. Further-
more, very little efforts have been made in the perfor-
mance improvement of robust tracking and obtaining
less conservative linear matrix inequality (LMI) condi-
tions for the CNF method. This motivates the current
research.
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In this paper, we consider the robust tracking and
model following problem for linear MIMO systems
with time-varying uncertain parameters, external dis-
turbances and multiple delayed state perturbations. We
employ an ISM controller combined with CNF con-
trol law such that the resulting controlled output would
track a target reference as fast as possible without any
steady-state bias. The CNF structure used in the pro-
posed ISM-CNF allows for tracking the reference tra-
jectory within a given accuracy, and the invariance
property of ISM method allows for rejecting the distur-
bances. Using the Lyapunov—Krasovskii functional, we
derive the asymptotic stability conditions in the form of
a LMI. Unlike previous works, the resulting LMI con-
ditions have much less pre-assumed design parameters,
and consequently, the proposed method yields less con-
servative conditions. We offer the design procedure of
the CNF law with a new form of the nonlinear function
to improve the tracking performance of the closed-loop
system. A minimization problem is numerically solved
using the modified random search (MRS) algorithm,
and then, the parameters of the nonlinear function are
optimally tuned.

The organization of the paper is as follows: In
Sect. 2, the problem of robust tracking and model fol-
lowing is stated, and the required assumptions are dis-
cussed. The main theoretical results are developed in
Sect. 3. The selection of the nonlinear function in CNF
for performance improvement of the overall system is
discussed in Sect. 4. The simulation results are illus-
trated in Sect. 5, and conclusions are given in Sect. 6.

2 System description and assumptions

Consider a linear uncertain system with multiple time-
delays and external disturbances as:

X)) =[A+ AA@@))]x(t)

Ny
+ D AAG@O)x(E — (1))
i=1

+ [B+ AB(p()]u(t) + W(g(1)
y(1) = Cx(1), (1)

where t € [tg, 00), x(t) € R" is the measurable state
vector, u(t) € R™ is the control input, A, B, C are
constant matrices of appropriate dimensions, y(f) €
R? is the output vector which is to track the refer-
ence output ypy(f), and the matrices AA(.), AB(.),
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and AAg4i(.),i = 1,..., Ny denote the time-varying
uncertainties and are continuous in all their arguments.
Moreover, t;(t) € RY is the time-varying delay and
the vector W(g(r)) € R" is the external disturbance.
The uncertain functions r(¢), p(¢), v(¢) and g(t) are
Lebesgue measurable functions which belong to a com-
pact bounding set €2.

The objective is to design an ISM-CNF controller
such that the controlled output y(¢) can track the refer-
ence output yp (), in the presence of uncertainties and
without experiencing large overshoot, and retain the
invariance property of ISM method in rejecting distur-
bances.

The reference model is given by differential equa-
tions of the form [33]:

Xm(t) = Amxm(t)
Ym () = Cnxm (1), (2

where Ay and Cy, are constant matrices with appro-
priate dimensions, xp(f) € R" is the state vec-
tor of the reference model which is considered to be
bounded, i.e., there exists a positive constant M; such
that ||xym(¢)]] < M, for all + > 9. We also assume
that there exist matrices G € R"*"m and H € R™*"m
satisfying [34,35]:

A B G GAn
e olla]=ler) ®
If the solution of this algebraic equation cannot be
found, a different reference model must be chosen.

Moreover, the following assumptions on the original
system are required:

Assumption 1 There exist continuous and bounded
matrix functions N (.), E(.), Ngi(.) and W (.) of appro-
priate dimensions such that [35]:

AA(r(t)) = BN(r(1)),

AB(p(t)) = BE(p(1)),
AAgi(v(1)) = BNgi(v(1)),

W(q(t)) = BW(q(1)).

“4)

This assumption is known as the matching condition
on the uncertainties. For convenience, the following
notations which represent the bounds of the uncertain-
ties are introduced:

pr =max |[Nr@®)|,
reQ2

# = max NEENI
(%)

pui = max | Nai (vl
py = max [Wq(0)].

Assumption 2 For every ¢ > 1y, u satisfies 1 > > 0.

3 Main results

The output tracking error e(¢) and a new auxiliary state
vector X (t) are defined as [36]:

e(t) = y(t) = ym(0), (6)
x(t) = x(t) — Gxm(1), @)

where G is found from (3). From (1), (2), (3), (6) and
(7), one can obtain:

e(t) = C(x(1) = Gxm(1))
= Cx(1). ®)

It follows from (8) that [37]:

eI = ICx®
= lICllx®l- €))

Since ||C|| < oo, one can conclude that | X(¢)]] — O
yields |le(¢)|| — 0. Hence, the proof of the stability of
|X(z)|| is sufficient for the tracking goal.

In this section, we propose the ISM-CNF control
technique such that the resulting controlled output
would track target reference as fast as possible without
any steady-state bias. The design will be performed in
four steps. In the first step, a linear feedback control
law is designed. In the second step, the nonlinear feed-
back control is designed. In the third step, the linear
and nonlinear feedback laws are combined to form the
CNF control law, and in the final step, the discontin-
uous control law is added to the CNF controller for
enforcing the sliding motion.

The linear feedback control law for system (1) has
the form [33]:

up(t) = Kx(t)+ (H — KG) xy(1), (10)

where K is a gain matrix. Moreover, consider the non-
linear feedback control law as:
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uy (1) =Y E@) B PE®), (1)

where P is a positive symmetrical matrix, and ¥ (x(¢))
is a non-positive locally Lipschitz function in X (¢) to
be designed, which changes the damping ratio of the
closed-loop system as the controlled output approaches
the reference output in order to reduce the overshoot
caused by the linear part.

The linear and nonlinear feedback control laws in
(10) and (11) are combined to form a CNF control law
as follows:

K (X, 1) =up(t) +un(r)
= KX(t) + Hxm(t) + ¥ (5(0)B" PX(1). (12)

Driving System (1) by the CNF controller (12),
yields the following dynamic equation for the closed-
loop system:

)Lc(t) = [A + BK + AA(r(t)) + (B + AB(p(?)))

X ¥ (1)) BTP + AB(p(t))K] 0

Nj
+ D AAGLO)F(E — i (1))

i=l1
+g(r, p.q,v, Xm), (13)

where:
8r,p,q,v,xm) = [AA(F ()G + AB(p()) H] xm (1)
Ny
+ D AAGOE)Gxm(t — T (1)
i=1
+ W(q (). (14)
Then, using Assumption 1, Eq. (14) can be written as:

g(rvpsqsva-xm):BF(rsp7Q7v9-xm)7 (15)

=

where:

F(r,p,q,v,xm) = [N(r(1)G + E(p(1)) H] xm (1)

Ny
+ D Nai(v(0)Gaim (1 = 7 (1))

i=l1
+W(q(1)). (16)

Furthermore, defining the bound:

p =max{||F(r, p,q, v, xm)ll :
7D, q,V, xm € Q, [xn(H)|| < M}, (17)

and using (5), one can write that:

Ny
p <o G+ w I HINMy + D pui Gl My + py.

i=1

(18)

In this paper, the function v (x (7)) in (11) is defined as:

(pz

A+ w[[BTPE0)] ¢ + oG]
(19)

Y(xX(1) =

where ¢ = p + p, |FOI + 2V pui 15 — 7))
ando (%(#)) € RT isany positive uniformly continuous
and bounded function that satisfies:

t
lim /a(i(r))dr <0 < 00, 20)
11— 00
0]

where o is any positive constant. The selection proce-
dure of o (x(z)) will be discussed later.

Remark 1 Considering (11) and (19) and since o (x(¢))
> 0, one can derive:

2
N
(p + o IE O] + lepw. 15— (r)>||) |BTPi()|

lun I =

N
(p + o IEOI+ 3 pur 1 — (r»n)

i=1

<

I+p

N
(1+ ) [ll BTPx(1)| (p + pr 1@ + ; pui 1@t — n(z))n) - o(i(r))}

21
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which shows that the nonlinear control law (11) is uni-
formly bounded.

The following nonlinear integral-type sliding sur-
face is proposed to make the overall system robust:

t
s(x,t) =L ')?(t) —x(0) — / (AXx(t) + Bk (x, r))dr] ,
0

(22)

where L € R™*" is a constant matrix, and the addi-
tional integral term provides one more degree of free-
dom in design than the linear sliding surface. Further-
more, the sliding surface (22) provides a general frame-
work to eliminate the reaching phase such that the slid-
ing mode exists from the initial time ¢t = 0, and thus, the
system response becomes completely invariant against
uncertainties.

3.1 Integral sliding mode controller design

The following theorem guarantees the existence of slid-
ing mode control for robust tracking and model follow-
ing of the uncertain dynamical system (1).

Theorem 1 Consider the uncertain system (1). Apply-
ing the control law as:

= (LB)Ts .
u(t):[K()f’t)_(n+M(x’t))m’ l.fs;é()
K(.X,t), lf‘S:O
(23)

where 1 > 0 and M (x, t) given by:

Ny
1
M@0 = [ [prw 1K+ pv,»q,} 15

i=1

— GO | BTPR0| + | HamO]
+ o+ 19] , 24)

where U is chosen to be some positive constant, then
the trajectory of system (1) is guaranteed to be kept on
the sliding surface from any initial condition.

Proof Consider the following Lyapunov function can-
didate:

Vi(X, 1) = %ST(f, N)s(%,1). (25)

Taking the derivative of the sliding surface (22)
along the trajectories of system (1) yields:

$GE ) =L {fc(t) — AR(1) — Bk (R, r)}
- L [ [BK + AAGF(®) + AB(p(1))K

+ (B+ AB(pO) ¥ (F0)BTP|5(1)

N

+8(r p.q. xm)+) AAGV(O)F(E—T; (1))
i=1

— B+ AB(p(1)(n+ M(x,1))

(LB)Ts

xm — B/c(x,t)]
=LB{[N(r@®)+ E(pt)K

+ E(p)y E)BTP| )

N
+F(r, p.q. xm)+Y_ Nai(u()E(t—7i(1))

i=1
— U+ E(p®) (m+ M(x,1))
(LB)Ts
7]

m— H.X'm(t)}. (26)

Differentiating the Lyapunov function (25) with
respect to time and substituting (23), (24) and (26) in
the result yields:

Vi=s"s < { o+ mIKD 1FO)

— G | BTPEO| + IF: p g, 5w

Ny
+ Z [ Nai 0NN X (2 — 7 ()| + 1 Hxm (@) ]

i=1

—a=wa+Mem | |enTs|. @
From the Razumikhin Theorem [1], one can write:

X —m)l < gi XN, gi > 1 =1,..., N).
(28)

@ Springer



596

V. J. Majd, S. Mobayen

Then, we conclude that:

N;
Vi < [(p K+ pviqi) 15

i=1
— g GO) [BTPEO| + p+ I Hxn(0)
— (=W G+ MG |(@B)s |
<9 H(LB)TS H <0 (29)

Therefore, the controller (23) using function (24)
guarantees that the sliding mode can be maintained for
allt > 1.

In the following, the condition for the asymptotic
tracking of (13) is provided in the form of an LMI,
and consequently, the stability of the nonlinear integral-
type sliding surface is proven.

Theorem 2 Consider the closed-loop system (13) with
the time-varying delays t;(t) bounded by scalars ¢;
where |T;(t)| < ¢ < 1. Suppose that Assumptions 1
and 2 are satisfied. If there exist matrices S; > 0,1 =

N
Va(&. 1) = IT (O PR +FT (O PR+ D T (ORiE ()
i=1

N
= > A= )E"(t — O RiE( — 7:(1))
i=1

=i () [P(A+ BK)+ (A+ BK)'P
+ PBN + (PBN)'+ PBEK+(PBEK)"
+PBQI+E+ENyGE()B P]%(1)

+i'PBF + F'BTPx
T

Ni
- {B > Na(w)E( — 7 <r)>} PX(1)

i=1

Ny
+iTOPB D Na@e)E(t — 5(1))

i=1

N N
+ D FTOREO-D (1 —)F"
i=1 i=1

1,..., N1, X > 0, and Y with appropriate dimensions x(t — 1 (1)) R; X (t — 7; (1)). 32)
such that:
AX + XAT + A+ w[BY +Y"BTI+ 31 s 0 0
* —1—=¢)S 0 0
) <0, (30)
* * . 0
* * * —(1— gNl)SNl

then using K = YX Yand P = X~V in (10) and
(11), respectively, the CNF control law (12) guarantees
that the output y(t) asymptotically tracks the reference

output ym (1).

Proof Constructing the Lyapunov—Krasovskii func-
tional candidate as:

Ny !
VG =T 0ri0 + Y [ SR,
izltfr,'
3D
where the real symmetrical matrix R; > 0 is deter-
mined using the LMI. Taking the derivative of (31)

along the trajectories of the closed-loop system in (13)
yields:

@ Springer

In the light of Assumption 1, one can obtain that:

Vo(%, 1) < 57 (1) [PA+ ATP+(1+4)

N
x (PBK+KTBTP)] ) + ;iT(t)R,-i(t)

N
= > A= )F (= ) RiF(E — 7 (1))
i=1

+2[BTPi 0| %pui ]
i=1

+2(p IE0I + p) | BTPRO)|

+2(1 + Wit () PBY (X(1))BT PX(1). (33)
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Substituting (19) in (33) yields:

Np
V(i) < W Ow + 2(p + o, RO+ D pui I — (r)>||) |7 Pi)|
i=l1

Ny 2
(,0 + o IXON + 22 pui X - Ti(l))”)

i=l

_2 H BTP)Z(t)”2

Ny
|BTPx(t)| (p + o, IFON+ D pui 15 — 7 (r))u) +o (X))
i=l1

N
(p +or IO + zl pui 1%t — 7 (r))n) |BTPx(®)] o (G(1)
=vTou 42 =

> . (34)
1
|BTPE®| (p + o XD+ X pui 1X( — 7 (r))||) +o(E0)
i=1
where W = [%(1) £(t — 71 (1)) -+ ¥(t — Tn (1)) ] and
T TRT Ny
PA+A'"P+(1+w[PBK+K'B'P1+>. R 0 0
s —(1=¢)R 0 0
0= .
* * - 0
* * * —(1 - §'1\/1)RN1
t
Assuming X = P~ §; = XR;X and pre- and < o |IX@o)I? +/kmin(Q) W (1) de
post-multiplying O by X, LMI (30) is obtained. "
Considering the fact that: p
+2 [ otindr, (38)
< <o, VYo,0 >0, (35)
o+6 fo
the last term in (34) becomes less than 20, and thus it and hence:

follows that: ;

0<crIZ@O? <2 lF@)I* +2 / o (F(r))dr. (39)

fo

Va(®, 1) < dmin(Q) |W[* + 20 (X (1)). (36)

On the other hand, there always exist two positive con-

Notice that for ¢ > 1y, we have:
stants ¢ and c¢; such that:

t

l IFOI2 < VaGE0)) < 2 1@ 37) sup / oG (o)dr < 5, 40)

t€(tp,00)
fo

From (36) and (37), one can obtain:
where using (40) in (39) yields:

0 <ci XN < VoG (1))

, 0 < ¢ [EI? < e2 1% () |* + 26 @1
= Va(X(t0)) + / V2(¥(7))dr Moreover, taking the limit of (38) as  approaches infin-
fo ity, follows that:
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t
0= I+ fim [ Ann(Q) 19O dr
0]

t
+2 lim /o(i(r))dr. 42)
—00
0]
Form (20) and (42), one can obtain:

t
— lim / Amin(Q) 1 ()12 dt <2 [1Z (0) 1> +25.
11— 00
1o

(43)

It follows from (41) that x(¢) is uniformly bounded.
Since x(¢) is continuous, it is uniformly continuous,
and therefore, the term Apmin (Q) ||V (7) ||2 in (43) is also
uniformly continuous. Applying the Barbalat Lemma
to (43) results in:

lim Amin(Q) [W ()] = 0. (44)
11— 00
Because Apin(Q) < 0, one can conclude that:

lim ||W()|| =0. (45)
11— 00

Therefore, the closed-loop system described by (13)
is uniformly bounded and its auxiliary state x(¢) uni-
formly asymptotically converges to zero. Then, it
can be obtained from (9) that the tracking error e(t)
decreases asymptotically toward zero. O

3.2 Robust performance analysis

For any control problem to have satisfactory behavior,
two objectives must be achieved, namely stability and
performance [38]. The control law (23) is designed so
as to satisfy asymptotic stability in the Lyapunov sense
and the performance measure in L, sense satisfying:

T T
/||s||2dt < gz/HWH2dt, (46)
0 0

for some ¢ > 0, T > 0, and all W e L,(0,T). To
prove (46), the following inequality holds:

. T -
—(gW—s) (gW—s) <. (47)
Form (47), one can obtain:

~ 1|12 ~
Isll =62 | W] < 20517 - 265™W. (48)
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Then, it follows from (29) and (48) that:

T T

12 _
/(nsn = |w | Har s/z(nsnz—gsTwmt
0

0

IA

T
/ 2(]Is 1> = gsTW)dr 4 V1 1dr — (V1 (T) — V1 (0))
0

T

IA

/[2(||s||2 — osTW)dt — v H (LB) s H]dt
0

A

T
< [Isi@isi+2c W] - vizsna. @)
0

Using (22), the sufficient condition to guarantee
inequality (49) is derived as follows:

sl =

T
Lx(t) — L{x(0) + / (AX(t) + Bk (X, t))dt}
0

< ILIHx @) = xO) | + L1l

X

T
/ [(A+ BK + ¢ (%)BT P)X(t) + BHxpm(7)]dr
0

T
< IILI (Ili(l)ll + X + 1A+ BK]| H/o x(r)dr

) |

(50)

T

/xm (7)dt

0

T

+ |1BH]| + / V()BT PR (z)dr
0

Now assuming max [|X(¢)|| < R, itfollows from (21)
and (50) that ||s|| < <, where:

S=[LI®R+IXO[+IA+ BK|NT+||BH| M\ T

Ni
T
+— + 0N + iqi N . 51
1+M(p Pr vaz% )) (51

i=1

Therefore, the inequalities (46) and (49) can be

accomplished by appropriately choosing the sliding

variable ¢ that satisfies:
23+ 26pq4

= LB 2)

4 Selection of the nonlinear function o (X (¢))

The required properties of the nonlinear function
o (x(¢)) and some of its examples are discussed in [24].
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To adapt the variation of the tracking target, the non-
linear function is chosen as:

O'(i(t)) = ﬂem’ (53)
where

_ ) y@) = ym @I, y(0) # ym(?)
0= [ 1 ¥(10) = ym(®) >4)

and « and B are the positive scalars which can be tuned
to yield a desired performance, i.e., fast settling time
and small steady-state error. The nonlinear function
o (x(z)) smoothly varies from the initial value Be™“
to the steady-state value O as ||y(¢) — ym(2)|| tends to
zero. As it is clear from (54), the scaling parameter
oo changes for different values of the tracking target
ym(?), and consequently, the initial value of the non-
linear function o (x (¢)) does not depend on the tracking
target ym (7).

Since we consider a tracking-control problem, a
direct and simple performance index is the integral of
absolute-value of error (IAE) with the following for-
mula:

iy
IAE=/|e|dt, (55)
0

where 7 represents the total running time. Also, to
address the settling time and overshoot of the transient
response, the integral of time-multiplied absolute-value
of error (ITAE) is presented:

ty

ITAE = /t le| dz. (56)
0

To show the consumption of energy, the integral of the

square value (ISV) of the control input is represented
by the following formula [39]:

Iy
ISV = / u*(t)de. (57)
0
In the following, the optimized parameters « and
B of the nonlinear function (53) are determined. To
evaluate the performance of the closed-loop system, a
multi-objective performance criterion is chosen which
includes steady-state error Egsand IAE and ISV indices.

The proposed cost function is considered as follows
[40]:

() = wiIAE 4+ wsISV + w3 Es, (58)

where w;, i =1, ..., 3 are the desired weighting para-
meters and x = [«, ﬂ]T is the solution point.

Since the closed-loop system is nonlinear, the min-
imization problem (58) is numerically solved using
MRS algorithm, which s a direct-search-based method.
The MRS method involves the following steps:

Step 1: Choose a starting point x as the current point,
and b as a bias which is initially set equal to
ZEero.

Step 2: Evaluate the objective function at the new point
X + b+ dx where dy is a random vector.

Step 3: If f(x +b+dx) < f(x),setthe current point
x equal to x +b+d x and the bias term b equal
to 0.2b + 0.4d x then jump to step 6.

Step 4: If f(x+b—dyx) < f(x), setthe current point
x equal to x +b—d x and the bias term b equal
to b — 0.4d x then jump to step 6.

Step 5: Set the bias term equal to 0.5b.

Step 6: If the maximum number of function evalua-
tions is not reached return to step 2.

Remark 2 The chattering phenomenon is due to the
presence of the sign function in the switching term, and
it can cause the control input to start oscillating around
the zero sliding surface, resulting in unwanted wear
and tear of the actuators [41]. In order to reduce chat-
tering in the actual implementation, the discontinuous
function % in (23) is replaced by a smoothing
(LB)Ts

T@e S’ where 7

continuous function of the form

is a small positive constant.

Remark 3 To attenuate the chattering behavior, the unit
T
vector function % in the control law (23) should

be replaced by the saturation function sat (%)TS),
where ¢ > 0 is a small scalar. It can be visualized
that as ¢ — 0, the function sat %)T‘Y tends to the
unit vector function. The variable ¢ can be used to trade
off the requirement of maintaining ideal performance
with that of ensuring a smooth control action. There-
fore, similar to [1,30,42-46], the control law (23) is
modified as:

K(ia Z‘) - (T} +M(x7 t))
xsat(—(“i)TS),

K(X,1),

u(t) = ifs #0 59)

ifs =0

where sat(.) is a saturation function and ¢ is the bound-
ary layer thickness.
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G
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\

Fig. 1 Planar presentation of RIP system

X

Remark 4 For a more smooth change of the switching
signal, a hyperbolic tangent function has also been used
to introduce a thin boundary layer around the sliding

surface as tanh (%), where ¢ denotes thickness of
the boundary layer. Hence, the control law (23) can be

modified as:

g (LB)'s
u(t) =«(x,t) — (n+ M(x,t)) tanh ( - ) .

(60)

5 Simulation results

To illustrate the usefulness of the proposed method, in
this section, the following examples are considered. In
Example A, we apply the proposed tracking method to
a rotary inverted pendulum (RIP) system with uncer-
tainty and time-varying delays due to non-symmetrical
backlash and various frictions. In Example B, the vibra-
tion control of an uncertain time-delay system which
is proposed in [1] is presented. In Example C, for the
sake of comparison, we apply the proposed method to
an uncertain system with multiple time-varying delays
provided in [1,34], and we compare the performance
of the three controllers.

5.1 Example A: RIP system

The RIP system is a well-known test platform for eval-
uating control methods. Figure 1 shows the schematic
diagram of an RIP system [40,47].

Let op be the pendulum angle and 6, be the arm
angle. Also, let 7y, u, I, mp, ry and Jy, be the motor
torque, control input, pendulum length, pendulum

@ Springer

mass, arm length and moment of inertia of the effec-
tive mass, respectively. The dynamic equations of this
system considering time-varying delays, backlash and
friction effects are [40]:

(Ap + By sin® ap)fy + (Cp cos ap)dp
— (Cpsinap)dy + (By sin 2ap)rpby

+ Fyby + Gpsgn(8y) + Hyby = Ipu

ap(t — 1;)
ApBp — CS 2 ap(t — ;)
L ; ICION A A 1D
éa(t - T)
Byap + (Cp cos Olp)éa — (Bp sinayp, cos ap)éf
— Dpsinap + Epap =0, (62)

where E},, Fp, I, Gpand Hp are the pendulum damp-
ing constant, arm damping constant, control input coef-
ficient, arm Coulomb friction and elasticity coeffi-
cients, respectively. The coefficients Ap, Bp, Cp and
Dy, are calculated as [48]:

2 1 2
Ap =mpry +Jp, By = gmplp,

1 1
Cp = Empralp, Dy = Empglp. (63)

The parameters of nonlinear model of the whole system
are given as follows [48]:

Ap =3.291, B, = 0.237, C, = 0.237, D, = 6.052,
E, = 0.0132, F, = 14.283, G, = 1.428, H, = 1.72,
I, = 141.32.

The nonlinear model of the RIP system demon-
strated in (62)—(63) can be linearized around the unsta-
ble equilibrium point (¢p = 6, = 6, = 6, = 0)
resulting in the following equation [47]:

x(t) = Ax(t) + Bu(t), (64)
where x = [ dp 64 0, ]T, and
0 1 0 0
A = 1 ApDy —ApE, CoH, CpF,
ApB, — Clg 0 0 0 1 ’
—CpDy CoE, —ByHy —BpFy
1 T
B=———10 —Cpl, 0 Byl .
Apo _ CS [ PP P P]
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Because of linearization of RIP system equations,
higher-order terms are eliminated, and uncertainties,
disturbances and time-varying delays in linearized
model parameters must be considered in control
approach. Thus, we encounter the following system:

0 28 0 0

' 558 —0.12 1.15 95
x(n)= o 0 0 0
—4.02 0.01 —0.6 —5.03

+AA(r (@) | x(t)

2
+ Z AAgGi(v(@)x (@ — 7 (1))
i=1
0
—94.32
T | e FON TP

—4.02

05000

YO =1 g 9500 [*O:
with disturbances r, p, ¢, v satisfying: |r(z)] < 0.5,
Ip@®)] < 0.5, |g(®)] < 0.5, |[v(®)| < 1.5. Moreover,
the reference model is given as:
(-5 0 0 0
0-50 0
0 0 -50

0 0 0 -5

u(t) + Wig)),

(65)

Xm(t) = xm (),

[ 46 23

23 0
825 —4.15 —4.15 0 | ™) (66)

Ym(?) =

Here, the matrices G and H can be obtained from (3)
as follows:

9.3 4.6 46 0
G = -165 —-83 —-83 0

21.8 109 109 0|’

—38.8 —194 —-194 0

H=[105050].

From (4) and (65), one can obtain: N(r(t)) =
r(t)[0.4 0.71 1.5], E(p(t)) = p(), W(q()) =
q(t), Na1(v(®)) = v(t) [0.3 0.70.5 0.4] , Nap(v(1))
= v(t) [0.2 0.4 0.5 0.8]. Then, from (5) and (65), the
following parameters are calculated: p, = 1, u =
0.5, p; = 0.5, py1 = 1.5, py2 = 1.5. The constant
parameters are selected as: w) = [0.40.2], wy =
0.02, w3 = [1 1], n=03,6=029=05 L=
[0.5 1 0 1].For the simulation purposes, the uncertain
time-varying parameters and their initial conditions are
set as:

v() = 1+ 0.5sin(2¢),
q(t) = 0.5sin(3¢),

p(t) = 0.5cos(21),
r(t) = 0.5sin(31),

x©0) =7 =1 -31]", xu(0) = [2 -3 -0.54]",
and the time-varying delays 71 (¢) and 7,2 (¢) are chosen
as shown in Fig. 2, where t1(¢) = 1 4+ 0.5 sin(7r?).

A solution of matrices P, K and R;,i = 1,2 in
(30) is found using Matlab LMI toolbox as:

0.302 0.083 0.031 0.064
0.084 0.035 0.01 0.027
0.031 0.01 0.008 0.01 |’
0.064 0.027 0.01 0.025

3.7 1.09 0.379 0.826

1.09 035 0.117 0.27
0.379 0.117 0.043 0.09 |’
0.826 0.27 0.09 0.212

K=[128 022 0.076 0.22].

Ry =Ry =
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The nonlinear functions v (x(z)) and o (x(¢)) are
defined in the form of (19) and (53), respectively, where
the parameters « and f are obtained by solving the min-
imization problem (58) using the MRS method. Specif-
ically, we begin the MRS algorithm with « = 2 and
B = 20. The MRS method gives the optimal parameters
o = 0.126, B = 18.12 after 17 number of iterations.
Figures 3 and 4 demonstrate the variations of the cost
function and the optimized parameters, respectively.
The state trajectories of the system using the control
law given in (59) are shown in Fig. 5. The trajectories
of the system output and the tracking error are depicted
in Fig. 6. It can be seen from Fig. 6 that the track-
ing error is regulated to zero by the proposed robust
controller, irrespective of the time-varying delays and
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uncertainties. Figure 7 demonstrates the control input
which shows the good performance of the proposed
method. The trajectory of the sliding curve is demon-
strated in Fig. 8 where the sliding mode exists from the
initial time ¢ = 0.

‘When the state measurements are noise free, the con-
trol signal will be smooth because of the use of the
boundary layer ¢. Here, the effect of the measurement
noise on the system states is considered. A zero-mean
Gaussian measurement noise with standard deviation
0.01 is used which is shown in Fig. 9. When the state
measurements are contaminated with uniform noise,
the results are very similar to the results shown in
Figs. 5, 6,7 and 8. The trajectories of the tracking errors
and control signal are illustrated in Figs. 10 and 11.
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As it can be seen, the tracking errors and control sig- For robustness analysis, we select n = 0.7 and
nal have a slight chattering due to the measurement L = [0.3 0.80.60.5 ], and consider the initial
i . T
noise. conditions are set as: x(0) = [0.804012] ,
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Fig. 9 The measurement 0.04 : .
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Fig. 10 The tracking errors
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Fig. 11 The control signal 150
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100
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xm(0) = [ 10.20.4 0.8]T.The uncertain time-varying
parameters are selected as:

v(t) = 1+ 1.5sin(31),
q(t) = 1.5cos(51),

p() = 1.5cos(41),
r(t) = 1.5cos(4t).

The trajectories of the system states, output, track-
ing error, control input and sliding curve are shown
in Figs. 12, 13, 14 and 15, respectively. These results
demonstrate the robustness of the proposed controller
in the new conditions and show reasonable perfor-
mance as well.
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1
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5.2 Example B: a vibrating uncertain time-delayed
system

Consider the vibration of uncertain time-delayed sys-
tem (1) which is proposed in [1] with:

0 1 0 0
A=10 1 21, B=|0.11],

-1 -2 0 1
C:[l 1 0], N(r):[r 0 2r],
E(p)=p, W) =q,

Ni=2, Ng(=[0 v 15v],
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Fig. 12 The state
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Fig. 15 The sliding curve 0.15

0.05

Amplitude

-0.05

-0.1

Nop(w)=[v 2v 0], 71 =1+0.5sin(71),
77 = 1 — cos(2t),

r =sin(3t), p=1—0.5cos(2¢),

g =0.5sin(3t), v =14 0.5sin(2¢).

The reference model with an oscillatory behavior is
given by (2) with:

0 1
Amz[_l o]’ Cm=[1 1]. (67)
The constant parameters are selected as: n =
0.3, =03, ¥ =0.5,and L = [1 0.5 1 ]. The initial
conditions are given as: x(0) = [O 0 O]T and x, (0) =

[l O]T. The open-loop system is unstable since its

eigenvalues are: 1123 = —0.433,0.716 + j2.026.
Solving (3), the matrices G and H are obtained as:

1 0
G= 0 1

~0.5786 —0.5711
H=[15711 14214].

Figures 16 and 17 show the trajectories of the tracking
error and the desired and actual outputs, correspond-
ingly. Also, the trajectories of the sliding surface and
control input are displayed in Figs. 18 and 19, respec-
tively. The simulation results confirm the stability of the
closed-loop system subject to uncertainties and time-
varying delays. The suggested technique can guarantee
that the tracking error decreases asymptotically to zero.

5.3 Example C: an uncertain system with multiple
time-varying delays

Extending the uncertain time-delay system given in [1,
34] to include multiple time-varying delays, we get:
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Fig. 16 The tracking error
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Fig. 17 Trajectories of the system and model outputs

. —11 0 0
0= ([ 0 2] * [n(r) rszx(”

3
+ Z AAG((@)x(t — 7 (1))

i=1

(Lo 2o

y=[10]x(), (68)
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g. 18 The sliding surface
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Fig. 19 Control input

where 7;(¢)’s are time-delays. The disturbances and
uncertainties have the following bounds:

lr(0)] = 0.5,
lg(1)] < 0.5,

@] < 1,
lv()] < 1.5,

lp()] = 0.5,

and

anem =g o] anneen = 0 0],

AAgs(v(1) = [Ug) vg)} .

The reference model is specified by:

Xm(t) = |:_02 _ll]xm(t),

(@) = [0 1] xm (). (69)

From (3), the solution of the matrices G and H can
be obtained as follows:

G:[gé], H=[00].

From (4) and (69), one can obtain: N(r(t)) =
(@) r@®], E(p@) = p@), W(g(@) = q@),
Nai(v(@®) = [0 v(®)], Nao(v(r)) = [v(@) 0],
Ngz(v(t)) = [v() v()]. Then, from (5), (18) and
(69), the following parameters are calculated: p, =
112, w = 0.5, pg = 0.5, py1 = pr2 = 1.5, py3 =
212, lxm@®)| < M = 141, p = 9.3. The con-
stant parameters are selected as: ¢« = 0.626, B =
601, L =1[1 1], =0.3,% = 0.5,and ¢ = 0.2.
For the simulation purposes, the uncertain parameters
ri(t), ra(t), p(t), q(t), v(t),andinitial conditions are
set as follows:

ri(t) = 0.5sin(3t), ryo(t) = sin(3t),
p(t) = 0.5cos(2t), ¢q(t) =0.5sin(3¢),
v(t) =1+ 0.5sin(2¢),
x(0) = [3 21T, xn(0) = [1 1]T. The time-varying
delays 71(¢), t2(f) and t3(¢) are chosen as shown in
Fig. 2, where 71 (f) = t3(t) = 1 4+ 0.5sin(7r¢).

The solution of the LMI is obtained using Matlab
LMI toolbox which gives the following results:

[0.4011 0.3001
F= | 0.3001 0.6603} , K =[-1.5342 —3.2832],

[ 2.7988 —0.0580
| —0.0580 3.6189 |’

o [ 3.0058 —0.1234
271 201234 36172 |

S =

5. _ [2:81700.0008 _ [0.7622 1.0335
3= 10.0008 3.5605 | > ' T | 1.0335 1.8071 |’
. _ [0:7796 1.0348 _ [0.7741 1.0450
27 1.0348 1.7991 | 72 T | 1.0450 1.8066 |-

The nonlinear function v (x(¢)) is defined in the
form of (19) and o (x(¢)) is in the form of (53). In the
following, the simulation results of the proposed con-
troller with the scaled nonlinear function are illustrated
in comparison with the results of [1,34]. To compare
the results with those of [1,34],the system is also simu-
lated with the adaptive controllers given in [1,34]. Fig-
ure 20 shows the trajectories of the system states. This
figure reveals the importance of adding the nonlinear
function ¥ (x(¢)) for improving the system response.
Figure 21 demonstrates the trajectory of the tracking
errors and the error between the desired and actual out-
puts, respectively. As it can be seen from the results,
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the proposed method provides faster and better tran-
sition responses over those of other methods. The tra-
jectories of the sliding curves are illustrated in Fig. 22.
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The comparison of the control inputs is illustrated in
Fig. 23 which shows control signal of the proposed
ISM-CNF method has much better behavior in compar-
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Fig. 22 The sliding curves 2y T T T T T T T I I
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ison with those of the controllers in [1,34]. One can see to the origin without any chattering. However, Fig. 23
that the control input proposed in this work approach shows that the control signal introduced in [1] contains
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Table1 IAE,ITAE and ISV of the system with ISM-CNF com-
pared to those of [1,34]

TIAE ITAE ISV
Proposed ISM-CNF 0.315 0.248 34.532
Pai [1] 0.944 0.353 337.99
Wu [35] 2.294 6.233 363.93

high-frequency oscillations which are undesirable in
practice. We repeat the simulation when the state mea-
surements are contaminated by a zero-mean Gaussian
noise with standard deviation 0.01. The trajectories of
the tracking errors and control signal with measure-
ment noise are illustrated in Fig. 24. The results are
similar to the previous simulation, which demonstrates
that the proposed method has good robust performance
in the face of measurement noise, too.

The TAE, ITAE and ISV comparative results are
given in Table 1. As it can be seen, the IAE, ITAE and
ISV performance indices for tracking error and con-
trol signals are much smaller using the proposed ISM-
CNF controller compared to other ones, which demon-
strate the superior tracking improvement of the pro-
posed method over the previous works. One can con-
clude from Table 1 that, for instance, the IAE improve-

ment of the tracking error and ISV improvement of the
control input using ISM-CNF controller is three and 9.7
times better than those of [1], and 7.3 and 10.5 times
better than those of [34], respectively.

To study the robustness of the proposed ISM-CNF
controller and to compare its performance against those
of the controllers of [1] and [34], the uncertain para-
meters rq(t), r2(t), p(t), and g(t) are changed with
greater values as follow:

ri(t) = 1.5sin(31), ry(t) = 1.5sin(31),
p(t) = cos(2t), q(t) = 5sin(3t).

Figure 25 shows the trajectories of the system states
in the new conditions, with different magnitudes of dis-
turbances and uncertainties. The trajectories of the sys-
tem outputs and the sliding surfaces are illustrated in
Fig. 26. The comparison of the control inputs and the
tracking errors is shown in Fig. 27. It is seen that the
proposed control input in this work is free of the chatter-
ing. In contrast, the control signal obtained by the slid-
ing approach in [1] suffers of the chattering. All these
figures verify that the proposed ISM-CNF method has
much better robust performance in comparison with the
controllers of [1,34].

For the new values of disturbances and uncertainties,
the TAE, ITAE and ISV results are given in Table 2.

Fig. 25 The system states 3 T T T T T T T T T
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The IAE, ITAE and ISV performance indices are much
less for the proposed ISM-CNF controller compared
to other ones. For example, the IAE improvement of
the tracking error and ISV improvement of the control

Time (sec.)

input using ISM-CNF controller is 4.7 and 14.3 times
better than those of [1] and 5.8 and 17.8 times better
than those of [34], respectively. Then, by comparing the
results of Table 2, one can conclude that the tracking
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Table 2 IAE, ITAE and ISV of the closed-loop system for
greater values of disturbances and uncertainties

IAE ITAE ISV
Proposed ISM-CNF 0.663 3.062 49.776
Pai [1] 3.162 9.746 711.07
Wau [35] 3.893 13.95 888.96

performance of the proposed ISM-CNF controller is
superior to that of the controllers of [1] and [34].

6 Conclusions

In this paper, the theory of the combination of CNF
and ISM techniques was considered for robust track-
ing and model following of linear MIMO systems
with time-varying uncertain parameters, external dis-
turbances and multiple delayed state perturbations. The
ISM-CNF control law was designed to guarantee the
tracking of the reference trajectory in the presence of
uncertainties and without experiencing large overshoot,
and keeping the invariance property of ISM method in
rejecting disturbances. The asymptotic tracking condi-
tions were provided in the form of an LMI. The result-
ing LMI was solved to obtain the controller gains as
well as the Lyapunov—Krasovskii functional parame-
ters. The effectiveness of the proposed method was
shown by three simulation examples. As it can be
observed from the simulation results, the state trajec-
tories are successfully regulated to zero in the face of
measurement noise and chattering effects, and the pro-
posed method yields much better robust performance in
comparison with the results of the controllers of [1,34].
The design method can be considered as a promising
way for controlling similar nonlinear systems.
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