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Abstract In this paper, fault-tolerant sampled-data
control for flexible spacecraft in the presence of exter-
nal disturbances, partial actuator failures and proba-
bilistic time delays is investigated. In particular, unlike
the common assumptions on continuous-time informa-
tion on control input, a more realistic sampled-data
communication strategy is proposed with probabilistic
occurrence of time-varying delays which is modeled
by introducing Bernoulli distributed sequences. The
main purpose of this paper is to derive fault-tolerant
sampled-data control law which makes the closed-loop
system robustly asymptotically stable with a prescribed
upper bound of the cost function about its equilibrium
point for all possible actuator failures. More precisely,
by constructing an appropriate Lyapunov–Krasovskii
functional involving the lower and upper bound of the
probabilistic time delay, a new set of sufficient condi-
tions are derived in terms of linear matrix inequalities
for achieving the required result. Numerical simula-
tions are presented by taking the real parameters to
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the considered aircraft model, which is not only high-
lighting the ensured closed-loop performance by the
proposed control law, but also illustrates its superior
fault tolerance, fast convergence and robustness in the
presence of external disturbances and actuator faults
when compared with the conventional controller. The
simulation result reveals the effectiveness and potential
of the proposed new design techniques.

Keywords Flexible spacecraft · Fault-tolerant
control · Sampled-data system · Probabilistic time
delays

1 Introduction

Flexible spacecraft plays an important role in com-
munications, navigation, remote sensing and so on
[1]. Moreover, the design of control systems for flex-
ible spacecraft is challenging issue since its dynamics
include a large number of weakly damped elastic modes
coupled with the rigid modes, and hence, the model
parameters and disturbance inputs act on the space-
craft are not precisely known [6,9]. In particular, when
some actuator failures occur in spacecraft systems, the
performance of the control system can be degraded and
even the closed-loop system becomes unstable. There-
fore, to enhance system reliability, it is significant to
design fault-tolerant control so that the performance
of the system becomes well even in the presence of
some actuator failures. That is, a fault-tolerant control

123



1836 R. Sakthivel et al.

possesses the ability to accommodate for system fail-
ures automatically and to maintain overall system
performance in the presence of component failures
[19,21]. Meanwhile, the spacecraft commonly oper-
ates in the presence of various disturbances which
include aerodynamic torque, radiation torque, gravita-
tional torque and other environmental torques. Further,
the design of control scheme in H∞ setting has good
advantages, and it is well known that the H∞ perfor-
mance is closely related to the capability of disturbance
rejection in dynamical systems [14,16]. Recently, with
the rapid development of LMI technique and Lya-
punov approach, delay-dependent sufficient conditions
for dynamical systems via H∞ control law have been
extensively studied in the literature [5].

In practice, the model parameters of the spacecraft
cannot be exactly determined, since the spacecraft sys-
tem is always subjected to uncertainties. Further, the
dynamics of a spacecraft is usually time-varying and
highly nonlinear in the presence of various uncertain-
ties due to environmental changes. Moreover, the atti-
tude dynamics of spacecraft are coupled and highly
nonlinear which makes that the design of controller will
be complicated for achieving the good performance.
During the past decades, considerable efforts have been
made to design robust control for flexible spacecraft
systems for simultaneous attitude control and vibration
suppression [10,15]. In recent decades, fault-tolerant
control is becoming an increasingly important area of
research activities, and many investigations on fault-
tolerant control have been carried out for linear or non-
linear system [23]. Moreover, in order to enhance the
system reliability and to discuss the robustness issue
in a spacecraft attitude system against inertia uncer-
tainties and bounded disturbances, an accurate fault-
tolerant control is needed.

However, it should be mentioned that almost all
of the existing results mainly rely on the assumption
of continuous-time information exchanges on control
input, which means that all information is transmitted
continuously. More precisely, discrete-time communi-
cation is used with sampled-data information instead
of continuous-time communication, which is totally
different from existing research works and is more
useful in realistic situations [2,4,8,11,12]. By adapt-
ing the key idea from sampled-data control systems
[3,17,20], in this work, only the samples of the control
input signals at discrete time instants will be employed
for investing the stability of flexible spacecraft sys-

tem. Furthermore, since the effects of time delays are
inevitable, it is important and necessary to consider
time delay into account when considering the dynam-
ics of systems [24–26]. Moreover, in practical systems,
the study of control scheme with time-varying delay is
more important than that with constant delays. Actu-
ally, the time delay in many realistic control systems
exists in a stochastic fashion [7,13,22]. In particular,
a stochastic model is introduced in control input to
describe the probabilistic effects of the time-varying
delays, where the probability distribution for occur-
rences of the delays is known a priori [18]. How-
ever, to the best of author’s knowledge, fault-tolerant
sampled-data control scheme for flexible spacecraft
with randomly distributed time-varying delay and actu-
ator faults has not been reported in the present literature,
which motivates our study.

The main objective of this paper is to design a
state feedback fault-tolerant sampled-data controller
such that for all possible actuator failures the closed-
loop system is asymptotically stable with a prescribed
upper bound of the cost function. By constructing a
proper Lyapunov–Krasovskii functional and employ-
ing LMI technique, a new set of sufficient conditions
are obtained to guarantee the asymptotic stability of the
considered system and also to design the fault-tolerant
sampled-data controller. The main contributions of this
paper are organized as follows:

• In the proposed model, a more realistic sampled-data
communication strategy is proposed with probabilis-
tic occurrence of time-varying delays.

• A unified framework is established for the fault-
tolerant controller design in which the disturbance-
rejection attenuation, probabilistic time delays and
sampled-data information are enforced.

• The sampling time-varying delay in the control input
is considered with random instants, that is, the mea-
surements are sampled at a fixed time but arrived
to the processing unit with a random time-varying
delays.

• It should be noted that the proposed results are more
general because it can guarantee the required result
for fixed faults and as well as fault value occurring
in a range of interval, and also normal actuator oper-
ating case.

Finally, numerical example with simulation result is
provided to illustrate the effectiveness and the advan-
tage of our theoretical results.
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Notations The notation is fairly standard throughout
this paper. Rn×n denotes the n×n-dimensional Euclid-
ean space; the superscripts “T ”and “(−1) ”stand for
matrix transposition and matrix inverse, respectively;
P > 0 represents that P is real, symmetric and positive
definite; I and 0 denote the identity and zero matrices
with compatible dimensions, respectively; we use an
asterisk (∗) to represent a term that is induced by sym-
metry matrix; and * represents a term that is induced
by symmetry. For a vector w(t), its norm is given by
‖w(t)‖ = ∫ ∞

0 wT (t)w(t)dt . Finally, if not explicitly
stated, all matrices are assumed to be compatible for
algebraic operations.

2 Problem formulation and preliminaries

In this work, we consider the single-axis model
obtained from the nonlinear attitude dynamics of the
flexible spacecraft [15]. In this paper, we consider the
situation in which the actuator experiences failure dur-
ing the entire attitude maneuvers, and then, the faulty
dynamics of the spacecraft with one rigid body and one
flexible appendage can be described by [23]:

J θ̈ (t) + F η̈(t) = uF (t),

η̈(t) + Cm η̇(t) + Λη(t) + FT θ̈ (t) = 0, (1)

where θ(t) denotes the attitude angle; J is the moment
of inertia of the spacecraft; η(t) represents the flex-
ible modal coordinate; F is the rigid-elastic cou-
pling matrix; and uF (t) is the control torque gener-
ated by the reaction wheels that are installed in the
flexible spacecraft. Further, Cm and Λ denote damp-
ing and stiffness matrices and are defined as Cm =
diag{2ξ1�1, . . . , 2ξn�n} and Λ = diag{�1

2, . . . ,

�n
2}, where ξi , (i = 1, . . . , n) is the damping ratio,

�i , (i = 1, . . . , n) is the modal frequency, and n
is their dimensions. Moreover, the vibration energy
is concentrated in low-frequency modes in a flexible
structure, and its reduced order model can be obtained
by modal truncation. So, by taking the first two bending
modes into account, the system can be written as
(J −F FT )

θ̈ (t)= F(Cm η̇(t)) + Λη(t) + uF (t). (2)

In order to formulate the fault-tolerant control problem,
the fault model must be considered. Now, we consider
the reliable control signals in the following form [23]

uF (t) = Gu(t),

where G denotes the control effectiveness factor, ie., the
actuator fault matrix and satisfies the following condi-
tion

G = diag {g1, g2, . . . , gn} , gi ∈ [g
i
, gi ],

i = 1, 2, . . . , n, 0 ≤ g
i
≤ gi ≤ gi ≤ 1,

where gi is an unknown constant; g
i

and gi rep-
resent the known lower and upper bounds of gi ,
respectively. Also, for simplicity, we define Ĝ =
diag

{
ĝ1, ĝ2, . . . ĝn

}
, Ǧ = diag

{
ǧ1, ǧ2, . . . ǧn

}
, L =

diag {l1, . . . , ln}, where

ĝi = gi + g
i

2
, ǧi = gi − g

i

gi + g
i

,

li = gi − ĝi

ĝi
, i = 1, 2, . . . , n. (3)

Then, we have

G = Ĝ(I + L), |L| ≤ Ǧ ≤ I, |L|
= diag {|l1| , . . . , |ln|} . (4)

It should be mentioned that when gi = 0, then the i th
actuator completely fails and that when gi = 1, then the
i th actuator is normal. Also, if 0 < gi < 1, then the i th
actuator has partial failure, ie., the considered fault is a
partial loss of control effectiveness. By denoting x(t) =
[θT (t) θ̇T (t)]T , then the system (2) with actuator faults
(4) can be written in the following state-space form

ẋ(t) = Ax(t) + BGu(t) + Bw(t),

y(t) = Cx(t), (5)

where A =
[

0 I
0 0

]

, B =
[

0
(J − F FT )−1

]

, C = I

and w(t) = F(Cm η̇(t)+Λ(t)) is the disturbance from
the flexible appendages and belongs to l2[0, ∞] and
satisfies ||w(t)|| ≤ δ.

It should be noted that time delays are often exist
in flexible spacecraft due to the physical structure and
energy consumption of the actuators. Further, it should
be mentioned that the time delays in control input may
be variable due to the complex disturbance or other
conditions. Motivated by this fact, in this paper, we
consider the sampled-data control input described by
variable time delays in the following form

u(t) = ud(tk) = ud(t − (t − tk)) = ud(t − τ(t)),

tk ≤ t ≤ tk+1, τ (t) = t − tk, (6)

where ud is a discrete-time control signal, the time-
varying delay 0 ≤ τ(t) = t − tk is piecewise linear
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with the derivative τ̇ (t) = 1, and for t �= tk, tk is the
sampling instant.

In this work, the control input u(t) is sampled before
feedback into the system, which provides way to the
sampled-data control problem. Also, we consider the
sampled-data control input in the form

u(t) = K x(tk),

where K is the state feedback gain to be determined.
The interval between any two sampling instants is
assumed to be bounded by τM which means that for
any k ≥ 0, tk+1 − tk = τk ≤ τM always holds, where
τM is the maximum upper bound of the sampling inter-
val τk . By defining τ(t) = t − tk , the sampling intervals
can be written as tk = t − (t − tk) = t − τ(t) and the
control input vector can be written as

u(t) = K x(tk) = K x(t − τ(t)). (7)

Under the control input (7), the system (5) can be writ-
ten as

ẋ(t) = Ax(t) + BG K x(t − τ(t)) + Bw(t),

y(t) = Cx(t). (8)

It should be mentioned that, the sampling time may
contain some uncertainty due to environmental dis-
turbances and other working conditions. These vari-
ations in sampling period may result some random-
ness to sampling period or sampling time delay or may
be in both. In order to deal such situation, it is useful
to define time delay in a stochastic form by using its
probabilistic characteristics. One of the useful way is
the introduction of binary stochastic variable in control
systems, which was first introduced in [13] and then
successfully applied in several papers (see [7,22] and
references therein). Also, in a real process, the sam-
pling period itself might be a stochastic variable due
to unpredictable environmental changes. To consider
such a reality, in this paper, we assume that the sam-
pling periods of each control signal randomly switch
between some values, ie., the sampling periods may
vary in probabilistic way.

In order to obtain the required result, we assume that
the following condition holds:

Assumption 1 The time-varying delay τ(t) satisfies
the condition 0 ≤ τ(t) ≤ τM , where τM is a pos-
itive scalar denoting the maximum delay. In prac-
tice, there exists a constant τ0 satisfying 0 ≤ τ0 ≤
τM such that τ(t) takes values in [0, τ0] or (τ0, τM ]

with certain probability. Therefore, τ(t) becomes a
random variable which takes value in the intervals
[0, τ0] or (τ0, τM ], and the probability distribution of
τ(t) is assumed to be Prob {τ(t) ∈ [0, τ0]} = α0 and
Prob {τ(t) ∈ (τ0, τM ]} = 1−α0, where 0 ≤ α0 ≤ 1 is
a constant.

In order to describe the probability distribution of the
time-varying delay, by following the idea proposed in
[22], we define the set of functions

C1 = {t : τ(t) ∈ [0, τ0]} and

C2 = {t : τ(t) ∈ (τ0, τM ]} . (9)

Further, we define the two mapping functions as fol-
lows:

τ1(t)=
{

τ(t) for t ∈ C1

0 for else
τ2(t)=

{
τ(t) for t ∈C2

τ0 for else,

where τ̇1(t) = 1 and τ̇2(t) = 1. It follows from (9) that
C1∪C2 = Z≤0 and C1∩C2 = Φ, whereΦ is the empty
set. It can be seen that t ∈ C1 implies the event τ(t) ∈
[0, τ0] and t ∈ C2 implies the event τ(t) ∈ (τ0, τM ]
occurs. Next, define a stochastic variable α(t) as

α(t) =
{

1 for t ∈ C1,

0 for t ∈ C2.

Moreover, α(t) is a Bernoulli distributed white
sequences with Prob {α(t) = 1} = E[α(t)] = α0 and
Prob {α(t) = 0} = 1−E[α(t)] = 1−α0. Furthermore,
we can show that E [α(t) − α0] = 0 and E[(α(t) −
α0)

2] = α0(1 − α0). By incorporating random delay
into the closed-loop system in (8), it can be written as

ẋ(t) = Ax(t) + α(t)BG K x(t − τ1(t))

+ (1 − α(t))BG K x(t − τ2(t)) + Bw(t),

y(t) = Cx(t)

which is equivalent to

ẋ(t) = Ax(t) + α0 BG K x(t − τ1(t))

+ (1−α0)BG K x(t−τ2(t))+(α(t)−α0)BGK
{

x(t − τ1(t)) − x(t − τ2(t))
} + Bw(t),

y(t) = Cx(t). (10)

Our main purpose of this paper is to design the fault-
tolerant sampled-data controller gain matrix K such
that the system in (10) when w(t) = 0 is asymptotically
stable with probabilistic delay. Also, the controller min-
imizes the upper bound of the following cost function

Jc =
∫ ∞

0
xT (t)Z x(t) + uT (t)GT RGu(t)dt ≤ J ∗,

(11)
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where J ∗ > 0 is a specified constant, Z and R are
given positive definite matrices, and also the closed-
loop system (10) satisfies ‖y(t)‖2 < γ ‖w(t)‖2 , for
any nonzero w(t) that belongs to l2[0, ∞) under the
initial condition, where γ > 0 is a prescribed scalar.

Now, we recall the following lemmas which will be
used in our main results.

Lemma 2.1 [14] Given constant matrices Ξ1, Ξ2 and
Ξ3 with appropriate dimensions, where Ξ1 = Ξ T

1 >

0; Ξ2 = Ξ T
2 > 0; and Ξ1 + Ξ T

3 Ξ−1
2 Ξ3 < 0 if and

only if

[
Ξ1 Ξ T

3
Ξ3 −Ξ2

]

< 0.

Lemma 2.2 [14] Let S, E and L be the real matrices
of appropriate dimensions with ‖L‖ < I . Then, for any
scalar ε > 0, we have SL E + ET LT ST ≤ ε−1SST +
εET E.

Lemma 2.3 [22] Π , Π1d and Π2d (d = 1, 2) are con-
stant matrices of appropriate dimensions; τd(t)(d =
1, 2) satisfies 0 ≤ τ1(t) ≤ τ0 ≤ τ2(t) ≤ τM and
Π +[τ1(t)Π11 +(τ0 −τ1(t))Π21]+[(τ2(t)−τ0)Π12 +
(τM − τ2(t)Π22] < 0 if and only if

Π + τ0Π11 + (τM − τ0)Π12 < 0,

Π + τ0Π11 + (τM − τ0)Π22 < 0,

Π + τ0Π21 + (τM − τ0)Π12 < 0,

Π + τ0Π21 + (τM − τ0)Π22 < 0.

3 Fault-tolerant sampled-data control design

In this section, first we will discuss the problem of
H∞ performance analysis and further the result is
extended to obtain the desired fault-tolerant sampled-
data controller. In particular, based on the Lyapunov
technique, a set of delay-dependent sufficient condi-
tions are derived in terms of linear matrix inequalities
to check the asymptotic stability of closed-loop sys-
tem. More precisely, by assuming that the control gain
K is known, we will develop the condition in the fol-
lowing theorem in which the closed-loop system (10)
is asymptotically stable.

Theorem 3.1 Assume that the condition (I) is hold. For
the given control gain matrix K , actuator failures rate
G, positive scalars γ, α0 and matrices Z > 0, R > 0,
the closed-loop system (10) is asymptotically stable and
satisfies ‖y(t)‖2 < γ ‖w(t)‖2, if there exist symmetric

positive definite matrices P, Qm, Sm, m = 1, 2,

any matrices N1n, N2n, M1n, M2n, n = 1, 2, 3, 4 and
invertible matrices Hr , r = 1, 2, 3, 4 such that the
following LMIs hold:
⎡

⎢
⎢
⎢
⎢
⎣

Π Π1 C̄T Ωk Λl

∗ −γ 2 I 0 0 0
∗ ∗ −I 0 0
∗ ∗ ∗ −S1 0
∗ ∗ ∗ ∗ −S2

⎤

⎥
⎥
⎥
⎥
⎦

< 0, k, l = 1, 2, (12)

where

Π = [
Πm,n

]
6×6 ,

Π1,1 = H1 A + AT H T
1 + Q1 + N21 + N T

21

+ Z + K T GT RG K ,

Π1,2 = H1α0 BG K + AT H T
2 + N11 − N21 + N T

22,

Π1,3 = −N11 + M21,

Π1,4 = (1 − α0)H1 BG K +M11−M21+N T
23+ AT H T

3 ,

Π1,5 = −M11 + N T
24,

Π1,6 = P − H1 + AT H T
4 ,

Π2,2 = N12 + N T
12 − N22 − N T

22

+α0

(
H2 BG K + K T GT BT H T

2

)
,

Π2,3 = −N12 + M22,

Π2,4 = M12 − M22 + N T
13 − N T

23

+ H2(1 − α0)BG K + α0 K T GT BT H T
3 ,

Π2,5 = −M12 + N T
14 − N T

24,

Π2,6 = −H2 + α0 K T GT BT H T
4 ,

Π3,3 = Q2 − Q1,

Π3,4 = −N T
13 + MT

23,

Π3,5 = −N T
14 + MT

24,

Π3,6 = 0,

Π4,4 = M13 + MT
13 − M23 − MT

23

+ (1 − α0)
(

H3 BG K + K T GT BT H T
3

)
,

Π4,5 = −M13 + MT
14 − MT

24,

Π4,6 = −H3 + (1 − α0)K T GT BT H T
4 ,

Π5,5 = −Q2 − M14 − MT
14,

Π5,6 = 0,Π6,6 = τ0S1 + (τM − τ0)S2 − H4 − H T
4 ,

Π1 = [
(H1 B)T (H2 B)T 0 (H3 B)T 0 (H4 B)T

]T
,

C̄T = [
C 05n

]T
, Ω1 = √

τ0
[
N T

11 N T
12 0 N T

13 N T
14 0

]T
,

Ω2 =√
τ0

[
N T

21 N T
22 0 N T

23 N̂ T
24 0

]T
,
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Λ1 = √
(τM − τ0)

[
MT

11 MT
12 0 MT

13 MT
14 0

]T
,

Λ2 = √
(τM − τ0)

[
MT

21 MT
22 0 MT

23 MT
24 0

]T
.

Moreover, an upper bound of the performance index
(11) is given by Jc ≤ λ1 ‖x(0)‖2 = J ∗, where

λ1 = λmax(P) + τ0λmax(Q1) + (τM − τ0)λmax(Q2)

+ τ 2
0

2
λmax(R1) + (τM − τ0)

2

2
λmax(R2)

Proof Consider the Lyapunov–Krasovskii functional
candidate for the model (10) in the following form

V (t, x(t)) = xT (t)Px(t) +
∫ t

t−τ0

xT (s)Q1x(s)ds

+
∫ t−τ0

t−τM

xT (s)Q2x(s)ds

+
∫ 0

−τ0

∫ t

t+θ

ẋ T (s)S1 ẋ(s)dsdθ

+
∫ −τ0

−τM

∫ t

t+θ

ẋ T (s)S2 ẋ(s)dsdθ. (13)

By calculating the time derivatives V̇ (t, x(t)) along the
trajectories of the system (10), we obtain

V̇ (t, x(t)) = 2xT (t)Pẋ(t) + xT (t)Q1x(t)

+ xT (t − τ0)
( − Q1 + Q2

)
x (t − τ0)

− xT (t−τM ) Q2x (t − τM )+ ẋ T (t)[τ0S1

+ (τM − τ0)S2]ẋ(t)

−
∫ t

t−τ0

ẋ T (s)S1 ẋ(s)ds

−
∫ t−τ0

t−τM

ẋT (s)S2 ẋ(s)ds. (14)

Further, each integral terms in (14) can be written as

−
∫ t

t−τ0

ẋ T (s)S1 ẋ(s)ds = −
∫ t−τ1(t)

t−τ0

ẋ T (s)S1 ẋ(s)ds

−
∫ t

t−τ1(t)
ẋ T (s)S1 ẋ(s)ds,

−
∫ t−τ0

t−τM

ẋT (s)S2 ẋ(s)ds = −
∫ t−τ2(t)

t−τM

ẋT (s)S2 ẋ(s)ds

−
∫ t−τ0

t−τ2(t)
ẋ T (s)S2 ẋ(s)ds.

On the otherhand, by the Newton–Leibniz formula, for
any arbitrary matrices N1, N2, M1 and M2 with com-

patible dimensions, the following equalities hold:

2ζ T (t)N1

[

x(t − τ1(t)) − x(t − τ0)

−
∫ t−τ1(t)

t−τ0

ẋ(s)ds

]

= 0, (15)

2ζ T (t)N2

[

x(t) − x(t − τ1(t))

−
∫ t

t−τ1(t)
ẋ(s)ds

]

= 0, (16)

2ζ T (t)M1

[

x(t − τ2(t)) − x(t − τM )

−
∫ t−τ2(t)

t−τM

ẋ(s)ds

]

= 0, (17)

2ζ T (t)M2

[

x(t − τ0) − x(t − τ2(t))

−
∫ t−τ0

t−τ2(t)
ẋ(s)ds

]

= 0, (18)

(τ0 − τ1(t))ζ
T (t)N1S−1

1 N T
1 ζ(t)

−
∫ t−τ1(t)

t−τ0

ζ T (t)N1S−1
1 N T

1 ζ(t)ds = 0, (19)

τ1(t)ζ
T (t)N2S−1

1 N T
2 ζ(t)

−
∫ t

t−τ1(t)
ζ T (t)N2S−1

1 N T
2 ζ(t)ds = 0, (20)

(τM − τ2(t))ζ
T (t)M1S−1

2 MT
1 ζ(t)

−
∫ t−τ2(t)

t−τM

ζ T (t)M1S−1
2 MT

1 ζ(t)ds = 0, (21)

(τ2(t) − τ0)ζ
T (t)M2S−1

2 MT
2 ζ(t)

−
∫ t−τ0

t−τ2(t)
ζ T (t)M2S−1

2 MT
2 ζ(t)ds = 0, (22)

where

ζ T (t)=
[

xT (t) xT (t−τ1(t)) xT (t−τ0) xT (t−τ2(t))

xT (t − τM ) ẋ(t)

]

N1 =
[

N T
11 N T

12 0 N T
13 N T

14 0

]T

,

N2 =
[

N T
21 N T

22 0 N T
23 N T

24 0

]T

,

M1 =
[

MT
11 MT

12 0 MT
13 MT

14 0

]T
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and M2 =
[

MT
21 MT

22 0 MT
23 MT

24 0

]T

. �

Also, for any matrix H of appropriate dimensions, the
following inequality holds:

2ζ T (t)H

[

Ax(t) + α0 BG K x(t − τ1(t))

+ (1 − α0)BG K x(t − τ2(t))

+ (α(t) − α0)BG K {x(t − τ1(t))

− x(t − τ2(t))} − ẋ(t)

]

= 0, (23)

where H =
[

H T
1 H T

2 0 H T
3 0 H T

4

]T

.

By taking mathematical expectation on V̇ (t, x(t))
and using (14)–(23), we can obtain

E[V̇ (t, x(t))]≤E

[

ζ T (t)

[

Π̃ + (τ0 − τ1(t))N1S−1
1 N T

1

+ τ1(t)N2S−1
1 N T

2 + (τM − τ2(t))M1S−1
2 MT

1

+ (τ2(t) − τ0)M2S−1
2 MT

2

]

ζ(t)

−
∫ t−τ1(t)

t−τ0

[(
ζ T (t)N1 + ẋ(s)S1

)
S−1

1

(
N T

1 ζ(t) + S1 ẋ T (s)
)]

ds

−
∫ t

t−τ1(t)

[(
ζ T (t)N2 + ẋ(s)S1

)
S−1

1

(
N T

2 ζ(t) + S1 ẋ T (s)
)]

ds

−
∫ t−τ2(t)

t−τM

[
(ζ T (t)M1 + ẋ(s)S2)S−1

2

(
MT

1 ζ(t) + S2 ẋ T (s)
)]

ds

−
∫ t−τ0

t−τ2(t)

[(
ζ T (t)M2 + ẋ(s)S2

)
S−1

2

(
MT

2 ζ(t) + S2 ẋ T (s)
)]

ds

]

≤ ζ T (t)

[

Π̃ + (τ0 − τ1(t))N1S−1
1 N T

1

+ τ1(t)N2S−1
1 N T

2 + (τM − τ2(t))

M1S−1
2 MT

1 + (τ2(t) − τ0)M2S−1
2 MT

2

]

ζ(t)

= ζ T (t)Θ̆ζ(t), (24)

where

Θ̆ = Π̃ + (τ0 − τ1(t))N1S−1
1 N T

1

+ τ1(t)N2S−1
1 N T

2 + (τM − τ2(t))M1S−1
2 MT

1

+ (τ2(t) − τ0)M2S−1
2 MT

2 ,

Π̃ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

Π̃1,1 Π1,2 Π1,3 Π1,4 Π1,5 Π1,6

∗ Π2,2 Π2,3 Π2,4 Π2,5 Π2,6

∗ ∗ Π3,3 Π3,4 Π3,5 Π3,6

∗ ∗ ∗ Π4,4 Π4,5 Π4,6

∗ ∗ ∗ ∗ Π5,5 Π5,6

∗ ∗ ∗ ∗ ∗ Π6,6

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

with Π̃1,1 = H1 A + AT H T
1 + Q1 + N21 + N T

21 and
the remaining parameters are defined in (12).

From (24), it is obvious that Π̃ + (τ0 −τ1(t))N1S−1
1

N T
1 + τ1(t)N2S−1

1 N T
2 + (τM − τ2(t))M1S−1

2 MT
1 +

(τ2(t)−τ0)M2S−1
2 MT

2 < 0 is a convex combination of
the terms (τ0 −τ1(t)), τ1(t), (τM −τ2(t)) and (τ2(t)−
τ0).

It follows from Lemma 2.3 that the inequality (24)
is true if and only if

Π̃ + τ0 N1S−1
1 N T

1 + (τM − τ0)M1S−1
2 MT

1 < 0, (25)

Π̃ + τ0 N1S−1
1 N T

1 + (τM − τ0)M2S−1
2 M2 < 0, (26)

Π̃ + τ0 N2S−1
1 N T

2 + (τM − τ0)M1S−1
2 MT

1 < 0, (27)

Π̃ + τ0 N2S−1
1 N T

2 + (τM − τ0)M2S−1
2 MT

2 < 0. (28)

By using Schur complement, it is easy to see that
inequalities (25)–(28) are equivalent to the following
LMIs
⎡

⎣
Π̃ Ωk Λl

∗ −S1 0
∗ ∗ −S2

⎤

⎦ < 0, k, l = 1, 2,

which implies that V̇ (t, x(t)) < 0. Hence, the closed-
loop system (10) with w(t) = 0 is asymptotically sta-
ble. Next, we consider the upper bound of the cost func-
tion (11). Now, we have

V̇ (t, x(t)) + xT (t)Z x(t) + uT (t)GT RGu(t)

≤ ζ T (t)

⎡

⎣
Π Ωk Λl

∗ −S1 0
∗ ∗ −S2

⎤

⎦ ζ(t).

If (12) holds, then we have

V̇ (t, x(t)) + xT (t)Z x(t) + uT (t)GT RGu(t) < 0.

(29)
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Integrating both sides of (29) from t = 0 to t = ∞,
we obtain

Jc =
∫ ∞

0

(
xT (t)Z x(t) + uT (t)GT RGu(t)

)
dt

≤ −
∫ ∞

0
V̇ (t, x(t))dt ≤ xT (0)Px(0)

+
∫ 0

−τ0

xT (s)Q1x(s)ds

+
∫ −τ0

−τM

xT (s)Q2x(s)ds

+
∫ 0

−τ0

∫ 0

θ

ẋ T (s)S1 ẋ(s)dsdθ

+
∫ −τ0

−τM

∫ 0

θ

ẋ T (s)S2 ẋ(s)dsdθ

≤ λ1 ‖x(0)‖2 = J ∗,
where λ1 = λmax(P) + τ0λmax(Q1) + (τM − τ0)λmax

(Q2) + τ 2
0
2 λmax(R1) + (τM −τ0)2

2 λmax(R2).
Finally, in order to establish the H∞ performance of

the system, we consider the following relation

Jh =
∫ ∞

0

[
yT (t)y(t) − γ 2wT (t)w(t)

]
dt. (30)

We combine the performance Jc and Jh as

J (t) = Jc + Jh =
∫ ∞

0

{[
yT (t)y(t) − γ 2wT (t)w(t)

]

+
[
xT (t)Z x(t) + uT (t)GT RGu(t)

]}
dt.

By applying the similar procedure used above in the
proof of stability, it can be calculated that

E

[[
yT (t)y(t) − γ 2wT (t)w(t)

]

+ [
V̇ (t, x(t)) + xT (t)Z x(t) + uT (t)GT RGu(t)

]]

≤ ζ̃ T (t)Θζ̃ (t), (31)

where

ζ̃ T (t) = [
ζ T (t) wT (t)

]
, Θ = Π + Π1 + C

T
C

+ (τ0 − τ1(t))N1S−1
1 N T

1 + τ1(t)N2S−1
1 N T

2

+ (τM − τ2(t))M1S−1
2 MT

1 + (τ2(t) − τ0)M2S−1
2 MT

2 .

By applying the idea of convex combination to (31),
we have

Π + Π1 + C
T

C

+ (τ0 − τ1(t))N1S−1
1 N T

1 + τ1(t)N2S−1
1 N T

2

+ (τM − τ2(t))M1S−1
2 MT

1

+ (τ2(t) − τ0)M2S−1
2 MT

2 < 0

and it can be written equivalently in the form

Π + Π1 + C
T

C + τ0 N1S−1
1 N T

1

+ (τM − τ0)M1S−1
2 MT

1 < 0, (32)

Π + Π1 + C
T

C + τ0 N1S−1
1 N T

1

+ (τM − τ0)M2S−1
2 M2 < 0, (33)

Π + Π1 + C
T

C + τ0 N2S−1
1 N T

2

+ (τM − τ0)M1S−1
2 MT

1 < 0, (34)

Π + Π1 + C
T

C + τ0 N2S−1
1 N T

2

+ (τM − τ0)M2S−1
2 MT

2 < 0. (35)

By using Schur complement, it is easy to see that
inequalities (32)–(35) are equivalent to the LMIs in
(12). According to LMIs in (12), we have J (t) < 0
which implies that ||y(t)||2 < γ ||w(t)||2 holds for any
nonzero w(t) ∈ l2[0, ∞]. The proof is completed.

Further, we will present the design method to com-
pute the fault-tolerant sampled-data controller gain
based on the results obtained in the previous section. In
particular, in the following theorem, when the actuator
failure matrix G is unknown but satisfying the con-
straints (4), we determine the gain matrix of the fault-
tolerant sampled-data state feedback controller such
that the closed-loop system (10) is robustly asymptot-
ically stable.

Theorem 3.2 Under the Assumption (I), for given pos-
itive scalars γ, α0, βq , q = 1, 2, 3, unknown actua-
tor failures rate G and matrices Z > 0, R > 0, the
system (5) is robustly asymptotically stabilized via the
sampled-data control law (7) and satisfies ‖y(t)‖2 <

γ ‖w(t)‖2 for any nonzero w(t) ∈ l2[0, ∞) with
zero initial condition, if there exist symmetric posi-
tive definite matrices P̂, Q̂m, Ŝm, m = 1, 2, any
matrices Y, N̂1n, N̂2n, M̂1n, M̂2n, n = 1, 2, 3, 4,
invertible matrix X and there exist positive scalars
εp, p = 1, 2, 3, 4 such that the following LMIs hold:

�̂kl

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

�̆kl ε1�̃1Ĝ Ỹ1 ε2�̃2Ĝ Ỹ2 ε3�̃3Ĝ Ỹ3 ε4�̃4Ĝ Ỹ4

∗ −ε1 I 0 0 0 0 0 0 0
∗ ∗ −ε1 I 0 0 0 0 0 0
∗ ∗ ∗ −ε2 I 0 0 0 0 0
∗ ∗ ∗ ∗ −ε2 I 0 0 0 0
∗ ∗ ∗ ∗ ∗ −ε3 I 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −ε3 I −ε4Ĝ 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε4 I 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε4 I

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0, (36)
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where

�̆kl =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

�̂ �̂1 ĈT �̂k �̂l X Y T Ĝ
∗ −γ 2 I 0 0 0 0 0
∗ ∗ −I 0 0 0 0
∗ ∗ ∗ −Ŝ1 0 0 0
∗ ∗ ∗ ∗ −Ŝ2 0 0
∗ ∗ ∗ ∗ ∗ −Z−1 0
∗ ∗ ∗ ∗ ∗ ∗ −R−1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0, k, l = 1, 2

with

�̂ = [
�̂m,n

]
6×6, �̂1,1 = (AX T + X AT ) + Q̂1

+ N̂21 + N̂ T
21

�̂1,2 = α0 BĜY + β1 X AT + N̂11 + N̂21 + N̂ T
22,

�̂1,3 = −N̂11 + M̂21,

�̂1,4 = (1 − α0)BĜY +M̂11 − M̂21+ N̂ T
23 + β2 X AT ,

�̂1,5 = −M̂11 + N̂ T
24,

�̂1,6 = P̂ − X T + β3 X AT ,

�̂2,2 = N̂12 + N̂ T
12 − N̂22 − N̂ T

22 + β1α0(BĜY

+ Y T ĜT BT ),

�̂2,3 = −N̂12 + M̂22,

�̂2,4 = M̂12 − M̂22 + N̂ T
13

−N̂ T
23 + β1(1 − α0)BĜY + β2α0Y T ĜT BT ,

�̂2,5 = −M̂12 + N̂ T
14 − N̂ T

24,

�̂2,6 = −β1 X T + β3α0Y T ĜT BT ,

�̂3,3 = Q̂2 − Q̂1,

�̂3,4 = −N̂ T
13 + M̂T

23,

�̂3,5 = −N̂ T
14 + M̂T

24, �̂3,6 = 0,

�̂4,4 = M̂13 + M̂T
13 − M̂23

−M̂T
23 + β2(1 − α0)(BĜY + Y T ĜT BT ),

�̂4,5 = −M̂13 + M̂T
14 − M̂T

24,

�̂4,6 = −β2 X T + β3(1 − α0)Y
T ĜT BT ,

�̂5,5 = −Q̂2 − M̂14 − M̂T
14, �̂5,6 = 0,

�̂6,6 = τ0 Ŝ1 + (τM − τ0)Ŝ2 − β3(X + X T ),

�̂1 = [BT β1 BT 0 β2 BT 0 β3 BT ]T ,

Ĉ = [(XCT )T 05n]T ,

�̂1 = √
τ0

[
N̂ T

11 N̂ T
12 0 N̂ T

13 N̂ T
14 0

]T
,

�̂2 = √
τ0

[
N̂ T

21 N̂ T
22 0 N̂ T

23 N̂ T
24 0

]T
,

�̂1 = √
(τM − τ0)

[
M̂T

11 M̂T
12 0 M̂T

13 M̂T
14 0

]T
,

�̂2 = √
(τM − τ0)

[
M̂T

21 M̂T
22 0 M̂T

23 M̂T
24 0

]T
,

�̃1 = [
α0 BT α0β1 BT 010n

]T
,

Ỹ1 = [
0 Y T 010n

]T
,

�̃2 = [
(1 − α0)BT (1 − α0)β1 BT + α0β1 BT 010n

]T
,

Ỹ2 = [
03n Y T 08n

]T
,

�̃3 =[
0 α0β3 BT 0 (1−α0)β2 BT +(1−α0)β3 BT 08n

]T
,

Ỹ3 = [
05n Y T 06n

]T
,

�̃4 = [
012n

]T
,

Ỹ4 = [
Y T 011n

]T
.

Furthermore, the fault-tolerant sampled-data feedback

controller gain matrix is designed as K = Y X−1T
, and

an upper bound of performance index (11) is given by
Jc ≤ λ2 ‖x(0)‖2 = J ∗, where

λ2 = λmax

(
X−1 P̂ X−T

)

+ τ0λmax

(
X−1 Q̂1 X−T

)

+ (τM − τ0)λmax

(
X−1 Q̂2 X−T

)

+ τ 2
0

2
λmax

(
X−1 R̂1 X−T

)

+ (τM − τ0)
2

2
λmax

(
X−1 R̂2 X−T

)

Proof In order to obtain the fault-tolerant sampled-
data state feedback control gain matrix, take X =
H−1

1 , H2 = β1 H1, H3 = β2 H1 and H4 = β3 H1,
where β1, β2 and β2 are the designing parameters. Pre-
and post-multiplying (12) by diag {T1, I, I, X, X} and
its transpose, respectively, where T1 ∈ diag{X, X, . . . ,

X} ∈ R
6×6, H1 = X−1 and letting X−1 P̂ X−1T =

P, X−1 Q̂i X−1T = Q, X−1 Ŝi X−1T = Si , i =
1, 2, 3, X−1 M̂1n X−1T = M1n, X−1 M̂2n X−1T =
M2n, X−1 M̂3n X−1T = M3n and X−1 M̂4n X−1T =
M4n, n = 1, . . . , 4, we can obtain

⎡

⎢
⎢
⎢
⎢
⎢
⎣

�̆ �̂1 ĈT �̂k �̂l

∗ −γ 2 I 0 0 0
∗ ∗ −I 0 0
∗ ∗ ∗ −Ŝ1 0
∗ ∗ ∗ ∗ −Ŝ2

⎤

⎥
⎥
⎥
⎥
⎥
⎦

< 0, k, l = 1, 2, (37)

where �̆ = [
�̂

]
6×6, �̂1,1 = (AX T + X AT ) +

Q̂1 N̂21 + N̂ T
21 + X Z X T +Y T ĜT RĜY and the remain-

ing parameters are defined in (36). Applying Schur
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complement, (37) becomes

�̆kl =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

�̂ �̂1 ĈT �̂k �̂l X Y T Ĝ
∗ −γ 2 I 0 0 0 0 0
∗ ∗ −I 0 0 0 0
∗ ∗ ∗ −S1 0 0 0
∗ ∗ ∗ ∗ −S2 0 0
∗ ∗ ∗ ∗ ∗ −Z−1 0
∗ ∗ ∗ ∗ ∗ ∗ −R−1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0, k, l = 1, 2. (38)

By using Eq (3), �̆kl in (38) can be written as

�̂kl = �̆kl + �̃1ĜLỸ1

+ Ỹ T
1 LT ĜT �̃T

1 + �̃2ĜLỸ2

+ Ỹ T
2 LT ĜT �̃T

2 + �̃3ĜLỸ3

+ Ỹ T
3 LT ĜT �̃T

3 + �̃4ĜLỸ4

+ Ỹ T
4 LT ĜT �̃T

4 .

Further, it follows from Lemma 2.2 that

�̂kl ≤ �̆kl + ε1�̃1ĜĜT �̃T
1 + ε−1

1 Ỹ1Ỹ T
1

+ ε2�̃2ĜĜT �̃T
2 + ε−1

2 Ỹ2Ỹ T
2 + ε3�̃3ĜĜT �̃T

3

+ ε−1
3 Ỹ3Ỹ T

3 + ε4�̃4ĜĜT �̃T
4 + ε−1

4 Ỹ4Ỹ T
4 . (39)

Then, by using Lemma 2.1, it is easy to see that (39)
is equivalent to (36). Thus, the system (5) is robustly
asymptotically stabilized by using the sampled-data
control law (7). This completes the proof. �

4 Numerical simulation

In this section, the flexible spacecraft with probabilis-
tic delay is given to illustrate the effectiveness and
superiority of the design scheme that is developed in
previous section. More precisely, the proposed con-
trol scheme is applied to a flexible spacecraft with one
flexible appendage which is proposed in [23]. Since
low-frequency modes are generally dominant in a flex-
ible system, only the lowest two bending modes have
been considered for the implemented spacecraft model.
Thus, we suppose that �1 = 3.17 rad/s, �2 = 7.38
rad/s with damping ξ1 = 0.001 and ξ2 = 0.015. Also,
we assume that F = [F1 F2], where the coupling
coefficients of the first two bending modes are F1 =
1.27814 and F2 = 0.91756. Further, J = 35.72 kg/m2

is the nominal principal moment of inertia of pitch axis.
The flexible spacecraft is supposed to move in a circu-
lar orbit with the altitude of 500 km, and then, the orbit

Table 1 Calculated upper bound τM for various values of α0
under control effectiveness factor Ĝ

α0 0.80 0.85 0.90 0.95

τM 0.291 0.364 0.502 0.828

rate is 0.0011 rad/s. Let the initial pitch attitude of the
spacecraft is θ(0) = 0.08 rad, θ̇ (0) = 0.04 rad/s.

Next, we design a fault-tolerant sampled-data con-
troller (7) such that the flexible spacecraft model (5)
with random time delay is asymptotically stable and
simultaneously show the relationship between the ran-
dom value α0, the maximum sampling period τM

and the control effectiveness rate Ĝ. For this, if we
choose τ0 = 0.1, β1 = β2 = β3 = 0.01, Z =
[0.25 0.1; 0.1 0.5], R = 0.31 and H∞ performance
index γ = 2.5, by solving the LMIs (36) in Theo-
rem 3.2 using Matlab LMI toolbox, we can obtain the
feasible solutions for the asymptotic stability of the
closed-loop system. Moreover, the obtained maximum
upper bound τM for various values of α0 under con-
trol effectiveness factor Ĝ = 1, 0.7, 0.5, 0.2, 0.1 is
given in Table 1. In particular, the results that are pro-
posed in this paper depend on both the upper and lower
bounds of the sampling interval. Also, when α0 = 0.85
and time delay upper bound τM = 0.364, the obtained
output matrices X , Y and the designed controller gain
matrices under different control effectiveness factors
are listed in Table 2, respectively.

Finally, Fig. 1a, b presents the simulation result
for the trajectories of pitch attitude angle and angle
rate, respectively, under partial actuator failure and as
well as normal operating case (without any failures),
where the control effectiveness factors are chosen as
Ĝ = 0.1, Ĝ = 0.2, Ĝ = 0.5, Ĝ = 0.7, Ĝ = 1.
From the simulation results, it is observed that for the
case of partial actuator failure (other than Ĝ = 1), the
pitch attitude angle and angle rate are converging to the
equilibrium point zero even though there exist some
initial oscillations. It is concluded from the simulation
result that the proposed controller makes the closed-
loop system to exhibit a better performances even for
the partial failure cases. Also, it is noted that the closed-
loop system is robustly asymptotically stable with the
proposed controller. Thus, the simulation result shows
that the proposed fault-tolerant sampled-data control
law is effective for the flexible spacecraft system with
probabilistic time delay.
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Table 2 The outputs X , Y ,
controller gain and J ∗ for
various control effectiveness
factor Ĝ

Ĝ Output X Output Y K = Y X−T J ∗

1 X =
[

0.0801 −0.0045
−0.0046 0.0010

]

Y = [−0.0242 −0.0071
] [−1.0002 −12.1674

]
11.7343

0.7 X =
[

0.0799 −0.0045
−0.0046 0.0010

]

Y = [−0.0347 −0.0102
] [−1.4289 −17.3865

]
11.7462

0.5 X =
[

0.0799 −0.0045
−0.0046 0.0010

]

Y = [−0.0485 −0.0142
] [−2.0005 −24.3427

]
11.7477

0.2 X =
[

0.0801 −0.0045
−0.0046 0.0010

]

Y = [−0.1211 −0.0356
] [−5.0013 −60.8405

]
11.7352

0.1 X =
[

0.0803 −0.0046
−0.0046 0.0010

]

Y = [−0.2422 −0.0713
] [−10.0071 −121.6360

]
11.7138
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Fig. 1 State responses of system. a Pitch attitude angle b Angle rate

5 Conclusion

In this paper, fault-tolerant sampled-data control with
random time-varying delays for flexible spacecraft
model has been addressed. By constructing an appro-
priate Lyapunov–Krasovskii functional, a set of delay-
distribution-dependent sufficient conditions for the
existence of state feedback fault-tolerant sampled-data
controller are derived. The proposed conditions ensure
that the closed-loop system is asymptotically stable
in the presence random delays in control input with
a H∞ disturbance attention level and partial actua-
tor failures. More precisely, the stabilization condi-
tions are expressed in terms of the solutions to a set
of LMIs, which can be solved effectively by using
standard LMI control tool box. Also, the desired state
feedback fault-tolerant sampled-data control can be

obtained when the given LMIs are feasible. Finally,
the results are validated through a numerical example
with simulation results, which reveal that the devel-
oped control scheme guarantees not only the asymp-
totic stability of the closed-loop system, but also yields
better performance. Further, the output feedback guar-
anteed cost control and model predictive control strate-
gies for flexible spacecrafts will be our future topics of
research.
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