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Abstract We present a tamper detection algorithm
based on cat map and discrete wavelet decomposition.
The algorithm is fragile to any tampering modification,
but it is robust to harmless common image process-
ing operations like JPEG compression, resizing, nois-
ing and filtering. The detection algorithm generates a
witness image showing the tampered regions based on
the blind analysis made on the tampered image. The
embedding algorithm uses the approximation coeffi-
cient of a m x m block image as the watermark to be
inserted in the details coefficients of another block. The
blocks pairs are associated using a cat map permuta-
tion of m x m blocks. Moreover, we have been able to
recover most of the original watermarked image based
on a threshold depicted from the witness image. Sim-
ulations results demonstrate the efficiency of the tam-
per detection and recovery algorithm. We use many
metrics to quantify the imperceptibility level like the
PSNR, wPSNR, UIQ and SSIM. Also sensitivity and
false alarm levels of the detection algorithm are mea-
sured and reported.
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1 Introduction

Nowadays with the rapid growth of internet and the
popularity of low-cost and high-resolution digital cam-
eras, digital media is playing more and more important
role in our daily life whatever it was for personal use
or military use in surveillance or spying. In these days,
digital media is used even as evidence in court law.
However, with the presence of powerful and easy for
use editing softwares (as Photoshop), digital media can
be easily manipulated without leaving significant clues.
So the need of protecting the integrity of these informa-
tion became more urgent. That is why various authen-
tication schemes have been recently proposed for veri-
fying the integrity of images content. Theses schemes
can be classified into three categories: (1) digital sig-
nature schemes, (2) image forensic techniques and (3)
digital watermarking schemes.

Digital signature schemes can detect whether or not
the image has been tampered. They use hash functions
combined with public encryption algorithms. However,
these schemes cannot locate the exact tampered areas.

Digital image forensic aims at providing tools to
support blind investigation. These techniques exploit
image processing and analysis tools to recover infor-
mation about the history of an image. For example,
the acquisition process and the tampering techniques
leave subtle traces in the image. The task of forensics
experts is to expose these traces by exploiting exist-
ing knowledge on digital imaging mechanisms, being
aided by consolidated results in multimedia security
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research [13]. Digital image forensic techniques like in
[16—19] are often referred to as passive methods since
they do not insert any additional information in the
image. However, these techniques need a huge database
of images captured by different cameras to be able to
distinguish between different camera models. It is also
needed to distinguish between different exemplars of
the same camera model to be able to identify the image
source device. And in a second level, it is needed to
expose traces of forgeries by studying inconsistencies
in natural image statistics. The field of digital image
forensic is still growing and seems to be a promising
alternative for image authentication and integrity veri-
fication.

Digital watermarking schemes like in [4,7,8] embed
some information in the hostimage to be protected. The
information, called a watermark, can be extracted from
the marked image in order to test the integrity of the
image.

Many watermarking-based schemes have been pro-
posed. Digital watermarking can be classified into sev-
eral categories depending on the requirements set for-
ward by a given application type. The main classifica-
tion is perhaps the one according to the working domain
: spatial domain watermarking and transform domain
watermarking. Another main classification deals with
watermarking algorithm type: robust or fragile or semi-
fragile watermarking schemes. Robust watermarking
is designed to resist any editing operations or attacks
in order to reserve copyright. In the other hand, frag-
ile watermarking is designed to be fragile and sensible
to any changes or fraud in order to detect any possi-
ble tamper. But in this type of watermarking, several
practical problems emerge, for example, its high sen-
sibility even to accidental changes or innocent image
editing like compression. The solution remains in using
the semi-fragile watermarking instead of fragile one.
The semi-fragile watermarking schemes are designed
to survive innocent image editing and accidental tam-
per like noise, but they should be sensible to any possi-
ble attacks or attempt of forgery. We can also classify
the watermarking techniques according to the extrac-
tion technique. Blind detection where the extraction
process needs only the watermarked image to extract
the embedded mark. Other extraction schemes needs
besides the watermarked image the original watermark
to extract the embedded one which is called semi-blind
detection. We see in this technique a weakness due to
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the fact that the watermark has to be sent along with
the watermarked image.

Chaos theory was used for two decades now in
many aspects of security like cryptographic tech-
niques design, watermarking algorithm and data hid-
ing algorithms. The random appearance, the ergod-
icity, the mixing property and the high sensibility of
the chaotic system to initial conditions and parame-
ters are the main properties that attracted researchers
to use chaos in the design of their security aspect algo-
rithms. In this paper, we propose a semi-fragile water-
mark for tamper detection and partial recovery for dig-
ital images. We consider the approximation coefficient
of the discrete wavelet decomposition as the water-
mark to be inserted in the remaining detail coefficients.
Our scheme uses several chaotic schemes, and it is
protected by private keys to embed and extract the
watermark. The scheme is totally blind in the detection
process, and it gave a great results to locate tampered
areas.

The rest of the paper is organized as follows: Sect. 2
presents a brief mathematical preliminary about the cat
map and the discrete wavelet transform. The embed-
ding scheme and the tamper detection process are
described in Sect. 3. In Sect. 4, we analyze the robust-
ness of the scheme to most common image processing
operations. The conclusions are drawn in Sect. 5.

2 Mathematical preliminary
2.1 The generalized cat map

In our experiment, we used the generalized cat map
[2,6,12] defined by:

Xipl | _ (1 a Xi
[yiﬂ}‘(babﬁ)[yi}m"dlv )

Xi

where |: :| is the state vector at index i. a and b are

Yi
control parameters € N. The parameter N € N is the
modulo of the map. The cat map has a period T for

given parameters a, b and N meaning that

T
1 a (10
(bab+1) = (01)(m°dN)'
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Fig. 1 Evolution of the cat map iteration on the 4 x 4 blocks of the 256 x 256 Jet image

In [3], there is a study on finding the period 7' of
the cat map (when a = b = 1) and on the generalized
cat map ((a, b) # (1, 1)). Notations in the article [3]
note the period of the cat map as P (N) and the minimal
period as I1(N). Because we need the cat map in our
scheme to be used in the permutation processes, we
need to avoid weak keys leading to undesirable effect
where two valid keys lead to the same results. Hence,
we mean by period 7' the minimal period I7(N). When
we apply the cat map or its variant to images, typical
values of N are 512, 256, 128 and 64 because it is
related to the size of the image which is often square.
In other cases when we deal with non-squared image,
we can splitit to the desired sized sub-images and apply
the permutation via cat map.

The cat map can be used also on blocks of the images
rather than pixels like in our proposed algorithm. For
example, if we divide a 256 x 256 image P on 4 x 4
blocks, we generate a matrix P, of size 64 x 64 formed
by these blocks. We can apply the cat map on this matrix
to permute these blocks. We take as parameters a =
b = 1, and hence T = 48. We show in Fig. 1 the
evolution of this permutation fromk = 1tok =T =
48 iterations of the cat map on the 4 x 4 blocks of the
image Jet.

2.2 Discrete wavelet transform

The DWT performs a two-dimensional wavelet decom-
position with respect to a given wavelet (for example
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Table 1 Statistics of the DWT coefficients for 20 images from [1]

Image cA cH cV cD
Mean SD Mean SD Mean SD Mean SD

Cameraman 237.45 121.70 —0.14 15.62 —0.08 20.31 0.01 8.87
Clock 371.96 112.65 0.19 12.23 —0.60 15.71 —0.02 4.81
Aeriall 281.01 85.26 0.96 23.41 —0.15 18.08 —0.03 8.81
Lena 197.36 102.44 0.06 10.75 —0.20 16.68 0.04 7.06
Peppers 231.12 98 —1.20 18.08 —1.15 18.04 0.03 6.20
Scene 66.68 61.44 0.05 8.63 —0.29 11.22 0 3.32
Baboon 258.27 72.73 —0.07 27.69 0.28 22.28 —0.06 21.07
Jet 358.38 86.32 —0.16 16.85 —0.75 17.93 0 7.94
Boat 248.86 123.98 —0.79 20.83 —0.51 19.90 —0.08 10.55
Aerial2 361.69 68.29 0.66 27.59 0.28 22.36 0.16 17
Tracks 212.66 65.60 —0.21 18.08 —0.06 12.54 0.01 10.30
Tunk 254.32 46.17 —0.09 9.89 —0.04 7.33 —0.05 6.10
Astrol 255.52 53.53 0.10 7.50 —0.11 10.80 0.05 6.20
Barche 253.18 97.96 —0.36 16.15 —0.01 16.33 —0.01 6.70
Einstein 215.50 70.20 —0.11 16.71 0.31 16.43 0 5.70
Galaxia 165.94 44.62 0 19.80 0.21 18.72 0.29 21.70
Leopard 140.17 112.41 —0.07 18.80 0.02 23 —0.57 11.23
Soil 248.66 136 —0.43 41.80 0.42 39.55 0.16 26.70
Elaine 272.75 90.29 —0.03 11.06 0.02 12.58 0.04 6.98
Donna 178.77 97.97 0.14 9.45 0.16 9.17 —0.01 3.47

the wavelet dbl) [5,9,10]. The DWT applied to an
image leads to an approximation coefficient cA and
to three details: horizontal, vertical and diagonal coef-
ficients cH,cV and c¢D. The decomposition algo-
rithm of an image P uses a low decomposition fil-
ter Low_D, a high decomposition filter high_D and a
downsampling process of the rows and columns of the
image.

The inverse discrete wavelet transform (idwt) recon-
structs the original image from its coefficients by using
an upsampling process and two filters: a low recon-
struction filter Low_R and a high reconstruction fil-
ter High_R. We have putted in Table 1 some statis-
tics on the coefficient cA, cH, ¢V and ¢D for 68 gray
scale images from the image database of the Computer
Vision Group (CVG) of the University of Granada [1].
The statistics report the mean, the standard deviation
(std), of the relative DWT coefficient of 20 selected
images from that set. We have plotted the dynamics of
these coefficients for 12 different images in Fig. 3. Both
Table 1 and Fig. 3 show that the dynamic of the approx-
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imation coefficient is wider than the other coefficients.
Maximum of the image energy is also concentrated on
the approximation coefficient cA. The horizontal detail
coefficient cH comes second in dynamics and energy.
The vertical detail coefficient ¢V comes third, and the
diagonal detail coefficient ¢ D is the last in dynamic and
energy. We conclude that the approximation coefficient
cA of the image P contains the maximum energy con-
centration because it was produced from the result of
two low filters for rows and columns. And because the
information is usually concentrated in low-frequency
components, the approximation coefficient is a mini-
mized copy of the original image P. That is why any
modification on the approximation coefficient cA will
harm the reconstruction of the original image using the
idwt.

Our watermarking algorithm will take into account
these observations about the dwt coefficients. In the
next section, we will present the embedding algorithm
where we choose to insert a scrambled copy of the
approximation coefficient into the detail coefficients.
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(i) Tunk (]) Astrol

Fig.2 12 test images from [1]

3 Proposed semi-fragile watermarking and
recovery scheme

3.1 Embedding scheme

The embedding scheme is graphically described by
Fig. 4. Given a gray scale image P of size M x M. Let
us say that P is an image of size M x M = 256 x 256.
The steps leading to embed the watermark in the details
coefficients are described as follows:

1. Image decomposition:
The image P is decomposed to blocks of size m x m.
The number of blocks size is then %i% . The result
of this decomposition should be a Matrix Pj, formed

(d) Lena

(k) Barche (l) Einstein

by these blocks with size % X % For example, if the
size of the original image P is M x M = 256 x 256
and the blocks size is m x m = 4 x 4, then we will
obtain a blocks matrix Pj, of size 64 x 64.

. Block permutation:

Use the generalized cat map to permute the matrix
blocks Py, of size % X % to obtain a matrix block
Jp with the same size. Hence, the permutation is
done as follows:

k
i’ 1 a i M
[j’]:(bab—i-l) [j}m(’dﬁ @

foreveryi, j=1,..., %,where (@, j) is the block
coordinates of P, and (i’, j’) is the permuted block
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Fig. 3 Plot of the dwt coefficients of the images in Fig. 2
Fig. 4 Embedding scheme Original
P
Image
Decomposition —=cDP
s CVP '
Pb DWT |, chp s il
cAP > V)
Embedding
cH)'
DJ t IDWT
(a, b, k) Ib V)
Cat
—— pemutation—>  DWT cHJ
! cAJ
(a, b, T-k)
Jv'
P’
Watermarked | Image Inverse Cat map
P Reconstruction Permutation
coordinates of Jp, for example, fora = b = 1 i’ 11 20 i 464
. . . = m
and a blocks matrix of size 64 x 64 have as period j' 12 0

T = 48.1f we choose k = 20, then the permutation
is done as follows :
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3. DWT decomposition of Pj and Jp:
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For every block in P, and Jp, make a discrete
wavelet transform (DWT) decomposition to obtain
the approximation coefficient cA and three details
coefficients cH, ¢V and ¢ D. In our experiment, we
used the Haar wavelet db1 to make the DWT. The
decomposition can be described as follows:

[cAP,cHP,cVP,cDP]=dwt(Py(i, j),dbl)
[cAJ,cHJ,cVJ,cDJ] =dwt(Jy(i, j),dbl)

. Embedding each block approximation in the detail
coefficients of another block:

For each block, We chose to embed the image char-
acteristics contained in the approximation coef-
ficient cAP of each block P,(i, j) in the detail
coefficientscH J, ¢V J, ¢ D J of the permuted block
Jp(i, j). But because the dynamics of cA P is very
large compared to the dynamics of the details coef-
ficients and to not degrade the perceptual quality of
the image, we need to shrink the dynamic of cA P,
by inserting a minimized copy of cA P. This is done

as follows:
cAP —mean(cAP) c¢DJ

cHJ =cHJ +
32 16
, cAP —mean(cAP) c¢DJ
cVJ] =cVJ+ —
32 16
, mean(cAP)
cDJ =cDJ/32 + T -1d

16-cHJ +16-cVJ

- o 3)
with Id is the identity matrix of size m/2 x m/2.
And mean(cAJ) is the mean value of the matrix
cAlJ.
. IDWT transformation:
For each block, perform the inverse discrete wavelet
Transform on the approximation coefficient cAJ
of the permuted block J; and their modified detail
coefficients cHJ', ¢V J’, ¢cDJ' to obtain the corre-
sponding block J; (i, j) as follows:

Jp(i, j) =idwt(cAJ,cHJ',cVJ' cDJ', dbl)
“4)

. Inverse cat map permutation:

Use the generalized cat map to permute the matrix
blocks J, of size % X % to obtain a matrix block
P,; with the same size. Hence, the permutation is
done as follows:

T—k
i’ 1 a i M
= Gwtn) [l o

where (7, j) is the block coordinates of Jl; and
(i, j") is the permuted block coordinates of P;. As
an example, k = 20, T = 48 and % = 64, then:

(1= (1) [} e

7. Image reconstruction:
From the blocks Pé(i, j)foreveryi, j=1,..., %
reconstruct the watermarked image P’ by combin-
ing all the blocks together to form again an image
of size M x M.

3.2 Tamper detection and recovery process

Suppose we have a suspected tampered image R
which was previously watermarked by our embedding
scheme. If there is no tampering, then R = P’. If
there is tampering, the next steps describe the tamper
detection process and the localization of the tampered
regions. The tamper detection and the self-recovery
scheme are graphically described by Fig. 5.

1. Image decomposition:
The image R is decomposed to blocks of size m xm.

The number of blocks size is then ’,‘;’ i n}‘:’ . The result
M

isa - x % Matrix R} formed by blocks of size
m x m. For example, if the size of the tampered
image R is M x M = 256 x 256 and the blocks
sizeism x m = 4 x 4, then we will obtain a blocks
matrix Ry of size 64 x 64.

2. Block permutation:
Use the generalized cat map to permute k times the
matrix blocks R}, of size % X % to obtain a matrix
block I, with the same size. Hence, the permutation
is done as follows:

k
i’ 1 a i M
[j/}z(balﬂ-l) [j}m‘)d% (©)

where (i, j) is the block coordinates of R, and
(i’, j’) is the permuted block coordinates of /. For
example for a = b = 1 and a blocks matrix of
size 64 x 64, the cat map have as period T = 48.
k should have the same value as in the embedding
process which is 20:

(1= (12) )] e

3. DWT decomposition of R and I:
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crete Wavelet Transform (DWT) decomposition to
obtain the approximation coefficient cA and three
details coefficients c H, ¢V and ¢ D as in the embed-
ding process :

[cAR,cHR,cVR,cDR] =dwt(Ry(i, j),dbl)
[cAl,cHI,cVI,cDI]=dwt(Ip(, j),dbl)

. Estimation of the approximation coefficient cA P:
For every block, Reconstruct an approximation of

cAP noted cAP from the extracted detail coeffi-
cientscHI,cVI,cDI as follows:

CAP =16 x cHI +16 x cVI + 64 x ¢DI  (7)
If there is no tampering, thencHI = cHJ',cVI =
¢VJ and ¢DI = ¢DJ' and consequently,
CAP=cAP=16x cHJ' +16 x ¢V J' +64 x cDJ'
. Construct the approximation coefficient error for

each block:

cE = AP — cAR (8)
with cAR is the approximation coefficient of the
tampered block Rj (i, j) derived from the third step
of the tamper detection process.

@ Springer
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Fig. 5 Tamper detection (a, b, T-k)
and partial recovery scheme Tampered [1
R "l Eb
A1 ]
‘ [1 IDWT Inverse Cat map
Image -_—" Permutation
i cE
Decom position —» cDR 1 Wb
— cVR
Rb DWT _, cHR Image
g_\R + ‘ Reconstruction
: i !
_§ capP
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e
(a, b, k) Ib _>CVI Estimation
Cat map DWT | cHI of cAP
iPerm utation‘ — "
cAl 1 o
——
Recovered []
P -— Image . IDWT | []
Reconstruction —
For every block in R, and Ip, make a Dis- 6. Construction of the error image block:

For every block, the error blocks matrix E} local-
izing the tampered regions is generated as follows
foreveryi,j=1,..., %:

Ey(i, j) = idwt(cE,[],[].[],dbl) (€))

which means performing an inverse discrete wavelet
transform from only the approximation coefficient
cE and without the details coefficients (horizontal
or vertical or diagonal one).

. Inverse cat map permutation:

Use the generalized cat map to permute the matrix
blocks Ej, of size % X % to obtain a matrix block
W), with the same size. Hence, the permutation is
done as follows:

)= (

where (i, j) is the block coordinates of E;, and
(i’, j') is the block coordinates of Wj. following
the example given in the embedding process, k was
taken as 20, T = 48 and % = 64, then:

J=

Witness image reconstruction:

i/

=/

J

) []md
. | mod — (10)
J m

1
bab+1

DA RL
12

[i

J

./

j| mod 64
J
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From the blocks Wy, (i, j) foreveryi, j = 1,..., 4

b m b
reconstruct the witness image W by combining all
the blocks together to form an image of size M x M.

9. Recovery of the original watermarked image blocks:

For every Wy, (i, j) fori, j=1,..., M

m

—

P, j)=

— The weighted PSNR (WPSNR) : The usual PSNR

penalizes the visibility of the inserted mark in all
regions of the image in the same way. However,
the visibility of noise in flat regions is higher than
that in textures and edges [14]. The wPSNR is

idwt AP, [1,[1,[1.dbl) if 37, 3™ Wy (i, j)lp, r1=255xm

(1)

Rp(i, j) if Z';’:l > Wh(i, DIp.r]l <255 xm

10. Reconstruction of the recovered image:

From the blocks %) foreveryi, j = 1; o %,

reconstruct the recovered M x M image P’ which

constitutes an estimation of the watermarked image
P’

4 Simulation results
4.1 Imperceptibility evaluation

To evaluate the imperceptibility of the inserted mark in
the host image, we experimented the embedding algo-
rithm on the image database in [1]. In Fig. 6, we show
the watermarked images of those of Fig. 2 using the
embedding algorithm. As can be seen, no visual degra-
dation can be detected by the naked eye. Objective met-
rics also should be used to confirm this subjective state-
ment. These metrics are as follows:

1. PSNR metrics:

— The peak signal-to-noise ratio (PSNR) evaluates
the ratio between the maximum possible power
of a signal and the power of corrupting noise that
affects this signal. The PSNR is defined as:

2552
PSNR = 101log;, VISE [dB] (12)

with MSE is the mean squared error measured
between the original image x and the water-
marked image y:

| M M
MSE(x, y) = MXMZZ

i=1 j=I
x [x(i, j) — y@i, H1? (13)

Typical values of PSNR for good quality water-
marked images are between 30 and 40 dB (Table 2).

an adaptation of the usual PSNR because it emu-
lates the human visual system (HVS). wPSNR
uses different weights for perceptually different
regions instead of the PSNR where all the regions
are treated equivalently. wPSNR is given by:

2552
wPSNR(x, y) = 10log;, m [dB]

(14)

where x and y are the original and the water-
marked images and MSE is the mean square error
between them defined by Eq. (13) and NVF is the
Noise visibility function (NVF) which is used
by the wPSNR as a weighting matrix. For flat
regions, NVF is close to 1 while for edge or tex-
tured regions is more close to 0. Noise visibility
function was first proposed in [15], and it is given
by:

1

NVFG, j) = ——
D =152 )

5)

where af(i, J) denotes the local variance of the
image in a window of size (2L + 1) x (2L 4+ 1)
centered on the pixel with coordinates (i, j):

) 1 L L
Ux(l7f)= (2L+])2 kz Z

=—L[=—L
x[x( +k, j+1) —x@, HI? (16)

and X (i, j) is the mean of that window:

L L

1 o
X, j) = GLTIr k;“;Lx(l +k, j+1D)

A7)
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(a) Cameraman

|

(i) Tunk (J) Astrol

Fig. 6 Watermarked versions of the images in Fig. 2

wPSNR value is generally higher than the PSNR
value. This is due to the fact that for flat and
smooth areas NVF ~1 hence wPSNR ~ PSNR.
And for textured areas or edges NVF <1 then
wPSNR > PSNR. And this reflects the fact that
HVS will have less sensitivity to modifications
in textured areas than smooth areas.

2. Watson metric: The Watson model has been adopted
in the “Checkmark” [11] and consists on weighten-
ing the errors for each DCT coefficient in each block
by its corresponding sensitivity threshold which is
a function of the contrast sensitivity, luminance
masking and contrast masking [14]. The Watson
model outputs a total perceptual error (TPE) and
two block numbers NB1 and NB2.
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(K) Barche

(d) Lena

(1) Einstein

— TPE: The total perceptual error is calculated

by pooling errors in the DCT coefficients over
space and frequency. The errors are weighted
by the corresponding sensitivity threshold of its
block. A global threshold GT =4.1 was adopted
to decide whether (TPE > GT) or not (TPE
< GT) the watermarked images are as good
quality.

NBI1 : A local perceptual error threshold LT1=
7.6 for blocks of size 16 x 16 has been adopted.
Blocks that have greater perceptual errors than
LT1 may be locally visible. We count the num-
ber of these affected blocks and put them in
the variable NB1. The lower NB1 will be,
the good will be the perceptual quality of the
image.
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Table 2 Perceptual similarity between original and watermarked images using various metrics for 20 images

Image PSNR metric Watson metric Structural similarity

PSNR wPSNR TPE NB1 NB2 UIQ SSIM

Cameraman 32.98 50.74 0.04 0 0 0.93 0.93

Clock 34.80 46.87 0.02 0 0 1 0.90

Aeriall 32.56 46.70 0.05 0 0 1 0.96

Lena 34.67 59.04 0.03 0 0 0.99 0.95

Peppers 34.51 66.64 0.03 0 0 0.99 0.95

Scene 40.19 65.19 0.03 0 0 0.94 0.98

Baboon 27.01 45.50 0.08 0 0 1 0.90

Jet 32.81 47.42 0.03 0 0 1 0.91

Boat 31.54 46.34 0.05 0 0 1 0.94

Aerial2 28.36 44.73 0.06 0 0 1 0.92

Tracks 32.63 50.15 0.05 0 0 1 0.94

Tunk 36.20 51.52 0.03 0 0 1 0.92

Astrol 36.16 90.91 0.03 0 0 1 0.92

Barche 34.25 53.32 0.03 0 0 0.99 0.95

Einstein 35.44 59.71 0.03 0 0 1 0.94

Galaxia 27.14 36.68 0.10 0 0 1 0.81

Leopard 31.45 58.92 0.05 0 0 0.99 0.94

Soil 24.73 61.48 0.12 0 0 0.99 0.93

Elaine 34.79 46.67 0.03 0 0 1 0.93

Donna 38.84 50.70 0.02 0 0 1 0.96

e Dt X R ) e

proposed scheme tested for Clock 223 0.13 61.49

various images
Barche 3.57 0.08 47.46
Tracks 7.21 0.16 50
Jet 10.81 0.38 78.66
aerial2 1.36 0.25 65.92
Lena 24.26 0.59 35.8
Average 8.24 0.26 56.55

e e o me mwe

proposed scheme and three Proposed 32.92 8.24 0.26 56.55

others algorithms in term of

PSNR of the watermarked Hsu and Tu’s 44.16 8.24 0.67 99.87

image, FPR and TPR Chang et. al.’s 50.20 8.24 1.12 90.31%
Lin et al’s 44.13 8.24 1.23 97.75

— NB2: a second local perceptual error thresh-
old LT2=30 for blocks of size 16 x 16 is
also adopted. Blocks that have perceptual error
greater than LT2 are potentially affected and

they are clearly visible. NB2 contains the num-
bers of these blocks. If NB2 > 1, the water-

marked
rejected.

image

is

systematically
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3. Structural similarity:

— The Universal Image Quality index (UIQ) [20]
measures the structural similarity between two
images (original x and watermarked y) and is
defined by:

Oxy 2Xy 20,0y

UIQ(x, y) = (18)

oy 0y X2 432 o +o}

where X and y are the mean of x and y respec-
tively. oy and oy are the variance of x and y
respectively. And oy, is the covariance between
xand y.
The closer UIQ to 1, the more similar the images
x and y.

— The Structural Similarity Index Measure
(SSIM) [21] is an enhanced version of the UIQ
and it is defined by :
SSIM(x, y) = 73??;}-6'1 220)C U’Z+C2 oxy+C3

X+ +Cy 07 +0;+Ca 050y +C3

(19)

where C1, C; and C3 are constants parameters.
Again the closer is SSIM to 1, the more similar
the images x and y will be.

4.2 Tamper detection performance

Tampering modification and Tamper detection perfor-
mance can be measured using many metrics. Let us
define the following quantities:

— True-Positive pixels (TP): the number of tampered
pixels correctly identified as tampered.

— False-Positive pixels (FP): the number of unmodi-
fied pixels incorrectly identified as tampered.

— True-Negatives pixels (TN): the number of unmod-
ified pixels correctly identified as unmodified.

— False-Negative pixels (FN): the number of tam-
pered pixels incorrectly identified as unmodified.

Then, to quantify the tampering made on the water-
marked image, the tampering ratio p is defined as :

_ FN+TP

= — x100%
M x M

The tampering detection accuracy can be measured
through two metrics :

@ Springer

— The detection sensitivity or the true-positive rate
(TPR): this metric relates to the test’s ability to
identify positive results. It is a way to express the
probability of correctly identifying the tampered
regions. The higher be the TPR, the better will be
the result. The TPR is defined as :

TPR = x 100 %

TP
TP + FN
— The false alarm metric or the false-positive rate

(FPR): this metric relates to the errors of incorrectly
identify unmodified pixels as tampered. It express
the probability of the test’s false alarm. The lower
be the FPR, the better will be the result. The FPR
can be expressed as:

FPR x 100 %

_FP
= PPN

In Table 3, we give some tamper detection results
(FPR and TPR) for six tampered images with differ-
ent tampering ratios. As been expected, the proposed
algorithm should have a moderate (not high nor low:
40 % < TPR < 80 %) level of TPR because it should
be a semi-fragile algorithm and have resilience to some
operations. This means that it should have a moder-
ate sensitivity to any modification. In the same time, it
should have a low level of FPR (meaning FPR < 1 %)
giving the minimum false alarm errors.

In Fig. 7, we show in the first column the water-
marked images. In the second column we show the
manipulated (tampered) images with different tamper-
ing ratio p, we give also the PSNR and SSIM between
the watermarked/manipulated images. In the third col-
umn, we show the witness images results of the tamper
detection made on the manipulated images where we
give the TPR and the FPR measuring the accuracy of
the detection algorithm. And in the last column, we
show the recovered images where we give the PSNR
and SSIM compared to the watermarked ones.

We compare our proposed scheme with others tam-
per detection schemes in terms of PSNR of the water-
marked image, FPR and TPR results of the witness
image. Many images were taken to make this experi-
ence where the average value of p is 8.24 % for the
four algorithms. The comparison is made between the
following algorithms:

1. The proposed algorithm
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|E¥
(a) watermarked clock ~ (b) p = 223%; PSNR=24.24; (C) FPR=0.13 %; TPR=61.49 %
SSIM=0.97

& X

- ne N
(f) p= 357 %; PSNR=27.92;
SSIM=0.95

;2 : .
.13 i N

(i) watermarked racks ~ (j) p= 721 %; PSNR=24.1;
SSIM=0.92

R

L 4

(M) watermarked jet (n)p= 1081 %; PSNR=18.85;
SSIM=0.87

(q) watermarked aerial2 ~ (T) p= 136 %; PSNR=29.27;
SSIM=0.98

Fig. 7 Tamper detection performance

z

it
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Fig. 8 Resilience to JPEG
compression. The first
column images are the
JPEG compresses
watermarked images with
different qualities, the
second column show the
corresponding witness
images and the third column
show the corresponding
recovered images

(a) JPEG 90%: p = 67.2%

@ Springer

(b) FPR=0 %; TPR=0.01 %

et
-

(i) PSNR=16.88, SSIM=0.67
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Fig. 9 Resilience to
Common Image Processing
“innocent” attacks on the
watermarked image. The
first column shows the
attacked watermarked
images, the second column
shows the corresponding
witness images, and the last
column shows the
corresponding recovered
images

(g) Resize to 200 x 200: p =
89.8%

S

(j) Noise salt & pepper 0.01: p =

1.04%

(m) Average Blur 3 x 3: p

74.78%

| 5 v v:
(0) PSNR=14.22,SSIM=0.6

@ Springer



1832

O. Benrhouma et al.

2. Hsu and Tu algorithm presented in [7]
3. Chang et al. algorithm presented in [4]
4. Lin et al. algorithm presented in [8]

The comparison is made by averaging the resulted val-
ues of PSNR, FPR and TPR. The comparison results
are drawn in Table 4, and they show that although the
proposed algorithm has the worst PSNR of the water-
marked image, it has the minimal false alarm rate (FPR)
demonstrating the best detection performance. It has
also a moderate TPR compared to the other three algo-
rithms. A moderate TPR shows that the proposed algo-
rithm is less sensitive to modifications than the others
algorithms which is a desired property for semi-fragile
watermarking for tamper detection.

4.3 Robustness to most common image processing
operations

Although the watermarking algorithm should be fragile
to any harmful operation which has as goal to manip-
ulate the image, it should be robust to most common
image processing operations which have as goal to fit
the image in the user application like resizing, rotat-
ing, filtering, compression JPEG or noising in case of
noisy transmission channel. These operations can be
described as “innocent” operations which do not intend
to tamper the image.

We have compressed the watermarked image Lena
with different levels of JPEG quality from 100 to 70 %.
And every time, the algorithm shows a resilience to this
operation which is a very destructive manipulation. For
example, a compression JPEG 80 % is equivalent to a
tamper modification of ratio p = 79.1 % compared to
the watermarked image. And the algorithm still does
not detect a pattern or show an all white image. The
recovered image shows no other pattern that does not
exist in the compressed image. Of course, in this case,
the quality of the compressed image is better than the
recovered image. But we made this experience to show
that the detection algorithm will not find any pattern
showing that the image was illegally modified. This
result of this experience is shown in Fig. 8. We have
tested the robustness of our algorithm against other
common operations showed in Fig. 9, and we found
that our algorithm survives most of them. We should
mention that before running the detection algorithm on
the manipulated image, a pre-treatment on the manip-
ulated image is done to refit the image to the same size

@ Springer

or orientation of the watermarked image. For example,
if the watermarked image is resized from 256 x 256 to
200 x 200 then before running the detection algorithm
on this image, we should resize it to 256 x 256.

5 Conclusion

In this paper, we have presented a tamper detection
algorithm which can localize the tampered region by
highlighting it for a subjective human recomposition.
The algorithm can also regenerate the watermarked
image before forgery. The main characteristics of an
image block are concentrated in the approximation
coefficients cA of its Discrete wavelet decomposition.
That is why we choose to consider it as the watermark to
be inserted because it will preserve these original char-
acteristics even if the image has been tampered. And
because the other remaining coefficients (cH, ¢V, ¢D)
are considered as detail coefficients, they would be the
best place were we should insert the watermark c A. The
insertion of each block approximation coefficient cA is
inserted in the detail coefficients of another block. A
cat map is used to find this association between each
two blocks. The algorithm resist most common image
processing operations which cannot be considered as
a forgery attack. Users can manipulate some water-
marked images to fit their screens and applications, that
is why the algorithm should be robust to these “inno-
cent” operations.
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