
Nonlinear Dyn (2014) 78:1329–1338
DOI 10.1007/s11071-014-1519-6

ORIGINAL PAPER

Delay-dependent stability analysis and H∞ control for LPV
systems with parameter-varying state delays

Minsong Zhang · Fu Chen

Received: 24 September 2013 / Accepted: 6 June 2014 / Published online: 4 July 2014
© Springer Science+Business Media Dordrecht 2014

Abstract This paper develops the stability analysis
and delay-dependent H∞ control synthesis for linear
parameter-varying (LPV) systems with time-varying
state delays. On the basis of the Finsler’s lemma, suf-
ficient conditions on H∞ performance analysis are
formulated in terms of parameterized linear matrix
inequalities. The interesting annihilator matrix is con-
stituted by time-varying parameters of LPV systems
to reduce the conservatism. A numerical example is
presented to confirm the efficiency of the proposed
method.
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1 Introduction

Time delays are omnipresent in practical activities from
engineering systems to economic phenomena on the
account of measurement, transmission, or unmodeled
characteristics of the systems themselves and so on.
The ubiquitous time delays of multifarious systems
have attracted much attention in the past decades, e.g.,
see [1–3] and the reference therein. In most engineer-
ing systems, the time delays are known and measurable
functions of variable operating conditions or system
parameters. Meanwhile, the parameter-dependent time
delays often occur in chemical processes and biomed-
ical plants. It is well known that if the presence of time
delays is not considered in the controller designs, they
may possibly cause instability or serious deterioration
in the performance of corresponding closed-loop sys-
tems.

LPV systems contain time-varying parameters
which are unknown in advance but measurable. Con-
sequently, the significant characteristics of such plants
depend on these time-varying parameters which com-
prise the real-time variation information. LPV sys-
tems are the important medium from linear systems
to nonlinear quadratic systems, because some nonlin-
ear quadratic systems can be modeled as LPV systems
by alternating some states as time-varying parameters.
Therefore, LPV systems provide a systematic method
of designing gain-scheduled controllers for nonlin-
ear systems or other parameter-dependent systems [4].
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1330 M. Zhang, F. Chen

Based on this point, stability analysis and control syn-
thesis results for LPV systems have been explored in
[5–8].

For time-delayed LPV systems, current research
achievements are divided into two main directions,
namely, delay-independent stability conditions and
delay-dependent stability criteria. Delay-independent
analysis and synthesis for LPV system subject to
time-varying state delays have been studied in [9,10]
through parameter-independent Lyapunov–Krasovskii
functions with the rate information of delay varia-
tions. Generally speaking, delay-independent condi-
tions are more conservative than delay-dependent ones.
Then, in [11,12], the delay-dependent stability condi-
tions and filter design are proposed with parameter-
dependent Lyapunov-Krasovskii functions containing
the variation rate of time delays. And [13] addresses
the parameter-dependent H∞ filter design problem for
LPV plants with constant state delays by virtue of sim-
ilar method.

Currently, a much elaborate Lyapunov–Krasovskii
function with additional term is applied to improve the
performance of LPV systems. The proposed designs in
[14] can effectively illustrate the reduced conservatism
of related results. And a universal rate-dependent H∞
filter design in [15] is formulated for continuous LPV
systems subject to time-varying state delays in the
form of linear matrix inequalities (LMIs). On the
basis of projection approach and Jensen’s inequal-
ity, a parameter-dependent state-feedback control is
designed in [16] for LPV systems with time-varying
state delays through a nonlinear matrix inequality. The
reduced order observer is proposed in [17] for LPV sys-
tems with parameter-varying time delays. The authors
of [18] obtain their conclusions by means of Finsler’s
lemma with the annihilator matrix consisted with con-
stant matrices Ai of LPV systems.

For LPV systems with time-varying state delays, the
synthesis objective of this paper is to further reduce the
conservatism in the sufficient conditions for stabiliza-
tion and induced L2 norm performance through apply-
ing the classical Lyapunov–Krasovskii function and
Finsler’s lemma, in which the Lyapunov–Krasovskii
function or controller design is parameter dependent,
and all of the annihilator’s elements are time-varying
parameters of LPV systems themselves. Although a
single time-varying state delay is considered here, the
results can be easily extended to LPV systems subject
to multiple time-varying state delays.

The paper is organized as follows. The LPV sys-
tem with parameter-varying state delays considered in
this paper is provided in Sect. 2 with some prelim-
inary results. In Sect. 3, we establish a parameter-
ized linear matrix inequality (PLMI) method of the
state-feedback control design for LPV systems with
parameter-varying state delays. Section 4 illustrates
the validity of our design method in selected numer-
ical example compared to past approaches, and Sect. 5
concludes the whole paper with a summarization.

Notation Throughout the whole paper, standard nota-
tion is adopted. R is the set of real numbers and R+
for the non-negative real numbers. R

n×n denotes the
set of real n × n matrices. S

n×n stands for the real,
symmetric n × n matrices, and S

n×n+ for the positive
definite n × n matrices. For a matrix P , P > ( ≥ ) 0

means that P is a symmetric and (semi) positive definite
matrix. For a square matrix A, the symbol He(A) denotes
AT + A, where AT is the transpose of A. A ⊗ B means
the Kronecker product of the pair of (A, B). The space
of continuous functions will be denoted by C, and the
corresponding norm is ‖φ‖ = supt‖φ(t)‖.

2 Stability analysis of LPV systems with
parameter-varying state delays

Consider the following state-space model of a polytopic
LPV system with parameter-varying state delays:
ẋ(t) = A(θ(t))x(t) + Ah(θ(t))x(t − τ(θ(t))) + B(θ(t))w(t),

z(t) = C(θ(t))x(t) + Ch(θ(t))x(t − τ(θ(t))) + D(θ(t))w(t),

x(t) = φ(t), t ∈ [−h, 0], (1)
where x ∈ R

n is state vector, z ∈ R
r is performance

output, w ∈ R
l is an external disturbance. And

A(θ(t)) =
m∑

i=1

θi (t)Ai , Ah(θ(t)) =
m∑

i=1

θi (t)Ahi ,

B(θ(t)) =
m∑

i=1

θi (t)Bi , C(θ(t)) =
m∑

i=1

θi (t)Ci , (2)

Ch(θ(t)) =
m∑

i=1

θi (t)Chi , D(θ(t)) =
m∑

i=1

θi (t)Di ,

where Ai ∈ R
n×n , Ahi ∈ R

n×n , Bi ∈ R
n×l , Ci ∈ R

r×n ,

Chi ∈ R
r×n , and Di ∈ R

r×l are known real constant matri-
ces, i = 1, 2, . . . , m. τ(θ(t)) is a bounded parameter-
varying time delay which is a differentiable scalar func-
tion. τ(θ(t)) lies in the set

� = {
τ(θ(t)) ∈ C (R, R) : 0 ≤ τ(θ(t)) ≤ h < ∞,

0 < τ̇(θ(t)) ≤ d < 1
}
. (3)
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For ∀ t ∈ R, t − τ(θ(t)) is monotonically increased.
The initial data function φ in (1) is a given function
in C ([−H, 0]). θ(t) = [θ1(t), θ2(t), . . . , θm(t)]T is the time-
varying parameter vector satisfying

�m �
{
θ(t) ∈ R

m : | θ̇i (t) | ≤ ki , i =1, . . . , m
}
. (4)

From the assumption above, it is easy to see that
the state-space matrices and the time-delay τ(t) are
functions of time-varying parameters which can be
measured in real-time. In this paper, we hammer at
constructing the parameter-varying controller design
such that the considered LPV system is asymptotically
stable, and the induced L2 norm is less than a given
scalar γ .

The following Finsler’s lemma in [19] is essential
throughout the whole paper.

Lemma 1 Given matrix functions Γ (v) ∈ R
r×nσ ,

Π(v) = ΠT (v) ∈ R
nσ ×nσ , and σ(v) ∈ R

nσ with
v ∈ V ⊆ R

nv , then

σ T (v)Π(v)σ (v)<0, ∀ v∈V :Γ (v)σ (v)=0, σ (v) 
=0,

(5)

if there exists a matrix L such that

Π(v) + He(L�(v)) < 0, ∀ v ∈ V. (6)

For a proper characterization for the stability prob-
lem of the LPV system based on Lemma 1, we label the
following representations of the matrix �(θ(t)), A(θ(t))

and B(θ(t)):

A(θ(t)) = �T (θ(t))

[
0
A

]
, Ah(θ(t)) = �T (θ(t))

[
0

Ah

]
,

B(θ(t)) = �T (θ(t))

[
0
B

]
, (7)

where

�(θ(t)) =
[

In
θ(t) ⊗ In

]
, A =

⎡

⎢⎣
A1
.
.
.

Am

⎤

⎥⎦ ,

Ah =
⎡

⎢⎣
Ah1

.

.

.

Ahm

⎤

⎥⎦ , B =
⎡

⎢⎣
B1
.
.
.

Bm

⎤

⎥⎦ . (8)

And the time-varyingly parameter-dependent matrix
N (θ(t)) ∈ R

(m−1)×m is defined as

N (θ(t)) =

⎡

⎢⎢⎢⎣

θ2(t) −θ1(t) 0 · · · 0
0 θ3(t) −θ2(t) · · · 0
.
.
.

. . .
. . .

. . .
.
.
.

0 · · · · · · θm(t) −θm−1(t)

⎤

⎥⎥⎥⎦ ,

which satisfies �1(θ(t))�(θ(t)) = 0 with

�(θ(t)) = [
θ(t) ⊗ In −Imn

]
,

�1(θ(t)) =
[

�(θ(t))[
0(m−1)n×n N (θ(t)) ⊗ In

]
]

. (9)

At first, we consider the unforced LPV systems sub-
ject to parameter-varying state delays:

ẋ(t) = A(θ(t))x(t) + Ah(θ(t))x(t − τ(θ(t))). (10)

The following sufficient condition is an LMI formula-
tion for asymptotically stabilizing (10).

Theorem 1 Given a unforced time-delayed LPV sys-
tem (10), if there exist a continuously differentiable
matrix function P : R

s → S
n×n+ and matrices Q ∈ S

n×n+
and L ∈ R

(m+2)n×(2m−1)n satisfying

2(θ(t)) + He(L�2(θ(t))) < 0, (11)

where

2(θ(t))=
[

1(θ(t)) ∗
AT

h (Im ⊗ P(θ(t)))N1 −(1 − d)hQ

]
,

1(θ(t)) =
⎡

⎣±
m∑

i=1
(ki

∂ P
∂θi

) + hQ P(θ(t))AT

AP(θ(t)) 0

⎤

⎦,

(12)

�2 =[
�1 0(2m−1)n×n

]
, N1 =[

0mn×n Imn
]
,

then the LPV system (10) is asymptotically stable.

Proof Consider the following Lyapunov–Krasovskii
function

V1(xt , θ)= xT (t)P(θ(t))x(t)+h

t∫

t−τ(θ(t))

xT (η)Qx(η)dη.

(13)

Let λP , λP be the smallest and largest eigenvalues of
P(θ(t)) for any θ(t) ∈ �m , respectively, and λQ be the
largest eigenvalue of Q, then we have that, for ∀ x ∈ R

n ,

λP‖x‖2 ≤ V1(xt , θ) ≤ (λP + h2λQ)‖x‖2,

dV1

dt
= dxT

dt
P(θ(t))x(t) + xT (t)P(θ(t))

dx

dt

+xT (t)
dP(θ(t))

dt
x(t) + xT (t)hQx(t)

−(1− dτ

dt
)xT (t−τ(θ(t)))hQx(t−τ(θ(t)))

= [
xT (t)�T (θ(t)) xT (t−τ(θ(t)))

]
2(θ(t))

[
�(θ(t))x(t)

x(t − τ(θ(t)))

]
,
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1332 M. Zhang, F. Chen

where

(θ(t) ⊗ In)T AP(θ(t)) = A(θ(t))P(θ(t)),

N1�(θ(t)) = θ(t) ⊗ In,

AT
h (Im ⊗ P(θ(t)))N1�(θ(t)) = AT

h (θ(t))P(θ(t)).

(14)

Partitioning L accordingly to 2(θ(t)), i.e., L =
[LT

1 LT
2 ]T , then (11) can be read as

[
1(θ(t)) + He(L1�1(θ(t))) ∗

AT
h (Im ⊗ P(θ(t)))N1 + He(L2�1(θ(t))) −(1 − d)hQ

]
< 0.

(15)

Next, let ξ = [xT (t)�T (θ(t)) xT (t −τ(θ(t)))]T , apply-
ing Schur’s complement to (15) and pre- and post-
multiplying the latter inequality by ξT and ξ ,
respectively, it is easy to get dV1

dt < 0. Hence, the LPV
system (10) is asymptotically stable. The proof is com-
pleted.

Similar to Theorem 2 in [9], the sufficient condi-
tion (11) is an infinite-dimensional convex problem. To
transfer it to a finite-dimensional optimization prob-
lem, we select proper basis functions f j (θ(t)), j =
1, 2, . . . , n f , such that �

P(θ(t)) =
n f∑

j=1

f j (θ(t))Pj , Pj = PT
j . (16)

Corollary 2 Given a unforced time-delayed LPV
system (10) and (16), if there exist symmetric matri-
ces Pj , j = 1, . . . , n f , matrices Q > 0 and L satisfying

P(θ(t)) =
n f∑

j=1

f j (θ(t))Pj > 0,

4(θ(t)) + He(L�2(θ(t))) < 0, (17)

where

4(θ(t)) =
[

3(θ(t)) ∗
AT

h (Im ⊗ P(θ(t)))N1 −(1 − d)hQ

]
,

3(θ(t)) =
⎡

⎢⎣
±

m∑
i=1

(ki

n f∑
j=1

∂ f j
∂θi

Pj ) + hQ P(θ(t))AT

AP(θ(t)) 0

⎤

⎥⎦ , (18)

and �2, N1 are in (12), then the LPV system (10) is
asymptotically stable.

The following result provides a sufficient condition
for H∞ control problem of time-delayed LPV system
(1) in the form of LMIs.

Theorem 3 Consider the LPV system (1) with φ(t) = 0,
given a scalar γ > 0, if there exist a continuously dif-
ferentiable matrix function P : R

s → S
n×n+ and matrices

Q ∈ S
n×n+ and L ∈ R

(mn+2n+r+l)×(2m−1)n such that:

5(θ(t), γ ) + He(L�3(θ(t))) < 0, (19)

where

5(θ(t), γ ) =

⎡

⎢⎢⎢⎣

1(θ(t)) ∗ ∗ ∗
AT

h (Im ⊗ P(θ(t)))N1 −(1 − d)hQ ∗ ∗
BT (Im ⊗ P(θ(t)))N1 0 −γ Ir ∗

C(θ(t))N2 Ch(θ(t)) D(θ(t)) −γ Il

⎤

⎥⎥⎥⎦ ,

�3 =
[

�1 0(2m−1)n×(n+l+r)

]
, N2 =

[
In 0n×mn

]
, (20)

and 1(θ(t)), N1 are same in (12), then the LPV system
(1) is asymptotically stable, and the induced L2 norm
is less than γ .

Proof Again consider the parameter-dependent Lyapu-
nov–Krasovskii function (13) and notice that

M1 � dV1

dt
+ γ −1zT (t)z(t) − γwT (t)w(t)

= dxT

dt
P(θ(t))x(t) + xT (t)P(θ(t))

dx

dt

+xT (t)
dP

dt
x(t) + xT (t)hQx(t)

−(1 − τ̇ (θ(t)))xT (t − τ(θ(t)))hQx(t − τ(θ(t)))

+γ −1zT (t)z(t) − γwT (t)w(t)

≤ ξ T (t, θ(t))N1ξ(t, θ(t)),
where
ξ(t, θ(t)) = [

xT (t) xT (t − τ(θ(t))) wT (t)
]T

,

N1 =
⎡

⎣
�11 ∗
�21 �22 ∗
�31 �32γ

−1 DT (θ(t))Ch(θ(t)) �33

⎤

⎦ ,

�11 = �T (θ(t))1(θ(t))�(θ(t))+γ −1CT (θ(t))C(θ(t)),

�21 = AT
h (θ(t))P(θ(t)) + γ −1CT

h (θ(t))C(θ(t)),

�31 = BT (θ(t))P(θ(t)) + γ −1 DT (θ(t))C(θ(t)),

�22 = −(1 − d)hQ + γ −1CT
h (θ(t))Ch(θ(t)),

�32 = γ −1 DT (θ(t))Ch(θ(t)),

�33 = −γ Il + γ −1 DT (θ(t))D(θ(t)),

Partitioning L accordingly to 3(θ(t), γ ), i.e., L =
[LT

1 LT
2 LT

3 LT
4 ]T , the inequality (19) can be rewrit-

ten as

5(θ(t), γ ) + He(L�3(θ(t)))

=

⎡

⎢⎢⎢⎣

1(θ(t)) + He(L1�1(θ(t))) ∗ ∗ ∗
AT

h (Im ⊗ P(θ(t)))N1 + He(L2�1(θ(t))) −(1 − d)hQ ∗ ∗
BT (Im ⊗ P(θ(t)))N1 + He(L3�1(θ(t))) 0 −γ Ir ∗

C(θ(t))N2 + He(L4�1(θ(t))) Ch (θ(t)) D(θ(t)) −γ Il

⎤

⎥⎥⎥⎦

<0, (21)
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then applying Schur’s complement to (21) and multi-
plying at the left by
[

xT (t)�T (θ(t)) xT (t − τ(θ(t))) wT (t)
]

and at the right by its transpose, we obtain M1 < 0,
where N2�(θ(t)) = In . Based on the asymptotic stability
of (1), it is easy to see that V1(∞) = 0. Integrating both
sides of M1 < 0 from 0 to ∞, we get

‖e‖2
2 ≤ γ 2‖d‖2

2, (22)

which implies that the induced L2 norm of (1) from d
to e is less than γ . The proof is completed. �
Remark 1 The sufficient condition in (19) can be par-
allelly extended to LPV system subject to multiple
parameter-varying state delays:

ẋ(t)= A(θ(t))x(t)+
k∑

i=1

Ahi (θ(t))x(t−τi (θ(t))) + B(θ(t))w(t)

(23)

with the delay τi (θ(t)) satisfying 0 ≤ τi (θ(t)) ≤ hi <

∞, i = 1, 2, . . . , k, and 0 < τ̇i (θ(t)) ≤ di < 1, i = 1, . . . , k,
and the following Lyapunov function:

V2(xt , θ) = xT (t)P(θ(t))x(t)+
t∫

t−τ1(θ(t))

xT (η)h1 Q1x(η)dη

+
t∫

t−τ2(θ(t))

xT (η)h2 Q2x(η)dη + · · ·

+
t∫

t−τk (θ(t))

xT (η)hk Qk x(η)dη.

3 State-feedback control of LPV systems with
parameter-dependent state delays

In this section, we consider the following parameter-
dependent time-delayed LPV system:
ẋ(t) = A(θ(t))x(t) + Ah(θ(t))x(t − τ(θ(t))) + B1(θ(t))w(t)

+B2(θ(t))u(t),

z(t) = C(θ(t))x(t) + Ch(θ(t))x(t − τ(θ(t))) + D1(θ(t))w(t)

+D2(θ(t))u(t), (24)

where u(t) ∈ R
s is the control input,A(θ(t)), Ah(θ(t)),

C(θ(t)), Ch(θ(t)) are the same in (3) and

B1(θ(t)) =
m∑

i=1

θi (t)B1i , B2(θ(t)) =
m∑

i=1

θi (t)B2i ,

D1(θ(t)) =
m∑

i=1

θi (t)D1i , D2(θ(t)) =
m∑

i=1

θi (t)D2i , (25)

The three state-feedback controller designs with differ-
ent Lyapunov functions are as following:

Type 1 Constant state-feedback controller design
with a common quadratic Lyapunov function

u(t) = K x(t), P = PT ∈ R
n×n,

V (xt , θ(t)) = xT (t)Px(t) +
t∫

t−τ(θ(t))

xT (η)h Rx(η)dη, (26)

where K ∈ R
s×n is a constant matrix.

Type 2 Parameter-dependent state-feedback con-
troller design with a common quadratic Lyapunov func-
tion

u(t) = K (θ(t))x(t), P = PT ∈ R
n×n,

V3(xt , θ(t)) = xT (t)Px(t) +
t∫

t−τ(θ(t))

xT (η)h Rx(η)dη, (27)

where K (θ(t)) is a parameter-dependent matrix.
Type 3 Constant state-feedback controller design

with a parameter-dependent quadratic Lyapunov func-
tion

u(t) = K x(t), P(θ(t)) = PT (θ(t)),

V4(xt , θ(t)) = xT (t)P−1(θ(t))x(t) +
t∫

t−τ(θ(t))

xT (η)h Rx(η)dη,

(28)

where P(θ(t)) =
m∑

i=1
θi (t)Pi is a parameter-dependently

positive definite matrix, and K ∈ R
s×n is a constant

matrix.
We consider such three type controller designs and

Lyapunov functions to test the different influences of
the time-varying parameters in various parts. Then
when such LPV systems are applied in practice, we
know how to manage it effectively.

Theorem 4 Consider the system (24) with (27), given
a scalar γ > 0, if there exist real matrices Q = QT > 0,

Yi , i = 1, . . . , m, R = RT > 0 and L satisfying

7(θ(t), γ ) + He(L�3(θ(t))) < 0, (29)
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1334 M. Zhang, F. Chen

where

7(θ(t), γ ) =

⎡

⎢⎢⎣

6(θ(t)) ∗ ∗ ∗
Q AT

h (θ(t))N2 −(1 − d)h R ∗ ∗
BT

1 (θ(t))N2 0 −γ Il ∗
�31 Ch(θ(t))Q D1(θ(t)) −γ Il

⎤

⎥⎥⎦ ,

6(θ(t)) =
[

A(θ(t))Q + Q AT (θ(t)) + hQ RQ ∗
B2Y (θ(t)) 0

]
, B2 =

⎡

⎢⎢⎣

B21

.

.

.

B2m

⎤

⎥⎥⎦ ,

�31 = C(θ(t))QN2 + D2(Im ⊗ Y (θ(t)))N1, D2 = [
D21 . . . D2m

]
,

(30)

N1, N2 and �3(θ(t)) are same as in (12) and (20),
respectively, and

Y (θ(t)) =
m∑

i=1

θi (t)Yi . (31)

Then the LPV system (24) with (27) is asymptotically
stable, and the induced L2 norm is less than γ , where
the state-feedback control law u = Y (θ(t))P−1x(t).

Proof Consider the parameter-independent Lyapunov–
Krasovskii function V3(xt , θ) in (27) with P = PT > 0

and let

ξ = Px(t), η = Px(t − τ(θ(t))), Q = P−1,

Y (θ(t)) = K (θ(t))Q, (32)

then

M2 � dV3

dt
+ γ −1zT (t)z(t) − γwT (t)w(t)

= [
ξ T ηT wT (t)

]
⎡

⎣
�11 ∗ ∗
�21 �22 ∗
�31 �32 �33

⎤

⎦

⎡

⎣
ξ

η

w(t)

⎤

⎦ ,

where

�11 = A(θ(t))Q + Q AT (θ(t))+B2(θ(t))Y (θ(t))+Y T (θ(t))BT
2 (θ(t))

+hQ RQ + γ (C(θ(t))Q + D2(θ(t))Y (θ(t)))T (C(θ(t))Q

+D2(θ(t))Y (θ(t))),

�21 = Q AT
h (θ(t)) + γ (Ch(θ(t))Q)T (C(θ(t))Q + D2(θ(t))Y (θ(t))),

�22 = −(1 − d)h R + γ (Ch(θ(t))Q)T (Ch(θ(t))Q),

�31 = BT
1 (θ(t)) + γ DT

1 (C(θ(t))Q + D2(θ(t))Y (θ(t))),

�32 = γ DT
1 (Ch(θ(t))Q),

�33 = −γ Il + γ DT
1 (θ(t))D1(θ(t)).

And when we introduce the auxiliary parameter �(θ(t)),
by Schur’s complement, M2 can be read as

M2 = [
ξT �T (θ(t)) ηT wT (t)

]
7(θ(t), γ )

⎡

⎣
�(θ(t))ξ

η

w(t)

⎤

⎦ .

Then it is facile to get the condition (29) from Lemma
1. The proof is completed. �

Remark 2 For Q and R are unknown, the condition (29)
in Theorem 4 is not an LMI due to the existence of the
term QRQ. Hence, the matrix inequality (29) cannot
be solved directly through the LMI Control Toolbox.
However, similar to [20,21], Theorem 4 can be further
improved as follows.

Theorem 5 Consider the system (24) with (27), given
a scalar γ > 0, if there exist real matrices Q = QT > 0,
Yi , i = 1, . . . , m, R = RT > 0, S = ST > 0, W = W T > 0,
V = V T > 0 and L satisfying

9(θ(t), γ ) + He(L�3(θ(t))) < 0, (33)
RS = I, W V = I, (34)
[

S I
I V

]
≥ 0, (35)

where

9(θ(t), γ ) =

⎡

⎢⎢⎢⎢⎣

8(θ(t)) ∗ ∗ ∗ ∗
Q AT

h (θ(t))N2 −(1 − d)h R ∗ ∗ ∗
BT

1 (θ(t))N2 0 −γ Il ∗ ∗
�31 Ch(θ(t))Q D1(θ(t)) −γ Il ∗

hQN2 0 0 0 −hW

⎤

⎥⎥⎥⎥⎦
,

8(θ(t)) =
[

A(θ(t))Q + Q AT (θ(t)) ∗
B2Y (θ(t)) 0

]
,

�31 = C(θ(t))QN2 + D2(Im ⊗ Y (θ(t)))N1, (36)

N1, N2, �3(θ(t)), B2 and D2 are same as in (12), (20)
and (30), respectively, and

Y (θ(t)) =
m∑

i=1

θi (t)Yi . (37)

Then the LPV system (24) with (27) is asymptotically
stable, and the induced L2 norm is less than γ .

One simplifies K (θ(t)) to K and obtains the fol-
lowing sufficient condition for Type 1 control design
(26):

Theorem 6 Consider the system (24) with (26), given
a scalar γ > 0, if there exist real matrices Q = QT > 0,

Yi , i = 1, . . . , m, R = RT > 0, S = ST > 0, W = W T > 0,

V = V T > 0 and L satisfying (34), (35) and the follow-
ing inequality:

11(θ(t), γ ) + He(L�3(θ(t))) < 0, (38)

where

11(θ(t), γ ) =
⎡

⎢⎢⎢⎢⎣

10(θ(t)) ∗ ∗ ∗ ∗
Q AT

h (θ(t))N2 −(1 − d)h R ∗ ∗ ∗
BT

1 (θ(t))N2 0 −γ Il ∗ ∗
(C(θ(t))Q + D2(θ(t))Y )N2 Ch(θ(t))Q D1(θ(t)) −γ Il ∗

hQN2 0 0 0 −hW

⎤

⎥⎥⎥⎥⎦
,

10(θ(t)) =
[

A(θ(t))Q + Q AT (θ(t)) ∗
B2Y 0

]
, (39)
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N1, N2, �3(θ(t)), and B2 are same as in (12), (20), and
(30), respectively, and Y = K Q. Then the LPV system
(24) with (26) is asymptotically stable, and the induced
L2 norm is less than γ .

The following sufficient condition is for system (24)
with Type 3 controller design (28):

Theorem 7 Consider the system (24) with (28), given
a scalar γ > 0, if there exist real matrices Pi = PT

i > 0

and Hi , i = 1, . . . , m, R = RT > 0, S = ST > 0, W =
W T > 0, V = V T > 0 and L satisfying (34), (35) and the
following inequality:

13(θ(t), γ ) + He(L�3(θ(t))) < 0, (40)

where

13(θ(t), γ ) =
⎡

⎢⎢⎢⎢⎢⎣

12(θ(t)) ∗ ∗ ∗ ∗
N T

2 PT (Im ⊗ AT
h (θ(t)))N1 −(1 − d)hN T

2 RN2 ∗ ∗ ∗
BT

1 (θ(t))N2 0 −γ Il ∗ ∗
�41 Ch (Im ⊗ P(θ(t)))N1 D1(θ(t)) −γ Il ∗

h P(θ(t))N2 0 0 0 −hW

⎤

⎥⎥⎥⎥⎥⎦
,

12(θ(t)) =
⎡

⎣ ±
m∑

i=1
ki Pi ∗

AP(θ(t)) + B2 H(θ(t)) 0

⎤

⎦ , P =

⎡

⎢⎢⎣

P1
.
.
.

Pm

⎤

⎥⎥⎦ , (41)

�41 = (C(Im ⊗ P(θ(t))) + D2(Im ⊗ H(θ(t))))N1, H(θ(t)) =
m∑

i=1

θi (t)Hi ,

C = [
C1 . . . Cm

]
, Ch =

[
Ch1 . . . Chm

]
,

N1, N2, �3(θ(t)), B2, and D2 are same as in (12), (20),
and (30), respectively, then the LPV system (24) with
(28) is asymptotically stable, and the induced L2 norm
is less than γ .

Proof Partitioning L accordingly to 11((θ(t)), γ ), i.e.,
L = [LT

1 LT
2 LT

3 LT
4 ]T , then (40) can be read as

⎡

⎢⎢⎣

ϒ11 ∗ ∗ ∗
ϒ21 −(1 − d)hN T

2 RN2 ∗ ∗
ϒ31 0 −γ Il ∗
ϒ41 Ch(Im ⊗ P(θ(t)))N1 D1(θ(t)) −γ Il

⎤

⎥⎥⎦ < 0, (42)

where

ϒ11 = 12(θ(t)) + He(L1�1(θ(t))),

ϒ21 = N T
2 PT (Im ⊗ AT

h (θ(t)))N1 + He(L2�1(θ(t))),

ϒ31 = BT
1 (θ(t))N2 + He(L3�1(θ(t))),

ϒ41 = �41 + He(L4�1(θ(t))).

Applying Schur’s complement equivalence to (42)
and pre- and post-multiplying the current inequality by
ξT and ξ , respectively, where

ξ =
[
(�(θ(t))P(θ(t))x)T (�(θ(t))P(θ(t))x(t −τ(θ(t))))T wT (t)

]T
,

it is easy to get
dV4

dt
+ γ −1zT (t)z(t) − γwT (t)w(t) < 0

with V4(xt , θ(t)) in (28) and H(θ(t)) = K P(θ(t)),

d

dt

{
P−1(θ(t))

}
=−P−1(θ(t))

m∑

i=1

∂ P(θ(t))

∂θi
· dθi (t)

dt
P−1(θ(t)).

The last is analogous to the proof of Theorem 4, we
omit it. Hence, it follows that the L2-gain ‖Gwz‖∞ < γ .
The proof is completed. �

In Theorem 7, we choose P(θ(t)) = ∑m
i=1 θi (t)Pi to

ensure the linearity of time-varying parameters in suf-
ficient condition for reducing the conservatism.

4 Numerical example

It is easy to see that the sufficient conditions in Theo-
rem 5 are not strict LMIs due to the non-convex inverse
constraints in (34), and thus, one always has difficul-
ties to get solutions satisfying the above constraints.
Fortunately, this non-convex feasibility problem can
be solved by the Cone Complementarity Linearization
(CCL) technique as shown in [20,21]. Motivated by
the idea of CCL algorithm, we introduce the following
LMIs:[

W I
I V

]
≥ 0,

[
R I
I S

]
≥ 0. (43)

It can be verified that the non-convex feasibility
problem formulated in Theorem 5 is equivalent to the
following minimization problem:

Minimize tr(RS + W V )

subject to (33), (35) and (43).

According to [22], if tr(RS + W V ) = 2n, the conditions
in Theorem 5 are solvable, and then the desired H∞
controller can be obtained. The algorithm to solve the
above minimization problem is as follows.

Step 1: Find a feasible set
(Q0, Y 0

1 , . . . , Y 0
m , R0, S0, W 0, V 0, L0)

satisfying (33), (35) and (43). Set k = 0.
Step 2: Solve the following LMI problem:

Minimize tr(Rk S + RSk + W k V + W V k)

subject to (33), (35) and (43).

Step 3: Substitute the obtained matrix variables
(Q, Y1, . . . , Ym , R, S, W, V, L) into (33). If the condition
(33) is satisfied with
|tr(RS + W V ) − 2n| < δ,

for some sufficient small scalar δ > 0, then EXIT.
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Step 4: If k > N , where N a specified number of
iterations, then, EXIT. Otherwise, set k = k + 1 and

(Qk , Y k
1 , . . . , Y k

m , Rk , Sk , W k , V k , Lk)

= (Q, Y1, . . . , Ym , R, S, W, V, L),

and go to Step 2.

Remark 3 In the above algorithm, a minimum opti-
mization problem subject to m + 6 matrix variables
should be solved. Thus, it requires heavier computa-
tional burdens when m is enough large. And we can
obtain the similar algorithm progresses for Theorem 6
and 7.

Table 1 The minimized γ -performance bound when h = 1

d = 0 d = 0.5 d = 0.7

Zhang and Grigoriadis [11] 6.4869 6.4958 6.5151

Sun et al. [12] 2.1299 2.2396 2.5314

Theorem 5 1.2625 1.2861 1.3256

Table 2 The minimized γ -performance bound when h = 1.5

d = 0 d = 0.5 d = 0.7

Zhang and Grigoriadis [11] 27.5315 28.0709 28.8369

Sun et al. [12] 2.1722 2.5723 3.3676

Theorem 5 1.2555 1.2699 1.2920

0 1 2 3 4 5 6 7 8 9 10
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−0.5

0

0.5

1

1.5

2

t (sec)

x(
t)

Theorem 5
Theorem 6
Theorem 7
[9]

Fig. 1 The trajectories of system responses x(t)

0 1 2 3 4 5 6 7 8 9 10
−0.35

−0.3

−0.25

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

t (sec)

u(
t)

Theorem 5
Theorem 6
Theorem 7

Fig. 2 The trajectories of control input u(t)
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Consider the following linear time-varying state-
delayed system adopted from F. Wu and K.M. Grigo-
riadis in [9]:

ẋ(t) =
[

0 1 + φρ1(t)
−2 −3 + δρ1(t)

]
x(t)+

[
φρ1(t) 0.1

−0.2 + δρ1(t) −0.3

]
x(t −μρ2(t))

+
[

0.2
0.2

]
w(t) +

[
φρ1(t)

0.1 + δρ1(t)

]
u(t),

z(t) =
[

0 1
0 0

]
x(t) +

[
0
1

]
u(t),

where φ = 0.2, δ = 0.1, μ = 0.09, ρ1(t) = sin(t) and
ρ2(t) = |cos(5t)|. It is easy to see that the parameter space
is [−1 1] × [0 1], and the sliding interval of time-delay
h(t) = μρ2(t) is [0 0.09]. At the same time, | dρ1(t)

dt | ≤ 1 and
| dρ2(t)

dt | ≤ 5. To applying the theorems above, we select
the following time-varying parameters

θ1(t) = 1, θ2(t) = ρ1(t), θ3(t) = ρ2(t),

and from Theorem 5, we get the following parameter
matrices

K1 =[−0.0838−0.0789
]
, K2 =[−0.6730−0.2465

]
,

P =
[

3.6505 1.0384
1.0384 0.9779

]
,

with the derived parameter-dependent state-feedback
control design u(t) = (K1 + ρ1(t)K2)x(t). And the fol-
lowing matrices are sustained for Theorem 6 with
u(t) = K x(t):

P =
[

3.6692 1.0748
1.0748 1.0471

]
, K =[−0.3226−0.3402

]
.

P1 =
[

4.9658 3.8811
3.8811 7.4020

]
, P2 =

[
2.2522 −2.7625

−2.7625 7.8930

]
,

P3 =
[

6.1108 −0.1145
−0.1145 6.2482

]
,

are applicative for Theorem 7 with K = [−0.4970

− 0.6788] and P(θ(t)) = P1 + ρ1(t)P2 + ρ2(t)P3. Tables 1
and 2 list the comparison analysis of the minimized
γ -performance bound among the different Theorems
with h = 1 and h = 0.5, respectively. Figs. 1 and 2 show
the trajectories of x(t) and u(t), respectively, which
obviously display the effectiveness than the contrasted
result in [9].

5 Conclusion

In this paper, we consider the stability analysis and
state-feedback control synthesis problem for LPV sys-
tems with parameter-varying state delays and the cor-
responding sufficient conditions for induced L2 norm

performance are presented in the form of LMIs.
On the basis of Finsler’s lemma, we have intro-
duced a parameter-dependent annihilator N (θ(t)) for
Finsler’ lemma to reduce the conservatism of the pre-
vious conclusions in the stability and stabilization
analysis for such LPV systems with three class of
state-feedback controllers and Lyapunov–Krasovskii
functions, respectively. The interesting annihilator
matrix in Finsler’s lemma is constituted by time-
varying parameters of LPV systems themselves. Sim-
ulation example has demonstrated the effectiveness
of the proposed methods. In contrast to the delay-
dependent LMI methods for LPV systems in [11] and
[13], the results in this paper are less conservative and
can provide controller for better quadratic performance
level for LPV system with rate bounded time-varying
state delays.
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