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Abstract This paper investigates the group consen-
sus problem for discrete-time multi-agent systems with
a fixed topology and stochastic switching topologies.
The stochastic switching topologies are assumed to be
governed by a finite-time Markov chain. The group
consensus problem of the multi-agent systems is con-
verted into the stability problem of the error systems
by a model transformation. Based on matrix theory and
linear system theory, we obtain two necessary and suffi-
cient conditions of couple-group consensus for the case
of fixed topology, and one necessary and sufficient con-
dition of mean-square couple-group consensus for the
case of stochastic switching topologies. Algorithms are
provided to design the feasible control gains. Then, the
results are extended to the case of multi-group consen-
sus. Finally, simulation examples are given to show the
effectiveness of the proposed results.
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1 Introduction

Cooperative control problem for multi-agent systems
has been extensively studied recently. Consensus prob-
lem, as a branch of cooperative control, has received
a great deal of attention in the recent decades. The
basic idea of consensus is that a group of agents
achieves a consistent state by exchanging information
with their neighbors. Due to its wide applications, such
as unmanned aerial vehicles, the attitude alignment of
satellite clusters, sensor networks, a lot of methods have
been used to deal with consensus problems. Based on
algebraic graph theory and matrix theory, some con-
sensus problems were solved in [1,2]. In [3-5], some
sufficient conditions of consensus were obtained via
linear system theory method. In [6], the game theory
was used to deal with the consensus problems.

Many new topics on consensus are reported in the
current literature. These topics mainly include consen-
sus of heterogenous multi-agent systems [7,8], con-
tainment control [9, 10], finite-time consensus [11,12],
and consensus of multi-agent systems with stochas-
tic switching topologies [13—15]. In [8], the high-order
consensus problem for heterogeneous multi-agent sys-
tems with unknown communication delays was studied
from the perspective of frequency domain. By using the
control input information of neighbors, a novel protocol
for containment control problem was proposed in [10],
where both continuous-time and discrete-time systems
were considered. In [11], a nonlinear distributed con-
sensus algorithm was presented to study the problem
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of finite-time consensus. The main objective of finite-
time consensus is that consensus can be achieved in a
finite period of time [11]. Stochastic systems have been
extensively studied in control field [16,17]. Recently,
as one kind of stochastic models, Markov model has
been used to describe the stochastic switching rule of
the interaction topologies of the multi-agent systems.
The consentability problem for a network of double-
integrator agents with Markovian switching topologies
was studied in [14].

Very recently, group consensus is employed to
describe the phenomena of multi-agent systems in
which the agents may reach different consistent states.
Similar problem can be found in [18], where the authors
studied the consensus problem includes a special case,
that is, the topology with separated subgroups. In [18],
the agents belonging to different separated subgroups
reached different consensus states. Sometimes, there
are some relationships among these subgroups, that
is, the subgroups are not separated. In order to solve
this problem, group consensus of multi-agent systems
was presented, and new consensus algorithms were
designed in [19] and [20]. In [19], a group consensus
of multi-agent systems was defined, and a novel linear
consensus protocol was designed to achieve the group
average consensus, where the interaction topology was
undirected. In [21], the authors studied the group con-
sensus problems for multi-agent systems with switch-
ing topologies and communication delays. The couple-
group consensus problem of multi-agent systems with
directed and fixed topology was studied in [22], where
the consensus protocol was different from that of [19].
In [23], the authors studied the group consensus prob-
lem for double-integrator multi-agent systems, where
two different kinds of consensus protocols were pro-
posed. The hybrid protocol was proposed to solve
the couple-group average-consensus problem of multi-
agent systems with a fixed topology in [24]. However,
in the above literature, the systems considered are con-
tinuous, and the topologies are fixed or switching in a
deterministic framework. It is necessary to extend the
results to the cases of discrete-time multi-agent systems
and stochastic switching topology.

Motivated by the recent results on group consen-
sus, we try to further study the group consensus prob-
lems for discrete-time multi-agent systems. Both the
cases of a fixed topology and stochastic switching
topologies are considered. Suppose that the stochas-
tic switching topologies are governed by a finite-time
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Markov chain. First, the couple-group consensus prob-
lems are considered. Some necessary and sufficient
conditions are obtained. Then, the results are extended
to the case of multi-group consensus problems. The
algorithms based on cone-complementarity lineariza-
tion (CCL) are given to design the allowable control
gains.

Notation. Let R and N represent, respectively,
the real number set and the nonnegative integer set.
Denote the spectral radius of the matrix M by p(M).
Suppose that A, B € RP*P. Let A > B (respec-
tively, A > B) denote that A — B is symmetric
positive semi-definite (respectively, symmetric posi-
tive definite). Given X (k) € RP, define | X (k)||g £
IE[X (K)XT (k)]|l2, where E[-] is the mathematical
expectation. I, denotes the n x n identity matrix. Re(-)
and I'm(-) represent, respectively, the real part and the
imaginary part of a number. Let 0,,, denote m X n
Zero matrix.

2 Preliminaries

We introduce the graph theory notions, first. Let G =
W, £, A) be a directed graph of order n, where V =
{vi, ..., vy} and € represent the node set and the edge
set, respectively. A = [a;;] € R"™" is the adjacency
matrix associated with G, where a;; > 0if (v;, v;) € &,
otherwise, a;; = 0. An edge (v;,v;) € & if agent
J can obtain the information from agent i. We say
agent i is a neighbor of agent j. Let N; = {v; €
V : (vi,vj) € &} denote the neighbor set of agent i.
The (nonsymmetrical) Laplacian matrix £ associated
with 4, and hence G is defined as £ = [/;;] € R"*",
where l,‘i = Z?:l,]#i aijj and l,'j = —dij, Vi ;é J A
directed path is a sequence of edges in a directed graph
in the form of (v;;, vi,), (Viy, Vi), ..., where v;, € V.
A directed tree is a directed graph, where every node
has exactly one parent except for one node, called the
root, which has no parent, and the root has a directed
path to every other node. A directed spanning tree of G
is a directed tree that contains all nodes of G. A directed
graph has or contains a directed spanning tree if there
exists a directed spanning tree as a subset of the directed
graph, that is, there exists at least one node having a
directed path to all of the other nodes. The union of
graphs G and G, is the graph G; | G» with vertex set
V(G1) U V(G2) and edge set £(G1) U £(G).
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3 Problem formulation and consensus analysis

Similar to [19], we first consider couple-group con-
sensus problem, and then, we extend the results to the
case of multi-group consensus. For the case of couple-
group, suppose that the multi-agent system consists of
n + m agents. Without loss of generality, we assume
that the first n agents achieve a consistent state, while
the last m agents achieve another consistent state. Let
G = (V,&, A) denote the topology of multi-agent
system considered. Denote 7| = {1,2,...,n}, 1, =
mn+1,n+2,....,n+m}. Let Vi = {v, v, ..., v}
and Vo = {vp41, Un42, - - -, Upgm} represent the first
n agents and the last m agents, respectively. Then,
YV =V1UW,, V1NV, = ®.Inaddition, let Ny; = {v; €
V] . (Ui, vj) € E} and N2i = {Uj € Vz : (U,’, Uj) € S}
It is obvious that N; = Ny; U Ny;.
Suppose the dynamics of the ith agent is given by

xilk + 1] = x;[k] +ui[k], i=1,2,....,n+m,

ey
where x;[k] € R and u;[k] € R represent the state and
the input of agent i at time k, respectively.

3.1 Fixed topology case
In [19-23], the continuous-time consensus algorithms

were proposed. Motivated by these results, we consider
the following discrete-time consensus algorithm:

uilk] =

Y (2o jemy @ 1K = 5ilKD + 3, ey, @ij31K1) Vi € Ty

4 (z“.iENli aijxj K]+ 22 ey @ij (k] = xi [k])) Viel,

L —yL1 vy }
xlk+1] = x[k], 3
[)’92 Iy —yLo 3

where

_al(n—H) al(n+2) A1 (n+m)
Q= : : : ,

L n(n+1) An(n+2) An(n+m)

i Am+1)1  A(n+1)2 A(n+1)n
Q) =

L d(n+m)l  A(n+m)2 A(n+m)n

Before giving the main results, the following defin-
ition is needed.

Definition 1 [19] The multi-agent system in (3) is
said to achieve couple-group consensus if the states
of agents satisfy (i) limg_ oo [lx;[k] — x;[k]l = O,
Vi,j € Iy and (ii) limg oo [lx;[k] — x;[K]Il = O,
Vi, j € 1.

Now we will convert the couple-group consensus
problem of multi-agent system in (3) into the stability
problem of error system by the following transforma-
tion:

where a;; > Oforalli, j € 71,a;; > Oforalli, j € o
anda;; € Rforall (v;,vj) € & =1{(G, j):i €1y, je
LYU{(, j):jeZi,i €1} yisthe control gain to
be designed. In addition, we suppose the algorithm in
(2) satisfies the similar assumption to that of [19].

Assumption 1 (1) 35" a;; = 0 foralli € 7;; (2)

> i—iaij =0foralli € I.
Assumption 2 The subgraphs G and G, have a directed
spanning tree, respectively.

Denote x[k] £ [xi[k], x2[k], ..., Xpam[k]]T. By
applying the algorithm (2) to (1), we rewrite (1) in com-
pact form as follows:

(2)
Let
ziéxi—xn,izl,...,n—l,
zjéxj—xn+m,j=n—|—1,...,n~|—m—1,
A T
Z:[le'-~sZn—len+lv---sZn+m—1] .

Using Assumption 1 and some computations, we obtain
the following error system:

[l —vLi v _
2k l= [Vﬂz In—1 — Vﬁz} ZIk]
2 FZ[k]
= (Intm—2 + yF)ZIK], @)
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where By solving the inequality in (5), we get that 0 < y <
— 20U (Re(pi) < 0)or —2Ui) < 3 <0 (Re(ui) >
7o —Ly Q2
| 22 —L5
I —In Hn=1) = -1
Ly = : :
Lln—1)1 — ln1 Ln—1y(n=1) = ln(n—1)
[ Lyt — Lingm L) (m=1) = Lonrm)(nrm—1)
Lo = .
L Lntm=1)1 — Lngm)1 Lntm=1)(+m=1) = Lonm)(n4m—1)
al(n+1) — An(n+m) A1 (n+m—1) — An(n+m—1)
?2] — . .
L An—1)(n+1) — An(n+m) A(n—1)(n+m—1) — An(n+m—1)
i An+1)1 — A(n+m)1 A(n+1)(n—1) — A(n+m)(n—1)
5-'22 — . .
L A(n+m—1)1 — A(n+m)1 A(n4+m—1)(n—1) — A(n4+m)(n—1)

Remark 1 In [19] and [20], the continuous-time algo-
rithms were studied. Here we consider the discrete-time
algorithm. In addition, we will extend the results to the
case of stochastic switching topology.

Now we are in a position to give our main results.

Theorem 1 The multi-agent system (1) with algorithm
(2) can achieve couple-group consensus asymptotically
if and only if y satisfies one of the following conditions
foreachi(i=1,...,n4+m—2).i)0 <y < —%
(Re(ui) < 0); ii) - 2R“—<|“'> <7 < 0(Re(u) > 0),
where p;i(i =1, N —i— m — 2) is the ith eigenvalue
of F.

Proof According to the aforementioned discussion, the
multi-agent system (1) with algorithm (2) can achieve
couple-group consensus asymptotically if and only if
the error system in (4) is stable. From linear system
theory [25], we know system in (4) is stable if and only
if p(F) < 1. Let u; and A; be the ith eigenvalue of
F and F, respectively. Then, A; = 1 + yu; = [1 +
v Re(pi)] +ily Im(u;)]. Hence,

p(F)<ls rl<l,i=1,...,n4+m—2,
namely,
[+ yRe(u)* + [y Im(u))* < 1. (5)
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0),i =1,...,n+m—2, which is equivalent to i) and
ii). This completes the proof.

Remark 2 Theorem 1 provides a necessary and suffi-
cient condition for couple-group consensus of multi-
agent system (1) with algorithm (2). The proof is based
on the matrix theory. It follows from linear system the-
ory that p(F) < 1 is equivalent to that there exists a
positive definite matrix P € RO'Tm=2x(+m=2) qatjq.
fies P — FTPF > O(uim—2)x (n+m—2)- SO We can get
another condition for couple-group consensus of multi-
agent system (1) with algorithm (2) in forms of linear
matrix inequality.

Theorem 2 The multi-agent system (1) with algo-
rithm (2) can achieve couple-group consensus if and
only if there exist positive definite matrices P €
R(n+m—2)><(n+m—2) and Q c R(n+m—2)><(n+m—2), and
scalar y such that the following LMI

p FT
[F 0 } > 02(04m—2)x2(n+m—2) (6)

holds with the constraint P~' = Q. Here F is defined

in (4).

Proof According to the aforementioned discussion, we
know that the multi-agent system (1) with algorithm



Group consensus of discrete-time multi-agent systems

1301

(2) can achieve couple-group consensus if and only if
p(F) < 1, which is equivalent to that there exists a
positive definite matrix P such that

P —FT'PF > 04tm—2)x(ntm—2)- (N

Using Schur complement lemma and letting Q =
P~! wecan get that (7) is equivalent to (6). This com-
pletes the proof.

Remark 3 Theorem 2 provides a necessary and suffi-
cient condition for couple-group consensus of multi-

Yy (z o1kl H[k

uilk] =

14 (Z oLkl H[k X][k]-i-z O[k

(xj (k] = xi[kD) + 22 ow

finite-time Markov chain. Let 8[k] be a homogeneous,
discrete-time Markov chain, which takes values in a
finite set S = {l1,...,r} with a probability transi-
tion matrix I1 = [m;;] € R™". The Markov chain
is assumed to be ergodic throughout this paper. The
switching topology set is G = {Q], ..., G}, where G,
(i =1,...,r)aredirected graphs with order n+m. For
each i, the corresponding adjacency matrix and Lapla-
cian matrix have the same definition as that of fixed
topology.
We investigate the following algorithm:

k] a?j[k]xj' [k]) Vi € I?[k]
@®)
1 (1) — MWOWEﬁW

agent systems (1) with algorithm (2). The advantage of
this theorem is that we can obtain y by solving LMI
in (6) with constraint P~! = Q. This problem can
be solved via the cone-complementarity linearization
(CCL) method.

The CCL method which first appeared in [27] can
be found in many studies in the literature, such as [14,
28]. Therefore, here we only give a short algorithm to
compute y.

Algorithm 1 Step /. Find a feasible point of LMI (6)
yo, PY, QO, set k = 0. If there are none, exit;

Step 2. Find y*+1, k1 0k+1 by solving the convex
minimization problem:

t = min{tr (P O* + Q P}

S.t.
P FT > 0
F Q 2(n+m—=2)x2(n+m-—2)»
P In+n172
- B o
and |:In+m2 Q = 02(n+m 2)x2(n+m—2)»

Step 3. If ty = 2(n + m — 2), end this algorithm, and
the feasible y is given by y = p**1. Otherwise, set
k =k 4 1 and go to step 2.

3.2 Stochastic switching topology case

For the case of stochastic switching topology, we sup-
pose that the switching topologies are governed by a

where ae[k] > 0foralli,j € 19 [k] ej[k] > 0 for all

9 0lk] Olk] _

i,J EI andaij e Rforall (v;,v;) € " =

mdyzeﬁWJeIWHUWijeﬁmJe

. ¥ 18 the control gain to be designed. Similar to
9™y s th 1 gain to be designed. Simil

the case of fixed topology, the following assumptions
are needed.

Assumption 3 (1) > 71| 5[]( = Oforalli € /™"

2) z] 1a9[kl =0 forall i eIelkl

Assumption 4 For eachi (i = 1,...,r), suppose G
includes two subgraphs Gi and G5, which satisfy Vi U
Vi =V and Vi NV} = &. Denote G £ G UG? U
--Ugy, (I =1,2). Suppose that G/ (I = 1,2) have a
directed spanning tree.
Similar to the case of fixed topology, using the algo-

rithms (8) to (1), we can rewrite (1) in compact form
as follows:

0[k] 0[k)
I,—yL yQ
xk+1]= ok ! 1 ork x[k], (9)
|:V92[] Iy — y£21
where
r e[k] 0lk] 0lk]
l(n+l) Amy2y 7 Ynrm)
Q?[k] = . : ... 2 b
0[k] O[k] 0k]
L “n(n+1) an(n+2) U n(n+m)
[ 0lk] 0[k] o1k]
(n+l)1 a(n+l)2 T "(n+1)n
QM| S
e[k] e[k] 9[k]
(n+m)l (n+m)2 U (n+m)n
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Definition 2 The multi-agent system in (9) is said to
achieve couple-group consensus in mean-square sense
if the states of agents satisfy (i) limz_ oo || x;[k] —
xjlkllg = 0.Vi,j € Ty and (i) limg oo [lx:[k] —
xilklle =0,Vi, j € I,.

Let

g2 xi—xpi=1,....,n—1,
gjéxj—xn+m,j=n+1,...,n+m—1,
ELTEL . Bt Engts e Engma ]

Using Assumption 3 and some computations, we obtain
the following error system:

Definition 3 The Markov jump system (10) is said to
be mean-square stable (MSS) if for any initial condition

{50, 60}, 2020 IEM)IE < oo
Now we are in a position to give our main results.

Theorem 3 Under the stochastic switching topolo-
gies, the multi-agent system (1) with algorithm (8)
can achieve mean-square couple-group consensus if
and only if there exist positive definite matrices P; €
R(n+m—2)><(n+m—2) and Qi c R(n+m—2)><(n+m—2)
(i = 1,...,r) and scalar y such that the following
LMIs

_ _ P, FT .
I, — Lok, QUK |: ! ] > O2(ntm-2)x2(+m-2), L =1,...,r
§[k+1]=|:n§29[k]y ! )I/ 1_ ol &[] Fi Qi
Y iéy m—1 22} (11)
£ FOMgk] . R 1
~o1k] hold with the constraints ijl P = Q7 (i =
= Untm—2 +y F7U)ELK], (10) 1,...,r). Here F; is defined in (10).
where
~0[k] B _Zt?[k] ﬁ?[k]
FP% =1 o ~0[k]
R L,
[~ ,0[k] O[k] O[k] O[k]
lll - lnl T ll(nfl) - ln(nfl)
~OLk] .
L= : :
161K JP1K] 161K i
L ‘(n—11 — ‘nl U Ym=D(n—=1) T ‘n@n-1)
GRS L. P _ /1K
(n+1)1 (n4+m)1 (n+1)(n+m—1) (n+m)(n+m—1)
S0kl _ . .
Ly = :
JO1K] _Pmk Ik _ 1K
L "(n+m—1)1 (n+m)1 (n+m—1)(n+m—1) (n+m)(n+m—1)
I SIS BRI 4
1(n+1) n(n+m) 1(n+m—1) n(n+m—1)
SOk . .
Q= :
0[k] 01k] 0[k] 0[k]
L Y-+ ~ Yntm) 7 Ya—Dn+m—1) — Yn@mtm—1)
[0k oIk L g _ gk
(n+1)1 (n+m)l1 (n+1)(n—1) (n+m)(n—1)
SOkl . .
Q" = :
01k] 0[k] 6[k]
L Yntm-11 — Yatm)1 7 Yarm—-1) =1 — Yntm)(n—1)

It follows from [26] that {£[k],k € N} is not a
Markov process, but is the joint process {£ [k], O[k], k €
N}. Now the mean-square couple-group consensus
problem of multi-agent system in (9) has been con-
verted into the mean-square stability problem of Markov
jump system in (10).

@ Springer

Proof According to the aforementioned discussion, the
multi-agent system (1) with algorithm (8) can achieve
mean-square couple-group consensus if and only if
the error system (10) is mean-square stable. It fol-
lows from [26] that system (10) is mean-square sta-
ble if and only if there exists a positive definite matrix
P; € Rtm=2)x(n+m=2) gych that
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P —F Z?TiijFi > 0 tm—2)x(ntm—2)- (12)
j=1

From Schur complementary lemma, we know that (12)

is equivalent to (11). This completes the proof.

Remark 4 Theorem 3 provides a necessary and suffi-
cient condition for mean-square couple-group consen-
sus of multi-agent system (1) with algorithm (8). It fol-
lows from [26] that the condition in (11) is equivalent to
p((MT @I,y py2)-diag(FI®F, -+, F,®F,)) < L.
Unfortunately, it is difficult to obtain the relationship
between y and the coefficient matrix. However, y also
can be obtained using CCL method.

Next we give the algorithm based on CCL to com-
pute the feasible y .

Algorithm 2 Step 1. Find a feasible point of LMIs (11)
yo, Pio, Q?, set k = 0. If there are none, exit;

Step 2. Find y*+1, P/‘H, Q;‘H by solving the convex
minimization problem:

r

try = min { tr Z

i=1

.
k

2 7P} | O

j=1

.
+Of | D i Py
j=1
S.t.

P FT
F, Qli = 02 (ntm—2)x2(n+m—2)>

and [z;zl 7Tl'ij Inym—2

> () _ _97);
1n+m—2 0; ]_ 2(n+m—2)x2(n+m—2)

Step 3. If ty = 2r(n + m — 2), end this algorithm, and
the feasible y is given by y = p**1. Otherwise, set
k =k + 1 and go to step 2.

4 Extensions

In this section, we will extend the previous results, that
is, couple-group consensus to multi-group consensus.

4.1 Fixed topology case

Suppose that the topology considered includes p sub-
graphs, thatis, G = G UGy U - - UG, Each subgraph

includes n; nodes,i = 1,...,p,n1+ny+---+n, =
N. We employ the following discrete-time algorithm:

“i[k]=V< ST gkl > ajx;lk]

vjENl,l' vjENkfl’i

+ > apj(xlk] = x;[kD)

V€N
+ D> x4+ D axjlkl |
v €Nkt 1,i VjENp,i
VieTi,k=1,2,...,p,
(13)
where a;; > Oforalli, j € Zj,and Z;l-k:nk7171 aij =0

fork #£1i.

Denote x[k] £ [xi[k], x2[k], ..., xy[k]]7. Similar
to couple-group case, we can rewrite (1) with (13) in
compact form as follows:

x[k+1]
Iy —vLy yQu - vQip
e I S B
12973 Y2p2 In, — vLp
(14)

where £; (i = 1,...,p)and Q;; (i # j,i,j =
1, ..., p) have the similar definitions to that of couple-
group case.

Definition 4 [19] The multi-agent system in (14) is
said to achieve multi-group consensus asymptotically
if the states of agents satisfy limy _, oo ||x; [k]—x; [k]]| =
0,Vi,jeZ;,vi=1,...,p.

Denote m; £ nj,ma 2 my + na,mz £ my +

n3,...,m,,ém,,_1+np:N.Let
A .
i =X —Xmy,i=1,...,m —1,
A .
22 = Xi —Xmy, i =m1+1,...,my —1,
Zpi =Xi— X, i =mp_1+1,....mp—1,
A T
Z =[z11, 2125 -+ -5 Zpmp—11" .
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Similarly, we can obtain the error system as follows:

Zlk + 1]
Lyci—vLi yQu - vQ,
_ Y201 Liy-1—vLy - v, Z1k]
Vﬁpl VﬁpZ In,,fl - VZp
(15)
2 HZ[k] (16)
= (n—p +yH)ZIK), (17)
where
L Bp o,
| Ly .- sz
§p1 sz —E
and £; (i=1,...,p), Q2 G # j,i,j=1,..., p)have the

similar definitions to that of couple-group case.

Similar to the case of couple-group, we provide necessary
and sufficient conditions for multi-group consensus in differ-
ent two forms.

Theorem 4 The multi-agent system (1) with algorithm (13)
can achieve multi-group consensus asymptotically if and
only if y satisfies one of the following conditions for each
ii=1,....N—p.i)0<y < —M(Re(u,) < 0); ii)
_ 2Re(pi)

i l? .
p) is the ith eigenvalue of H.

<y < O0(Re(wi) > 0), where ui(i =1,...,N —

Theorem 5 The multi-agent system (1) with algorithm (13)
can achieve multi-group consensus if and only if there exist
positive definite matrices P € RWV=P>*WN=1) gnd 0 €
RWN=PXN=P) " and scalar y such that the following LMI

P HT
|:H 0 } > Ox(N—pyx2(N—p) (18)

holds with the constraint P~! = Q. Here H is definedin (17).

Remark 5 The proofs of Theorems 4 and 5 are parallel to
those of Theorems 1 and 2, respectively. Hence, they are omit-
ted. Algorithm 1 also can be used to compute the feasible y
for the case of multi-group.

4.2 Stochastic switching topology case

Based on the aforementioned discussion, we consider the fol-
lowing consensus algorithm for multi-group consensus of the
multi-agent systems with Markovian switching topologies:

wikl=y | > aMxia+-+ D alMxik

O1k] - p01K] O1k] [kJ
v EN,; v EN

@ Springer

al i xj[k] = xilkD)

2

U?[kl Nyt
ek oLk
+ > @M+ > alxk |,
eI LIkl N“"]
J /
Vielyk=1,2,....p
(19)
0[k] 0lk]
whereaj > 0 for all i, j eIk,ande -1 =0
fork # 1.
Let
Eli 2 xi— Xy, i=1,...,m — 1,
Eai 2 Xi — Xy, i =my + 1, my — 1,

%'p,‘ é)C,'—)C,,lp,l'zml,,l—|—l,...,
&= &1, 6, ...

where the definitions of m; (i = 1, ..., p) are the same as
that of fixed topology. By some deductions, we get the error
system as follows:

mp —1,

T
séfpm],fl] B

Elk + 1]
In—1 — yze[k] er[k yfz?[f]
y @K L -y 2 yﬁiﬁ,”
= . . &k]
yQH 799[k Lyt — y L
(20)
2 golklgg) 2D
= (In—p + y H"™&[k], (22)
where
CEW o gl
SO0k ~0[k] ~9fk]
O _ 21 Ly Uy
~9.[k] ~(7;[k] o ".9[k]
Qpl QpZ e _‘Cl’
and LM G =1,....p), QMG # j.i.j=1,.... p)have

the similar definitions to that of couple-group case.

Definition 5 The multi-agent system in (1) with algorithm
(19) is said to achieve multi-group consensus in mean-
square sense if the states of agents satisfy limy_, o ||x;[k] —
xilkllle=0,Vi,je;,Vl=1,...,p

Similar to the case of couple-group consensus, we pro-
vide here a necessary and sufficient condition for mean-square
multi-group consensus in forms of LMI.

Theorem 6 Under the stochastic switching topology, the
multi-agent system (1) with algorithm (19) can achieve mean-
square multi-group consensus if and only if there exist pos-
itive definite matrices P; € RW=PXN=p) qnd Q; €
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RWN=PXN=P) (; = 1,...,r) and scalar y such that the
following LMIs

P H .
[Hli Qli ] > ON—pyx2(N—p), L=1,...,1 (23)

hold with the constraints Z;:I 7ij P = Q;l (i=1,...,r).
Here H; is defined in (22).

Remark 6 The proof of Theorem 6 is similar to that of The-
orem 3, and here, it is omitted. Here, algorithm 2 also can be
used to compute the allowable y.

5 Simulation results

In this section, we give two examples to show the effective-
ness of the proposed results. In the following examples, for
simplicity, we leta;; = 1if (i, j) € £. In addition, in order to
satisfy Assumptions 1 and 3, we suppose that ¢;; takes values
in a set {—1, 0, 1} for v;, v; belonging to different node sets,
respectively.

Example 1 This is an example for the case of fixed topology.
The interaction topology is as shown in Fig. 1, which includes
five nodes. It can be seen that the graph G contains two sub-
graphs G; and G,. Subgraphs G; and G, have a directed span-

Fig. 1 Go

feasible y = 0.3917, and
1.7613 0.0886 1.2740

P =] 0.0886 1.3692 1.0483 |,
1.2740 1.0483 2.2447
1.3391  0.7707  —1.1199

Q0 =07707 15804 —1.1754

—1.1199 —1.1754 1.6300

Figure 2 shows the consensus results. It can be seen that the
agents belonging to G; and G, achieve two different consistent
states, respectively.

Example 2 This example is for the case of stochastic switch-
ing topology. Suppose that there are two switching topologies,
that is, the corresponding Markov chain includes two modes.

ning tree, respectively. By solving the minimization problem . . . 0.4 0.6
in Algorithm 1 and using the Matlab LMI toolbox, we geta L€t the transition probability matrix be IT = | *, 5 |. The
Fig. 2 State trajectories 1
under fixed topology - =X
0.8 X, [
— = =X
0.6 3 H
\ X
— % =X
><'_ -
0Bt = e — . — . .:.-_7 T T . e e s o e — 0 — —
-0.8 N
_1 | | | | | | | | |
0 2 4 6 8 10 12 14 16 18 20
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G12 and Gy contain a directed spanning tree, respectively.
Using Algorithm 2 and Matlab LMI toolbox, we obatain a
feasible y = 0.5250 and

[(1.7613 0.0886 1.2740
P =] 0.0886 1.3692 1.0483 |,
| 1.2740 1.0483 2.2447

[(1.3391  0.7707 —1.1199
P, =1 0.7707 1.5804 —1.1754 |,
| —1.1199 —1.1754 1.6300

LS AN 17613 0.0886 1.2740

S Q) = | 0.0886 13692 1.0483 |,
Fig.3 G | 1.2740 1.0483 2.2447

P L [1.3391  0.7707 —1.1199
' 0, =|07707 15804 —1.1754
| 11199 —1.1754 1.6300

Figure 5 shows that the agents belonging to G, namely,
{vi, v2, v3} and G2, namely, {vs, vs, vs} achieve two differ-
ent consistent states.

6 Conclusion

97] 9 ,,,,, In this paper, the group consensus problems have been consid-

. ered for discrete-time multi-agent systems with a fixed topol-

Fig.4 G ogy and stochastic switching topologies. The discrete-time

consensus algorithms have been provided, under which the

agents belonging to different subgraphs can achieve different

topologies are as shown in Figs. 3 and 4 . Each of them includes consistent states. Some necessary and sufficient conditions

two subgraphs. It can be seen that G;; (i, j = 1, 2) do not have based on matrix theory and linear system theory have been

a directed spanning tree, while the unions of G and G»;, and obtained for (mean-square) couple-group consensus. Similar
Fig. 5 State trajectories 1

under switching topology

Time (s)

@ Springer
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conditions have been obtained for (mean-square) multi-group
consensus. The algorithms based on CCL have been provided
to compute the allowable control gains. Simulation examples
have been given to show the effectiveness of the theoretical
results.
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