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Abstract This paper considers the cooperative path
following problem of multiple marine surface vehicles
subject to input saturation, unknown dynamical uncer-
tainty and unstructured ocean disturbances, and par-
tial knowledge of the reference velocity. The control
design is categorized into two envelopes. Path follow-
ing for each vehicle amounts to reducing an appropri-
ately defined geometric error. Vehicles coordination is
achieved by exchanging the path variables, as deter-
mined by the communications topology adopted. The
control design is developed with the aid of the neural
network-based dynamic surface control (DSC) tech-
nique, an auxiliary design, and a distributed estimator.
The key features of the developed controllers are as
follows. First, the neural network-based adaptive DSC
technique allows for handling the unknown dynamical
uncertainty and ocean disturbances without the need for
explicit knowledge of the model, and at the same time
simplify the cooperative path following controllers by
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introducing the first-order filters. Second, input satu-
rations are incorporated into the cooperative path fol-
lowing design, and the stability of the modified con-
trol solution is verified. Third, the amount of commu-
nications is reduced effectively due to the distributed
speed estimator, which means the global knowledge
of the reference speed is relaxed. Under the proposed
controllers, all signals in the closed-loop system are
guaranteed to be uniformly ultimately bounded. Simu-
lation results validate the performance and robustness
improvement of the proposed strategy.

Keywords Cooperative path following · Dynamic
surface control · Marine surface vehicles · Neural
networks · Input saturation

1 Introduction

During the past few years, there has been a growing
interest in the development of multiple vehicles for a
number of scientific and commercial mission scenarios.
The relevant applications include deep space imaging
using multiple satellite telescopes, aerial imaging and
surveillance using multiple aircraft, coordinated con-
trol of land robots, and seismic imaging of the seabed
using a fleet of marine surface vessels [1–7]. To per-
form many of these tasks, several methods have been
proposed, ranging from cooperative target tracking [8],
cooperative trajectory tracking [9,10], to cooperative
path following [11–14]. In particular, the objective of

123



108 H. Wang et al.

cooperative path following is to steer a group of vehi-
cles along predefined paths while keeping a desired
spatial formation.

Recently, cooperative path following problem of
marine surface vehicles has been widely studied.
A variety of approaches to this problem have been
reported in the literature, using a wide range of analytic
tools. For instance, in [11], a passivity-based approach
for cooperative path following is developed where it
allows the designer to construct filters that preserve
the passivity properties of the closed-loop system. This
additional flexibility is capable of improving the system
performance and robustness. In [15], the path following
and formation control problem for a group of marine
surface vessels in the presence of unknown ocean cur-
rents is solved by combining the line-of-sight guid-
ance with adaptive control technique. In [20], the prob-
lem of temporary communication losses is addressed
by putting together the path following and coordina-
tion strategies as a cascade system form. A key fea-
ture of the cooperative path following controllers in
[2,11,13,14,20,23] is that they are designed based on
a backstepping technique [16–19]. A major drawback
in the traditional backstepping design is the problem
of computational complexity, which is caused by the
repeated differentiations of virtual controls. In [25], a
dynamic surface control (DSC) technique is proposed
to eliminate this problem by introducing a first-order
filtering of the synthetic input. In [21], the NN-based
DSC approach is proposed for adaptive tracking con-
trol of strict-feedback systems with arbitrary uncertain
nonlinearities. In [22], the NN-based DSC technique
is employed to solve the leader-follower formation
control problem of autonomous surface vehicles with
uncertain local dynamics and uncertain leader dynam-
ics, which leads to a much simpler formation controller.
However, such technique has not been explored for
cooperative path following problem of marine surface
vehicles.

In practice, the actuator saturation as one of the most
important non-smooth nonlinearities usually appears in
many industry control system. This problem is of great
importance because almost all practical control sys-
tems have limited input amplitude. The actuator con-
straints can severely degrade the closed-loop system
performance, and therefore must be taken into account
in the controller design. During the past few years,
the input saturation problem of nonlinear systems has
drawn great attention. Analysis and design of control

systems with input saturation have been reported in
[26] for tracking control of uncertain MIMO nonlin-
ear systems, in [27] for position mooring control of a
marine surface vessel, and in [28] for tracking control
of an ocean surface vessel. From a practical perspec-
tive, it is meaningful to consider the cooperative path
following of multiple marine surface vessels with input
constraints.

On the other hand, a major assumption in coopera-
tive path following design of [6,7,11–13,20,23,24] is
the global knowledge of the reference velocity, which
may not be known to all vehicles for security reasons.
In order to eliminate the need of reference speed known
to all the vehicles, one option is to employ the distrib-
uted control strategy [29]. In [30], a leader-follower
problem for a multi-agent system under a switching
interconnection topology is considered. The distrib-
uted observers design allows an active leader to be fol-
lowed in an unknown velocity. In [31], an algorithm
for distributed estimation of the active leaders unmea-
surable state variables is presented. A neighbor-based
local controller together with a neighbor-based state-
estimation rule is developed for each agent.

Motivated by the above observations [21,22,26–
31], this paper considers the cooperative path follow-
ing problem of multiple marine surface vehicles sub-
ject to input saturation, unknown dynamical uncer-
tainty and ocean disturbances induced by unknown
wind, waves and ocean currents, and partial knowledge
of the reference velocity. The control designs to this
problem, which unfolds into two basic aspects. First,
in order to force each marine surface vehicle to fol-
low a predefined path, an NN adaptive path follow-
ing controller is designed based on the DSC technique
in the presence of input saturation. Second, with the
analytic tool of graph theory, the speed and path vari-
ables are synchronized to each vehicle owing to the
proposed synchronization control law where the dis-
tributed speed estimate strategy is incorporated. Based
on Lyapunov analysis, it is proved that with the devel-
oped algorithms, all signals in the closed-loop system
are uniformly ultimately bounded (UUB). The contri-
butions of this paper are summarized as follows. (i) The
NN-based DSC technique is firstly employed to solve
the cooperative path following problem of marine sur-
face vehicles with unknown dynamical uncertainty and
ocean disturbances, which leads to a much simpler con-
troller than traditional backstepping-based design. (ii)
The input saturation is incorporated into the coopera-
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Surface vehicles with input saturation 109

tive path following design to cope with physical con-
straints. (iii) A distributed speed estimator is proposed,
by which the restriction on the common reference speed
being available to all cooperating vehicles is explicitly
relaxed.

This paper is organized as follows: Section 2 intro-
duces some preliminaries and gives the problem for-
mulation. Section 3 presents the cooperative path fol-
lowing controllers design and stability analysis. Sec-
tion 4 provides the simulation results to illustrate the
proposed controllers. Section 5 concludes this article.

2 Preliminaries and problem formulation

2.1 Notation

The notation used in this paper is quite standard. R
n

denotes the n-dimensional Euclidean Space. λmin( · ),
λ2( · ), and λmax( · ) denote the smallest, the second
smallest, and the biggest eigenvalue of a matrix, respec-
tively. ‖·‖, ‖·‖F , and tr(·) represent the Euclidean norm,
the Frobenius norm, and the trace of a matrix, respec-
tively. diag[b1, . . . , bn] represents a diagonal matrix
with scalars b1, . . . , bn on the diagonal. 1n ∈ R

n

denotes a column vector with all entries equal to one.

2.2 Graph theory

An undirected graph G = G(V, E) consists of a finite
set V = {1, 2, . . . , n} of n vertices and a finite set E
of m pairs of vertices {i, j} ∈ E named edges. If {i, j}
belongs to E , then i and j are said to be adjacent. A
path from i to j is a sequence of distinct vertices called
adjacent. If there is a path between any two vertices,
then the graph G is said to be connected. The adjacency
matrix of the graph G, denoted by A = [ai j ] ∈ R

n×n , is
a square matrix with rows and columns indexed by the
vertices, such that ai j equals one if { j, i} ∈ E and zero
otherwise. The degree matrix D = [di j ] ∈ R

n×n of the
graph G is a diagonal matrix where di j equals to the
number of adjacent vertices of vertex i . The Laplacian
associated with the graph G is defined as L = D − A.
If the graph G is connected, then zero is an eigenvalue
of L , and all nonzero eigenvalues are positive. This
implies that for a connected undirected graph, there
exists a matrix G ∈ R

n×(n−1) such that L = GGT,
where rank G = n − 1.

Lemma 1 If G is a connected undirected graph, then
there exists a positive definite matrix P such that
θT Lθ = sT Ps, where θ = [θ1, . . . , θn]T ∈ R

n,
s = [s1, . . . , sn]T ∈ R

n, si = ∑n
i=1 ai j (θi − θ j ).

Proof The proof can be found in [32], and thus omitted
here for brevity.

2.3 Neural networks

In the sequel, we will make use of the universal approx-
imation property of a linear-in-parameter neural net-
work to estimate the unknown parts of the given sys-
tem. The neural networks take the form of W Tσ(ξ),
where W ∈ R

�×m is called weight matrix, with � being
the number of neural network nodes, and σ(ξ) ∈ R

� is
a vector valued function, with ξ ∈ R

q being the neural
network input vector. Denote the components of σ(ξ)
by ρl(ξ), l = 1, . . . , �, and ρl(ξ) is a basis function.
Typical examples of the function ρl(ξ) are sigmoid,
ρl(ξ) = 1

1+exp(−pξ) , gaussian ρl(ξ) = exp(−ξ2), and

hyperbolic tangent ρl(ξ) = exp(ξ)−exp(−ξ)
exp(ξ)+exp(−ξ) . Accord-

ing to the approximation property of the neural net-
works [33–37], given a continuous real-valued func-
tion f (ξ) : Ω → R

m , with Ω ∈ R
q a compact set,

and any εM > 0, for some sufficiently large integer �,
there exists ‖W‖F ≤ WM, such that the neural network
W Tσ(ξ) can approximate the given function f (ξ) as

f (ξ) = W Tσ(ξ)+ ε, (1)

where ε represents the network reconstruction error and
satisfies ‖ε‖ ≤ εM.

2.4 Problem formulation

Consider a group of n marine surface vehicles with the
i th vehicle dynamics described by Morten and Fossen
[38]

η̇i = Ji (ψi )νi , (2)

Mi ν̇i = τi − Ci (νi )νi − Di (νi )νi −�i (νi )+ τiw(t),

(3)

where ηi = [xi , yi , ψi ]T ∈ R
3 represents the position-

altitude vector in the earth-fixed reference frame as
shown in Fig. 1. νi = [ui , vi , ri ]T ∈ R

3 denotes
the velocity vector in the body-fixed reference frame.
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Fig. 1 Inertial and body-fixed coordinate frames

τi = [τiu, τiv, τir ]T ∈ R
3 is the control input vector

with τiu being the surge force, τiv being the sway force,
and τir being the yaw moment. Mi = MT

i ∈ R
3×3

is the system inertia matrix. Ci ∈ R
3×3 is the skew-

symmetric matrix of Coriolis. Di ∈ R
3×3 is the non-

linear damping matrix.�i ∈ R
3 represents the unmod-

eled dynamics. τiw(t) = [τiuw, τivw, τirw]T ∈ R
3

denotes the time-varying ocean disturbance induced
by wind and waves satisfying |τiw(t)| ≤ τiwM , where
τiwM ∈ R

3 is a positive constant vector. The rotation
matrix Ji (ψi ) is given by

Ji (ψi ) =
⎡

⎣
cosψi − sinψi 0
sinψi cosψi 0

0 0 1

⎤

⎦ . (4)

Consider that the input τi is subject to the following
constraints

−τi min ≤ τi ≤ τi max, (5)

where τi min = [τi min u, τi min v, τi min r ]T ∈ R
3 is

the known lower limit of input saturation constraints,
τi max = [τi max u, τi max v, τi max r ]T ∈ R

3 is the known
upper limit of input saturation constraints. Thus, the
control input τi is defined by

τi =

⎧
⎪⎪⎨

⎪⎪⎩

τi max, if τi0 > τi max

τi0, if − τi min ≤ τi0 ≤ τi max

−τi min, if τi0 < −τi min

(6)

where τi0 = [τi0u, τi0v, τi0r ]T ∈ R
3 is the control com-

mand to be designed in the presence of input saturation
constraints.

The control objective of this paper is stated as fol-
lows.

Cooperative Path Following Problem. Let ηid(θi )

= [xid(θi ), yid(θi ), ψid(θi )]T ∈ R
3, i = 1, . . . , n,

be a series of desired paths parameterized by con-
tinuous variables θi ∈ R. Suppose that each ηid(θi )

is sufficiently smooth, and its second derivative η
θ2

i
id

is bounded, i.e., given any positive number δi1, the

set Ωi1 = {[
ηT

id , η
θi T
id , η

θ2
i T

id

]T : ‖ηid‖2 + ‖ηθi
id‖2 +

‖ηθ2
i

id ‖2 ≤ δi1
}

is compact, where (·)θi = (∂(·)/∂θi )

and (·)θ2
i = (∂2(·)/∂θ2

i ), ||ηθi
id || ≤ ηθd M with ηθd M a

positive constant. Design a controller τi0 such that all
signals in the closed-loop networked system are UUB,
and

(i) each vehicle converges to the desired geometric
path, i.e.,

lim
t→∞ ‖ηi − ηid‖ ≤ εi1, (7)

(ii) and speed is synchronized, i.e.,

lim
t→∞

∥
∥θ̇i − v0

∥
∥ ≤ εi2, (8)

(iii) and all path variables are synchronized, i.e.,

lim
t→∞

∥
∥θi − θ j

∥
∥ ≤ εi3, (9)

where εi1, εi2, εi3 ∈ R are some small constants, and
v0 ∈ R is a constant reference speed which assigned
by the virtual leader. The control architecture is shown
in Fig. 2.

3 Cooperative path following controller design

3.1 Individual path following design

In this subsection, individual path following controllers
will be derived by employing the NN-based DSC tech-
nique. The synchronization control law and distributed
speed estimate strategy for cooperative path following
will be derived in the next subsection.
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Fig. 2 Control architecture

Step 1. The error variables are defined as

zi1 = Ji
T(ηi − ηid), (10)

ṽid = v̂id − v0, (11)

ωis = θ̇i − v̂id , (12)

where v̂id ∈ R is the estimate of common reference
speed v0. Differentiating zi1 with respect to time and
using (2), (11) and (12) yield

żi1 = − r Szi1 + νi − Ji
T
[
η
θi
id

(
v̂id + ωis

)]
, (13)

where S is defined as

S =
⎡

⎣
0 −1 0
1 0 0
0 0 0

⎤

⎦ . (14)

To stabilize (13), choose a virtual control law αi as

αi = −Ki1zi1 + Ji
Tη
θi
id v̂id , (15)

where Ki1 = diag[ki1] ∈ R
3×3 is a diagonal matrix and

its diagonal elements are positive constants. The update

law for v̂id will be specified in the next subsection,
because it is supported by the information exchanges
between its neighbors.

Consider a scalar function

Vi1 = 1

2
zT

i1zi1 (16)

whose time derivative along (13) and (15) is

V̇i1 = −zT
i1 Ki1zi1 + zT

i1(νi − αi )− zT
i1 Ji

Tη
θi
idωis .

(17)

Introduce a new state variable ν̄id ∈ R
3 and let αi

pass through a first-order filter with a time constant
ρ ∈ R

ρ ˙̄νid + ν̄id = αi . (18)

Let qi = ν̄id − αi and zi2 = νi − ν̄id . Then, define the
second scalar function

Vi2 = Vi1 + 1

2
q2

i . (19)
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Invoking (17), the time derivative of (19) is given by

V̇i2 = −zT
i1 Ki1zi1 + zT

i1(zi2 + qi )− zT
i1 Ji

Tη
θi
idωis

+ qT
i q̇i . (20)

Step 2. For convenience of constraint effect analysis
of the input saturation, the following auxiliary design
system is given by

π̇i = −Kπiπi −
∣
∣zT

i2τ̃i
∣
∣+ 1

2 τ̃
T
i τ̃i

‖πi‖2 πi + τ̃i , (21)

where πi ∈ R
3 is the state of the auxiliary design sys-

tem. τ̃i = τi − τi0, Kπi ∈ R
3×3 is a diagonal matrix,

and its diagonal elements are positive constants. The
control command τi0 will be designed next.

Taking the time derivative of zi2 along (3) gives

Mi żi2 = τi − Ci (νi )νi − Di (νi )νi −�i (νi )

+ τiw(t)− Mi ˙̄νid , (22)

Consider the third scalar function as

Vi3 = Vi2 + 1

2
πT

i πi + 1

2
zT

i2 Mi zi2, (23)

and its time derivative along (20), (22) and (21) can be
written as

V̇i3 ≤ − zT
i1 Ki1zi1 − zT

i1 J Tη
θi
idωis + qT

i q̇i + zT
i1qi

−πT
i (Kπi − 1

2
I3×3)πi −

∣
∣
∣zT

i2τ̃i

∣
∣
∣

+ zT
i2[zi1 − Ci (νi )νi − Di (νi )νi −�i (νi )

− Mi ˙̄νid + τi ] +
∣
∣
∣zT

i2τiw(t)
∣
∣
∣ . (24)

Substituting τi = τ̃i + τi0 into (24) and using the
inequality |χ1| − χ2tanh(χ1/χ2) ≤ 0.2478χ2 with
χ1, χ2 ∈ R, one has

V̇i3 ≤ − zT
i1 Ki1zi1 − zT

i1 J Tη
θi
idωis

+ qT
i q̇i + zT

i1qi − πT
i

(

Kπi − 1

2
I3×3

)

πi

−
∣
∣
∣zT

i2τ̃i

∣
∣
∣+ zT

i2

[
zi1 − fi (·)+ τ̃i + τi0

]

+ 0.2478δTτiwM . (25)

where δ = [δ1, δ2, δ3]T with δ1, δ2, and δ3 being very
small scalars. fi (·) is written as

fi (·) = Ci (νi )νi + Di (νi )νi

+�i (νi )+ Mi ˙̄νid − tanh(zi2)τiwM , (26)

where tanh(zi2) = diag[tanh
(zT

i2)11
δ1

, tanh
(zT

i2)12
δ2

, tanh
(zT

i2)13
δ3

].
Consider a desired control command τi0 as

τi0 = −zi1 − Ki2(zi2 − πi )+ fi (·), (27)

where Ki2 = diag[ki2] ∈ R
3×3 is a diagonal matrix,

and its diagonal elements are positive constants. In
practice, fi (·) is very hard to obtain accurately. Hence,
the controller (27) cannot be implemented. To over-
come this problem, a neural network is employed to
approximate fi (·) as follows

fi (·) = W T
i σ(ξi )+ εi , (28)

where ξi = [1, νT
i ,

˙̄νT
id ]T ∈ R

7 is the NN input; Wi is
the NN weight; εi is the approximation error satisfying
‖εi‖ ≤ εi M with εi M being a positive constant.

Select a control command τi0 as

τi0 = −zi1 − Ki2(zi2 − πi )+ Ŵ T
i σ(ξi ), (29)

where Ŵi is an estimate of Wi and is updated as

˙̂W i = ΓW

[
−σ (ξi ) zT

i2 − kW Ŵi

]
, (30)

where ΓW ∈ R and kW ∈ R are positive constants.
Substituting (29) into (25) yields

V̇i3 ≤ − zT
i1 Ki1zi1 − zT

i2 Ki2zi2 + qT
i q̇i + zT

i1qi

−πT
i

(

Kπi − 1

2
I3×3

)

πi + zT
i2 Ki2πi

+ zT
i2

[
W̃ T

i σ(ξi )− εi

]
+ 0.2478δTτiwM − μiωis,

(31)

where μi = zT
i1 Ji

Tη
θi
id and W̃i = Ŵi − Wi .

Define the fourth scalar function as

Vi4 = Vi3 + 1

2
tr
(

W̃ T
i Γ

−1
W W̃i

)
, (32)

whose time derivative along (30) and (31) is

V̇i4 ≤ − zT
i1 Ki1zi1 − zT

i2 Ki2zi2 + qT
i q̇i + zT

i1qi

−πT
i

(

Kπi − 1

2
I3×3

)

πi

+ zT
i2 Ki2πi − kW tr

(
W̃ T

i Ŵi

)
− zT

i2εi

+ 0.2478δTτiwM − μiωis . (33)
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3.2 Cooperative path following design

Cooperative control strategies for multiple vehicles are
supported by the communications network over which
the vehicles exchange information. Because more than
one vehicle is involved, the path variables and speed
should be synchronized to each vehicle, in order to
maintain the desired formation. We assume that the
vehicles can exchange relative path variables informa-
tion using the network infrastructure. To satisfy the con-
straints imposed by the communication network, the
synchronization control law for the vehicle i can only
depend on its own local states and on the information
exchanged with its neighbors. Furthermore, since not
all the vehicles can obtain the value of common refer-
ence speed, some of them have to estimate it through-
out the process. Let Ni be the set of labels of those
vehicles that are neighbors of vehicle i , N0 be the
set of labels of those vehicles that are neighbors of
the virtual leader. In such a way, the common refer-
ence speed assigned by a virtual leader is available to
only one or one subset of vehicles, so the speed esti-
mate strategy is distributed. The amount of commu-
nications is reduced effectively due to the distributed
speed estimate strategy. To this end, choose the follow-
ing synchronization control law with an auxiliary state
γi as

ωis = −k−1
i3

⎡

⎣
∑

j∈Ni

ai j (θi − θ j )+ μi

⎤

⎦− γi ,

γ̇i = −(ki3 + ki4)γi −
∑

j∈Ni

ai j (θi − θ j )− μi , (34)

where ki3 ∈ R and ki4 ∈ R are positive constants;
ai j has been defined in Sect. 2.2. The distributed speed
update law is designed as

˙̂vid =−ki5

∑

j∈Ni

ai j (v̂id −v̂ jd)− ki6

∑

i∈N0

bi (v̂id −v0),

(35)

where ki5 ∈ R and ki6 ∈ R are positive constants.
bi is the connection weight between vehicle i and the
virtual leader, bi = 1 if the virtual leader is avail-
able to i th vehicle and bi = 0 otherwise. Let ωs =
[ω1s, . . . , ωns]T ∈ R

n , μ = [μ1, . . . , μn]T ∈ R
n ,

γ = [γ1, . . . , γn]T ∈ R
n , K3 = diag[ki3] ∈ R

n×n ,

K4 = diag[ki4] ∈ R
n×n , K5 = diag[ki5] ∈ R

n×n ,
K6 = diag[ki6] ∈ R

n×n , v̂d = [v̂1d , . . . , v̂nd ]T ∈ R
n .

Then, (34) can be written as

θ̇ = v̂d − K −1
3 (Lθ + μ)− γ,

γ̇ = −(K3 + K4)γ − Lθ − μ, (36)

(35) can be written as

˙̂vd = −Lv̂d + K6Bv01n, (37)

where L = K5L + K6B, B = diag[b1, . . . , bn] ∈
R

n×n . Because the fixed undirected graph is connected,
and at lease one bi is nonzero, so L is symmetric pos-
itive definite. Noting that ṽd = v̂d − v01n , then we
have

˙̃vd = −Lṽd . (38)

Consider the fifth scalar function as

V = 1

2
θT Lθ + 1

2
γ Tγ + 1

2
ṽT

d ṽd +
n∑

i=1

Vi4, (39)

and its time derivative along (33), (36), and (38) is

V̇ ≤ −ωT
s K3ωs − γ T K4γ − ṽT

d Lṽd

+
n∑

i=1

[
−zT

i1 Ki1zi1 − zT
i2 Ki2zi2 + qT

i q̇i + zT
i1qi

−πT
i

(

Kπi − 1

2
I3×3

)

πi + zT
i2 Ki2πi

−kW tr
(

W̃ T
i Ŵi

)
− zT

i2εi + 0.2478δTτiwM

]
.

(40)

3.3 Stability analysis

Theorem 1 Consider a network of marine surface
vehicles with the vehicles dynamics given in (2) and
(3). Suppose the communication network is undirected
and connected. Design the control law (29), NN adap-
tive law (30), synchronization control law (36), and dis-
tributed speed update law (37). Then, given any pos-
itive number δi2, for all initial conditions satisfying
Ωi2 = {[zi1, zi2, W̃i , qi , ṽid ]T : V ≤ δi2}, there exist
Ki1, Ki2, ΓW , kW , ρ, K3, K4, K5, and K6; such all sig-
nals in the closed-loop system are UUB, and the path
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following error ηi − ηid , speed tracking error θ̇i − v0,
and path variable coordination error θi −θ j satisfy (7),
(8) and (9), respectively.

Proof Taking the time derivative of qi along (18), we
have

q̇i = −qi

ρ
+ Bi

(

zi1, zi2, ωis, qi , ηid , η
θi
id , η

θ2
i

id

)

,

(41)

where Bi (·) is a continuous function. Since for any δi1

and δi2, the sets Ωi1 and Ωi2 are compact, Ωi1 ×Ωi2

is also compact. Hence, Bi (·) has a maximum Bi M

on Ωi1 ×Ωi2. Furthermore, using Young’s inequality
yields

qT
i q̇i ≤ −‖qi‖2

ρ
+ B2

i M‖qi‖2

2�i
+ �i

2
,

zT
i2 Ki2πi ≤ 1

2
λmin

2(Ki2)‖zi2‖2 + 1

2
‖πi‖2,

−kW tr
(

W̃ T
i Ŵi

)
≤ −kW

2
‖W̃i‖2

F + kW

2
‖Wi‖2

F ,

∣
∣
∣zT

i1qi

∣
∣
∣ ≤ 1

2
‖zi1‖2 + 1

2
‖qi‖2,

−zT
i2εi ≤ 1

2
‖zi2‖2 + 1

2
‖εi M‖2, (42)

where�i ∈ R is a positive constant. Then, (40) can be
rewritten as

V̇ ≤ −λmin(K3)‖ωs‖2 − λmin(K4)‖γ ‖2

−λmin(L)‖ṽd‖2 +
n∑

i=1

[

−
(

λmin(Ki1)− 1

2

)

‖zi1‖2

−
[

λmin(Ki2)− 1

2
λmin

2(Ki2)− 1

2

]

‖zi2‖2

−
(

1

ρ
− 1

2
− B2

i M

2�i

)

‖qi‖2 −
[

λmin

(

Kπi − 1

2
I3×3

)

−1

2
]‖πi‖2 − kW

2
‖W̃i‖2

F

]

+ Hi , (43)

where Hi =
n∑

i=1
[0.2478δTτiwM + 1

2 kW ‖Wi‖2
F +

1
2‖εi M‖2 + 1

2�i ]. Choose λmin(L) > 0, λmin(Ki1) −
1
2 > 0, λmin(Ki2) − 1

2λmin
2(Ki2) − 1

2 > 0, 1
ρ

−
1
2 − B2

i M
2�i

> 0, λmin(Kπi − 1
2 I3×3) − 1

2 > 0 and

note that, ‖ωs‖ >

√
Hi

λmin(K3)
, ‖γ ‖ >

√
Hi

λmin(K4)
,

‖ṽd‖ >

√
Hi

λmin(L) , ‖zi1‖ >

√
Hi

λmin(Ki1)− 1
2

, ‖zi2‖ >

√
Hi

λmin(Ki2)− 1
2λmin

2(Ki2)− 1
2

, ||W̃i ||F >

√
2Hi
kW

, ‖qi‖ >

√
2ρ�i Hi

2�i −ρ�i −ρB2
i M

, or ‖πi‖ >
√

Hi

λmin(Kπi − 1
2 I3×3)− 1

2
ren-

ders V̇ < 0. This proves that all signals in the closed-
loop system are UUB. Moreover, when t → ∞, the
path following error ηi − ηid and along-path speed
tracking error θ̇i − v̂id satisfy (7) and (8) with εi1, εi2

taken as εi1 =
√

Hi

λmin(Ki1)− 1
2

, εi2 =
√

Hi
λmin(K3)

. Let

s = Lθ , from (36) we have

‖s‖ ≤ εis, (44)

where εis =
√
ε2

i1(η
θi
id M )

2 + λmax(K3)
(√

Hi
λmin(K3)

+
√

Hi
λmin(K4)

)
. In addition, since 1

2λ2(L) ‖θ
−Ave(θ)1n‖2 ≤ 1

2θ
T Lθ , where Ave(θ) = 1

n

∑n
i=1 θi

[39], then by Lemma 1 we further obtain

1

2
λ2(L)‖θ − Ave(θ)1n‖2 ≤ 1

2
sT Ps. (45)

It follows from (44) that the inequality (9) is satisfied

with εi3 =
√
λmax(P)
λ2(L)

εis , i.e., θi → θ j → Ave(θ).
This concludes the proof. ��

Remark 1 By incorporating the DSC technique, the
proposed design leads to a much simpler cooper-
ative path following controller than the traditional
backstepping-based design. In fact, using the tradi-
tional backstepping-based method, the derivative of
virtual control α̇i = Ki1

{
r Szi1 − νi − J T

i

[
η
θi
id(v̂id

+ωis)
]− J̇ T

i η
θi
id v̂id − J T

i η
θ2

i
id v̂id

}
would have to appear

in the control algorithm. As a result, the expression of
τi would be much more complicated.

Remark 2 In contrast to the previous works [6,7,11–
13,20,23,24], the cooperative path following prob-
lem in the presence of the input saturation and partial
knowledge of reference velocity is considered in this
paper. Moreover, the proposed NN-based DSC tech-
nique results in much simpler cooperative path follow-
ing controllers than the backstepping-based design.

4 Simulation example

In this section, an example is given to illustrate the
proposed controllers. In our simulation study, we con-
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Fig. 3 Desired and actual vehicles paths

sider the model of Cybership II from [40], and some
model uncertainty and time-varying disturbances are
introduced.

Consider a group of five vehicles with a com-
munication network that induces a graph with the

Laplacian matrix L =

⎡

⎢
⎢
⎢
⎢
⎣

1 −1 0 0 0
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
0 0 0 −1 1

⎤

⎥
⎥
⎥
⎥
⎦

, B =

diag[1, 0, 0, 1, 0]. The basis function ρl(ξ) is cho-
sen as the commonly used hyperbolic tangent func-
tion, ρl(ξ) = exp(ξ)−exp(−ξ)

exp(ξ)+exp(−ξ) . The initial velocities
are ui (0) = vi (0) = 0 m/s, ri (0) = 0 rad/s. The
NN adaptive law parameters are chosen as kW =
1, ΓW = 100. The controller gains are selected
as Ki1 = diag[1, 1, 1], Ki2 = diag[60, 70, 8],
Kπi = diag[200, 200, 200], K3 = diag[1, 1, 1], K4 =
diag[1, 1, 1]. The filter time constant is chosen as
ρ = 0.05. The uncertainty of five vehicles is given as

�i (νi ) = [v3
i + 0.03ui , uiri + 0.02ui , uiri + 0.2r2

i ]T

and τiw = [v3
i + 0.06ui + 0.001 sin(t), uiri + 0.1ui +

0.001 sin(t), 0.4uiri + v2
i + 0.001 sin(t)]T.

The lower and upper limits of input saturation con-
straints are chosen as τi min u = −9.2 N, τi max u =
9.2 N, τi min v = −4.5 N, τi max v = 4.5 N, τi min r =
−3 Nm, τi max r = 3 Nm.

Figure 3 shows the tracking performance of five
vehicles, where the desired paths are denoted by dot-
ted line, and the actual paths are denoted by solid line.
As can be observed that the vehicles remain within a
small neighborhood of the desired path despite the dis-
turbances. To verify the learning ability of NN, the NN
approximation performance of vehicle 2 is shown in
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Fig. 4 Neural network approximation performance
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Fig. 5 Path variables coordination errors

Fig. 4, where f2u(·), f2v(·), and f2r (·) denote the vehi-
cle 2’s uncertainty in the surge, sway, and yaw direction,
respectively, and NN2u , NN2v , and NN2r are the cor-
responding neural network outputs. We can verify the
uncertainty is efficiently compensated for by NN. The
path variables coordination errors are shown in Fig. 5.
Figure 6 shows that the control input signals of vehicle 3
are bounded within ±9.2 N and ±4.5 N, which we have
set as the saturation limits. Figure 7 shows that the speed
information is well estimated by the proposed distrib-
uted speed estimate strategy, while vehicles 2, 3, and 5
do not obtain the common reference speed v0 = 0.1.

5 Conclusions

This paper addressed the cooperative path following
problem of multiple marine surface vehicles in the pres-
ence of input saturation, unknown functional uncer-
tainty, time-varying environmental disturbances, and
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partial knowledge of the reference velocity. The coop-
erative path following controllers are devised based on
the NN-based DSC technique, the auxiliary design, and
the distributed velocity estimator. It has been shown
that the closed-loop signals under the proposed algo-
rithm are UUB, and the compact set to which the error
signals converge can be made small through appropri-
ate choosing of control parameters. Simulation results
demonstrated the effectiveness of the proposed control
approaches.
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