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Abstract Generalized function matrix projective lag
synchronization of uncertain complex dynamical net-
works with different dimension of nodes via adaptive
control method is investigated in this paper. Based on
Lyapunov stability theory, adaptive controller is ob-
tained and unknown parameters of both the drive net-
work and the response network are estimated by adap-
tive laws. In addition, the three-dimension chaotic sys-
tem and the four-dimension hyperchaotic system, re-
spectively, as the nodes of the drive and response net-
work are analyzed in detail, and numerical simulation
results are presented to illustrate the effectiveness of
the theoretical results.
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1 Introduction

Since the 1980s, as the rapid development of computer
and information engineering technology, the human
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society has entered a “network era”. In general, a com-
plex network is a large set of interconnected nodes, in
which a node is a fundamental unit with specific con-
tents. The mathematical abstraction of a complex net-
work is a graph G, comprising a set of N nodes (or
vertices) connected by a set of M links (or edges), be-
ing ki the degree (number of links) of node i. The
node is used to represent the different individuals in
real system, and the edge is used to indicate the rela-
tionships between different individuals. The nature of
complex networks is the complexity, including com-
plex topological structure, complex dynamical evolu-
tion, node diversity, connection diversity, and so on.
Many real networks can be described by complex net-
works, which are shown to widely exist in various
fields of real world, such as the Internet, the World
Wide Web, biological networks, metabolic networks,
transportation networks, phone call networks, commu-
nication networks, aviation networks, interpersonal re-
lationship networks, electricity distribution networks,
and so forth. The nodes and edges have different
meanings in these different real networks. Recently,
since the discovery of “small-world networks” [1] and
“scale-free networks” [2], complex networks become
a focus point of research which has attracted increas-
ing attention from various fields of science and engi-
neering.

Synchronization is a significant and interesting
nonlinear phenomenon of nature, discovered at the be-
ginning of the modern age of science by Huygens in
1673. Synchronization processes are ubiquitous in our
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lives, which play a very important role in many dif-
ferent contexts, such as synchronous communication,
signal synchronization (for example, synchronization
between video and audio signals), firefly biolumines-
cence synchronization in biology, geostationary satel-
lite, synchronous motor, database synchronization and
so forth. Pecora and Carroll [3] used the master sta-
bility function approach to determine the stability of
the synchronous state in coupled systems. Recently,
the synchronization of complex networks has been
a focus in various fields of science and engineer-
ing, especially in field of control. The synchroniza-
tion within one network is named “inner synchroniza-
tion”, which is concerned with the synchronization
among the nodes with in a network. Different from
the “inner synchronization”, the synchronization be-
tween two or more complex networks regardless of
synchronization of the inner network, which is called
“outer synchronization”, always does exist in our lives.
In fact, there are a lot of research methods and syn-
chronization ideas coming from the chaos synchro-
nization. In [4], the authors studied chaotic synchro-
nization and anti-synchronization for a novel class
of multiple chaotic systems via a sliding mode con-
trol scheme. Impulsive control and synchronization
of a new unified hyperchaotic system were investi-
gated in [5]. Adaptive synchronization and lag syn-
chronization of uncertain dynamical system was stud-
ied in [6]. In [7], the authors studied projective syn-
chronization by using active control approach. These
synchronization methods or ideas can be applied to
the synchronization of complex network. In [8, 9],
the authors studied synchronization in small-world
dynamical networks and scale-free dynamical net-
works, respectively. Linear generalized synchroniza-
tion between two complex networks was studied in
[10]. The authors studied adaptive synchronization of
two nonlinearly coupled complex dynamical networks
with delayed coupling in [11]. Pinning synchroniza-
tion of weighted complex networks was investigated
in [12]. In [13], pinning adaptive controllers were de-
signed to synchronize two general complex dynami-
cal networks with non-delayed and delayed coupling.
In [14], the authors studied synchronization between
two different general complex dynamical networks
with fractional-order chaos nodes. And then gener-
alized projective synchronization and function pro-
jective synchronization for dynamical networks with
non-identical nodes were investigated in [15, 16],

and impulsive synchronization of complex networks
was investigated in [17]. In [18], the authors studied
projective and lag synchronization between general
complex networks. The synchronization was inves-
tigated in the above references is all outer synchro-
nization, and this means that to study the dynamics
between two coupled networks is necessary and im-
portant.

To the best of our knowledge, most of the ex-
isting papers discuss the synchronization between
two complex networks with identical or non-identical
nodes, and the dynamical equations of these network
nodes have the same dimension [19–27]. However,
in many real physics systems, the synchronization is
carried out through the oscillators with different di-
mensions, especially the systems in biological science
and social science. There exist many types of synchro-
nization such as complete synchronization [28], anti-
synchronization [29], phase synchronization [30], lag
synchronization [31], projective synchronization [32]
and so on. These types of synchronization are not suit-
able for unequal dimension system. For the complex
dynamical systems with different dimensions, matrix
synchronization is proposed in this paper. We use the
matrix as a bridge, and achieve the synchronization be-
tween two different dimensional complex dynamical
networks. The traditional model of the synchroniza-
tion that a variable of response dynamical networks
only corresponding to a variable of drive dynamical
networks during the synchronization process is bro-
ken by the matrix synchronization. Therefore, the gen-
eralized function matrix projective lag synchroniza-
tion (GFMPLS) between two different dimensional
complex dynamical networks is investigated in this
paper. GFMPLS includes projective synchronization
(PS), lag synchronization (LS), function projective
synchronization (FPS), matrix projective synchroniza-
tion (MPS) and generalized function projective syn-
chronization (GFPS), and it is a more general form
of generalized synchronization. In addition, the com-
plex dynamical networks not only have different di-
mension of network nodes but also unknown parame-
ters.

This paper focuses on the adaptive generalized
function matrix projective lag synchronization for un-
certain complex dynamical network with unknown pa-
rameters and different dimensions of network nodes.
Based on Lyapunov stability theory, an adaptive con-
troller is obtained, and unknown parameters of both
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the drive and the response networks are estimated by
adaptive laws. In addition, the three-dimension chaotic
system and the four-dimension hyperchaotic system,
respectively, as the nodes of the drive and response
networks are analyzed in detail, and numerical simula-
tion results are presented to illustrate the effectiveness
of the theoretical results.

The outline of the rest of the paper is organized as
follows. Section 2 gives the network models and some
useful preliminaries. In Sect. 3, by means of the adap-
tive control method, some sufficient synchronization
criteria are derived to guarantee GFMPLS for uncer-
tain complex dynamical networks with different di-
mensions of network nodes. Section 4 uses some rep-
resentative examples to validate the effectiveness of
the proposed approach. Finally, some concluding re-
marks are drawn in Sect. 5.

2 Network models and preliminaries

2.1 Network models

Some necessary mathematical notations that will be
utilized throughout this paper are first introduced as
follows. Let AT (or xT ) be the transpose of the matrix
A (or vector x). ‖x‖ means the 2-norm of the vector
x, and ⊗ denotes the Kronecker product of two matri-
ces. λmax(A) represents the maximum eigenvalue of a
square matrix A.

In this paper, we consider a complex dynamic net-
work consisting of N linearly coupled nodes with un-
known parameters as the drive network, which is de-
scribed by

ẋi (t) = Fi

(
xi(t)

)
Φi + fi

(
xi(t)

) +
N∑

j=1

cijP xj (t),

i = 1,2, . . . ,N, (1)

where xi = (xi1, xi2, . . . , xin)
T ∈ Rn is the state vec-

tor of the ith node; Φi ∈ Rr is the unknown constant
parameter vector; Fi : Rn → Rn×r and fi : Rn → Rn

are the known continuous nonlinear function matrices.
P ∈ Rn×n is an inner coupling matrix, which means
two coupled nodes are linked through their ith state
variables. C = (cij )N×N ∈ RN×N is the coupling con-
figuration matrix representing the coupling strength
and the topological structure of the network. The ma-
trix C is defined as follows: if there exists a connection

from node j to node i (i �= j), then cij �= 0; otherwise
cij = 0. The diagonal elements of matrix C are defined
by

cii = −
N∑

j=1,j �=i

cij , i = 1,2, . . . ,N.

The response network with a nonlinear control
scheme is given by

ẏi (t) = Gi

(
yi(t)

)
Ψi + gi

(
yi(t)

)

+
N∑

j=1

dijQyj (t) + ui(t), i = 1,2, . . . ,N,

(2)

where yi = (yi1, yi2, . . . , yim)T ∈ Rm is the state
vector of the ith node; Ψi ∈ Rs is the unknown
constant parameter vector; Gi : Rm → Rm×s and
gi : Rm → Rm are the known continuous nonlinear
function matrices. Q ∈ Rm×m is also an inner cou-
pling matrix and D = (dij )N×N ∈ RN×N is the cou-
pling configuration matrix, which has the same mean-
ing as that of matrix C. ui(t) ∈ Rm are the nonlinear
adaptive controllers.

2.2 Preliminaries

The synchronization error signal for GFMPLS is de-
fined as follows:

ei(t) =

⎡

⎢⎢
⎢
⎣

ei1(t)

ei2(t)
...

eim(t)

⎤

⎥⎥
⎥
⎦

= yi(t) − M(t)xi

(
t − τ(t)

)

=

⎡

⎢⎢⎢
⎣

yi1(t)

yi2(t)
...

yim(t)

⎤

⎥⎥⎥
⎦

− M(t)

⎡

⎢⎢⎢
⎣

xi1(t − τ(t))

xi2(t − τ(t))
...

xin(t − τ(t))

⎤

⎥⎥⎥
⎦

,

i = 1,2, . . . ,N, (3)

where τ(t) > 0 is the time-varying delay, M(t) =
(mij (t)) ∈ Rm×n is the time-varying scaling matrix,
and the element in each row cannot be equal to zero at
the same time.

If the element in a row is equal to zero at the same
time, such that
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eij (t) = yij (t) − [0 0 · · · 0]

⎡

⎢⎢⎢
⎣

xi1(t − τ(t))

xi2(t − τ(t))
...

xin(t − τ(t))

⎤

⎥⎥⎥
⎦

= yij (t), (4)

then the network synchronization is meaningless.

Definition 1 Let xi(t − τ(t)) be the time delay state
of the drive network (1), and yi(t) be the current state
of the response network (2). Given the time-varying
delay τ(t) > 0, if there exist the time-varying scaling
function matrix M(t) = (mij (t)) ∈ Rm×n, and the ele-
ment in each row cannot be equal to zero at the same
time, such that

lim
t→∞

∥∥yi(t) − M(t)xi

(
t − τ(t)

)∥∥ = 0,

i = 1,2, . . . ,N, (5)

then it is said that we achieve GFMPLS between net-
works (1) and (2).

Remark 1 If m = n and the scaling functions ma-
trix M(t) = diag(k1(t), k2(t), . . . , km(t)), where ki(t)

(i = 1,2, . . . ,m) is the function of the time t , then
the drive and response networks would realize gen-
eralized function projective lag synchronization (GF-
PLS). If ki (i = 1,2, . . . ,m) is the nonzero constants,
then the GFPLS degenerates into generalized projec-
tive lag synchronization (GPLS). In particular, when
the nonzero constant is chosen as 1, then the GPLS de-
generates into the common lag synchronization (LS).
In short, GFMPLS is a more general form that includes
many kinds of synchronization as its special cases.

Assumption 1 The time-varying delay τ(t) > 0 is a
monotone increasing/decreasing continuous function,
or τ(t) = τ > 0 is a constant. At the same time, the
time-varying delay τ(t) is a bounded function.

Assumption 2 The time-varying scaling functions
matrix M(t) = (mij (t)) ∈ Rm×n is a bounded matrix,
and mij (t) is a continuous bounded function or a con-
stant.

3 Synchronization criteria

In this section, we will study the GFMPLS between
two uncertain complex dynamical networks with dif-

ferent dimension of network nodes via adaptive con-
trol method.

From Eq. (3), the time derivative of ei(t) will be

ėi (t) = ẏi (t) − Ṁ(t)xi

(
t − τ(t)

)

− M(t)ẋi

(
t − τ(t)

)(
1 − τ̇ (t)

)
,

i = 1,2, . . . ,N. (6)

By substituting Eqs. (1) and (2) into Eq. (6), the
error dynamical system is obtained as follows:

ėi (t) = Gi

(
yi(t)

)
Ψi + gi

(
yi(t)

)

+
N∑

j=1

dijQ
(
ej (t) + M(t)xj

(
t − τ(t)

))

+ ui(t) − Ṁ(t)xi

(
t − τ(t)

)

+ M(t)ẋi

(
t − τ(t)

)
τ̇ (t)

− M(t)

[

Fi

(
xi

(
t − τ(t)

))
Φi

+ fi

(
xi

(
t − τ(t)

)) +
N∑

j=1

cijP xj

(
t − τ(t)

)
]

(7)

where i = 1,2, . . . ,N .

Theorem 1 Given the time-varying scaling matrix
M(t) = (mij (t)) ∈ Rm×n, and the element in each row
cannot be equal to zero at the same time, the GFMPLS
between two uncertain complex dynamical networks
(1) and (2) with different dimension of network nodes
can be achieved by using the following adaptive con-
troller:

ui(t) = ηi(t) − gi

(
yi(t)

) + M(t)fi

(
xi

(
t − τ(t)

))

+ Ṁ(t)xi

(
t − τ(t)

) − M(t)ẋi

(
t − τ(t)

)
τ̇ (t)

+
N∑

j=1

(
cijM(t)P − dijQM(t)

)
xj

(
t − τ(t)

)
,

i = 1,2, . . . ,N, (8)

where ηi(t) = −Gi(yi(t))Ψ̂i(t) + M(t)Fi(xi(t −
τ(t)))Φ̂i(t) − βi(t)ei(t).

The adaptive laws are

˙̂
Ψ i(t) = k1G

T
i

(
yi(t)

)
ei(t), (9)

˙̂
Φi(t) = −k2F

T
i

(
xi

(
t − τ(t)

))
MT (t)ei(t), (10)

β̇i (t) = λeT
i (t)ei(t), for i = 1,2, . . . ,N, (11)
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where k1, k2 and λ are positive control parameters,
they can control the speed of convergence of synchro-
nization errors. Ψ̂ (t) and Φ̂(t) are the estimated pa-
rameters for the nonlinear dynamical networks (1)
and (2), respectively. By putting the adaptive con-
troller (8) and adaptive laws (9)–(11) into (7), the syn-
chronization error dynamical system can be expressed
by

ėi (t) = Gi

(
yi(t)

)(
Ψi − Ψ̂i(t)

)

− M(t)Fi

(
xi

(
t − τ(t)

))(
Φi − Φ̂i(t)

)

+
N∑

j=1

dijQej (t) − βi(t)ei(t) (12)

where i = 1,2, . . . ,N .

Proof Let e(t) = (e1(t), e2(t), . . . , eN(t))T ∈ RmN ,
and based on the adaptive controller (8), the update
laws (9)–(11) and the synchronization error dynami-
cal system (12), we construct the Lyapunov candidate
function as follows:

V (t) = 1

2
eT (t)e(t) + 1

2

N∑

i=1

[
1

k1
Ψ̃ T

i (t)Ψ̃i(t)

+ 1

k2
Φ̃T

i (t)Φ̃i(t) + 1

λ
β̃2

i (t)

]
. (13)

Denote Ψ̃i(t) = Ψ̂i(t)−Ψi , Φ̃i(t) = Φ̂i(t)−Φi and
β̃i (t) = βi(t)−β∗

i (where β∗
i is a positive constant that

should be determined).
Obviously, V (t) ≥ 0. Taking the time derivative

of V (t) along the trajectories of the synchronization
error dynamical system (12), and using (8)–(11), we
have

V̇ (t) =
N∑

i=1

[
eT
i (t)ėi (t) + 1

k1

˙̃
Ψ

T

i (t)Ψ̃i(t)

+ 1

k2

˙̃
Φ

T

i (t)Φ̃i(t) + 1

λ
β̃i(t)

˙̃
βi(t)

]

=
N∑

i=1

[

eT
i (t)

{

Gi

(
yi(t)

)(
Ψi − Ψ̂i(t)

)

− M(t)Fi

(
xi

(
t − τ(t)

))(
Φi − Φ̂i(t)

)

+
N∑

j=1

dijQej (t) − βi(t)ei(t)

}

+ 1

k1

˙̂
Ψ

T

i (t)Ψ̃i(t) + 1

k2

˙̂
Φ

T

i (t)Φ̃i(t)

+ 1

λ
β̃i(t)β̇i(t)

]

=
N∑

i=1

eT
i (t)

[−Gi

(
yi(t)

)
Ψ̃i(t)

+ M(t)Fi

(
xi

(
t − τ(t)

))
Φ̃i(t)

]

+
N∑

i=1

N∑

j=1

dij e
T
i (t)Qej (t)

−
N∑

i=1

βi(t)e
T
i (t)ei(t)

+
N∑

i=1

[
1

k1

(
k1e

T
i (t)Gi

(
yi(t)

)
Ψ̃i(t)

)

+ 1

k2

(−k2M(t)Fi

(
xi

(
t − τ(t)

)))
Φ̃i(t)

+ 1

λ

(
βi(t) − β∗

i

)
λeT

i (t)ei(t)

]

=
N∑

i=1

N∑

j=1

dij e
T
i (t)Qej (t) −

N∑

i=1

β∗
i eT

i (t)ei(t)

≤
(

λmax

(
D̂ + D̂T

2

)
− β∗

min

)
eT (t)e(t)

= (−β∗∗)eT (t)e(t), (14)

where D̂ = D ⊗ Q ∈ RmN×mN , β∗∗ = β∗
min −

λmax(
D̂+D̂T

2 ) and β∗
min = min(β∗

i ) (i = 1,2, . . . ,N).
It is obvious that there exist sufficiently large

positive constants β∗
i (i = 1,2, . . . ,N) such that

λmax(
D̂+D̂T

2 ) < β∗
min, and then we can obtain β∗∗ > 0.

Namely, V̇ (t) < 0, i.e. limt→∞ e(t) = 0. Therefore,
the GFMPLS between two uncertain dynamical net-
works (1) and (2) with different dimensions can be
achieved by adaptive controller (8) and the adaptive
laws (9)–(11). This completes the proof. �

Based on Theorem 1, the following corollaries can
be easily derived.

Corollary 1 Assume that the time delay τ(t) = τ > 0
is constant, i.e., τ̇ (t) = 0. For given the time-varying
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scaling matrix M(t) = (mij (t)) ∈ Rm×n, and the ele-
ment in each row cannot be equal to zero at the same
time, the GFMPLS between two uncertain complex dy-
namical networks (1) and (2) with different dimension
of network nodes can be achieved by using the follow-
ing adaptive controller:

ui(t) = ηi(t) − gi

(
yi(t)

) + M(t)fi

(
xi(t − τ)

)

+ Ṁ(t)xi(t − τ)

+
N∑

j=1

(
cijM(t)P − dijQM(t)

)
xj (t − τ),

(15)

where ηi(t) = −Gi(yi(t))Ψ̂i(t)+M(t)Fi(xi(t −τ))×
Φ̂i(t) − βi(t)ei(t).

The adaptive laws are (9)–(11).

Corollary 2 Based on Corollary 1, assume that the
time-varying scaling matrix M(t) = (mij ) ∈ Rm×n is
a constant matrix, i.e., Ṁ(t) = 0, and the element in
each row cannot be equal to zero at the same time,
the GFMPLS between two uncertain complex dynam-
ical networks (1) and (2) with different dimension of
network nodes can be achieved by using the following
adaptive controller:

ui(t) = ηi(t) − gi

(
yi(t)

) + Mfi

(
xi(t − τ)

)

+
N∑

j=1

(cijMP − dijQM)xj (t − τ), (16)

where ηi(t) = −Gi(yi(t))Ψ̂i(t) + MFi(xi(t − τ)) ×
Φ̂i(t) − βi(t)ei(t).

The adaptive laws are (9)–(11).

Remark 2 In our work, the coupling configuration ma-
trices C and D need not be symmetric or irreducible.
In addition, there is not any constraint imposed on the
inner coupling matrices P and Q. Furthermore, each
node of the networks may have different local dynam-
ics. The proposed approach is applicable to all kinds
of complex dynamical networks.

Remark 3 The constant k1, k2 and λ can be chosen ap-
propriately beforehand to adjust the synchronization

rate. However, the inequality λmax(
D̂+D̂T

2 ) < β∗
min is

just only a sufficient condition but not a necessary one.

4 Illustrative examples

In this section, some representative examples are per-
formed to verify the effectiveness of the proposed syn-
chronization scheme in the previous section. The total
synchronization error is defined as

E(t) =

√√√√√
N∑

i=1

m∑

j=1

e2
ij (t).

The total synchronization error E(t) is used to mea-
sure the quality of the synchronization process. It is
obvious that when limt→∞ E(t) = 0, the drive and re-
sponse networks achieve the desired synchronization
globally.

In the simulations, the node equation of the drive
network (1) is described by the following 10 three-
dimensional chaotic systems [33]:
⎡

⎣
ẋi1(t)

ẋi2(t)

ẋi3(t)

⎤

⎦

=
⎡

⎣
xi2(t) − xi1(t) 0 0

0 0 xi2(t)

0 −xi3(t) 0

⎤

⎦

⎡

⎣
ϕi1

ϕi2

ϕi3

⎤

⎦

+
⎡

⎣
−xi2(t)xi3(t)

(xi1(t) − xi3(t))
4 − 10xi1(t)xi3(t)

x2
i1(t) + x2

i2(t)

⎤

⎦ ,

i = 1,2, . . . ,10, (17)

where the real value of the unknown parameter vec-
tor is Φi = [ϕi1 ϕi2 ϕi3]T = [35 8 28]T . When
the parameter vector is set by default as Φi =
[35 8 28]T , three Lyapunov Exponents (LEs) of the
system (17) are LE1 = 2.8255,LE2 = 0 and LE3 =
−17.831. The system (17) behaves chaotically with
one positive LE.

For the response network (2), 10 nodes are de-
scribed by the following four-dimensional hyper-
chaotic Chen systems [34]:
⎡

⎢
⎢
⎣

ẏi1(t)

ẏi2(t)

ẏi3(t)

ẏi4(t)

⎤

⎥
⎥
⎦

=

⎡

⎢⎢
⎣

yi2(t) − yi1(t) 0 0 0
0 0 yi2(t) 0
0 −yi3(t) 0 0
0 0 0 −yi1(t)

⎤

⎥⎥
⎦
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×

⎡

⎢⎢
⎣

ψi1

ψi2

ψi3

ψi4

⎤

⎥⎥
⎦

+

⎡

⎢⎢
⎣

0
4yi1(t) − 10yi1(t)yi3(t) + 4yi4(t)

y2
i2(t)

0

⎤

⎥⎥
⎦ ,

i = 1,2, . . . ,10, (18)

where the real value unknown parameter vector is
Ψi = [ψi1 ψi2 ψi3 ψi4]T = [35 3 21 2]T . When the pa-
rameter vector is set by default as Ψi = [35 3 21 2]T ,
four LEs of the system (18) are LE1 = 1.360, LE2 =
0.258, LE3 = 0 and LE4 = −20.851. The system (18)
behaves as hyperchaos with two positive LEs.

4.1 GFMPLS between a full coupled network and a
tree coupled network

A full coupled network and a tree coupled network
are drawn in Figs. 1 and 2. They are used as the
drive and response networks, respectively. The cou-
pling configuration matrices are given, respectively, as
follows:

C =

⎡

⎢
⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎢
⎣

−9 1 1 1 1 1 1 1 1 1
1 −9 1 1 1 1 1 1 1 1
1 1 −9 1 1 1 1 1 1 1
1 1 1 −9 1 1 1 1 1 1
1 1 1 1 −9 1 1 1 1 1
1 1 1 1 1 −9 1 1 1 1
1 1 1 1 1 1 −9 1 1 1
1 1 1 1 1 1 1 −9 1 1
1 1 1 1 1 1 1 1 −9 1
1 1 1 1 1 1 1 1 1 −9

⎤

⎥
⎥
⎥
⎥
⎥⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎥
⎦

,

D =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎢
⎣

−9 1 1 1 1 1 1 1 1 1
1 0 0 0 0
1 −3 0 0 1 1 0 0 0 0
1 0 −3 0 0 0 1 1 0 0
1 0 0 −3 0 0 0 0 1 1
0 1 0 0 −1 0 0 0 0 0
0 1 0 0 0 −1 0 0 0 0
0 0 1 0 0 0 −1 0 0 0
0 0 1 0 0 0 0 −1 0 0
0 0 0 1 0 0 0 0 −1 0
0 0 0 1 0 0 0 0 0 −1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎥
⎦

.

Fig. 1 A full coupled network

Fig. 2 A tree coupled network

The inner coupling matrices are taken arbitrarily as
P = diag(2,4,6) and Q = diag(0.2,1,−0.8,−5). It

is easy to obtain λmax(
D̂+D̂T

2 ) = 25.
We choose the time delay τ(t) = 0.1 − 0.02e−t ×√

2et , the control parameters k1 = 25, k2 = 25 and
λ = 15, and the time-varying scaling function ma-
trix

M(t)

=

⎡

⎢⎢
⎣

1 + sin(5t) 2 −3 cos(2t)

−1 0.8 + sin(3t) 0.5
3 cos(4t) −0.5 cos(3t) 2 sin(t)

1 −2 3 sin(3t)

⎤

⎥⎥
⎦ .

By using the adaptive controller (8) and update
laws (9)–(11), GFMPLS between a full coupled net-
work and a tree coupled network can be realized
as displayed in Figs. 3, 4, 5. Figure 3 displays the
time evolution curves of the synchronization errors
ei(t) and E(t), which indicates that GFMPLS be-
tween a full coupled network and a tree coupled
network is achieved. Moreover, we can observe that
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Fig. 3 Time evolution
curves of the
synchronization errors
between a full coupled
network and a tree coupled
network (a) ei1, (b) ei2,
(c) ei3, (d) ei4, (e) E(t)

Fig. 4 Time evolution
curves of the estimated
parameters: (a) Φ̂i (t),
(b) Ψ̂i (t)

the estimated parameters (Φ̂i(t) and Ψ̂i(t)) of drive
and response networks converge to their real values
Φi = [35 8 28]T and Ψi = [35 3 21 2]T in Fig. 4.

From Fig. 5, we can see that the controlling strengths
βi(t) are adjusted to fixed values in a very short
time.
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Fig. 5 Time evolution curves of the controlling strengths βi(t)

4.2 GFMPLS between a directed ring coupled
network and a star coupled network

A directed ring coupled network and a star coupled
network are drawn in Figs. 6 and 7. They are used
as the drive and response networks, respectively. The
coupling configuration matrices are given, respec-
tively, as follows:

C =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−9 1 1 1 1 1 1 1 1 1
1 −1 0 0 0 0 0 0 0 0
0 1 −1 0 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0 0
0 0 0 1 −1 0 0 0 0 0
0 0 0 0 1 −1 0 0 0 0
0 0 0 0 0 1 −1 0 0 0
0 0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 1 −1 0
0 0 0 0 0 0 0 0 1 −1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

D =

⎡

⎢
⎢⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢
⎢
⎣

−9 1 1 1 1 1 1 1 1 1
1 1 1 1 1
1 −1 0 0 0 0 0 0 0 0
1 0 −1 0 0 0 0 0 0 0
1 0 0 −1 0 0 0 0 0 0
1 0 0 0 −1 0 0 0 0 0
1 0 0 0 0 −1 0 0 0 0
1 0 0 0 0 0 −1 0 0 0
1 0 0 0 0 0 0 −1 0 0
1 0 0 0 0 0 0 0 −1 0
1 0 0 0 0 0 0 0 0 −1

⎤

⎥
⎥⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

The inner coupling matrices are taken arbitrarily as
P = diag(−1,2,3) and Q = diag(1,−2,0.2,4). It is

easy to obtain λmax(
D̂+D̂T

2 ) = 20.

Fig. 6 A directed ring coupled network

Fig. 7 A star coupled network

We choose the time delay τ(t) = 0.6 − e2t

2+2e2t , the
control parameters k1 = 30, k2 = 30 and λ = 10, and
the time-varying scaling function matrix

M(t) =

⎡

⎢⎢
⎣

cos(2t) 3 cos(6t) −3
3 1.5 + sin(2t) −1.8

2 sin(3t) 3 − 2.5 cos(4t) 2 sin(t)

cos(4t) −4 −3 sin(t)

⎤

⎥⎥
⎦ .

By using the adaptive controller (8) and update
laws (9)–(11), GFMPLS between a directed ring cou-
pled network and a star coupled network can be re-
alized as displayed in Figs. 8, 9, 10. Figure 8 displays
the time evolution curves of the synchronization errors
ei(t) and E(t), which indicates that GFMPLS between
a directed ring coupled network and a star coupled
network is achieved. Moreover, we can observe that
the estimated parameters (Φ̂i(t) and Ψ̂i(t)) of drive
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Fig. 8 Time evolution
curves of the
synchronization errors
between a directed ring
coupled network and a star
coupled network (a) ei1,
(b) ei2, (c) ei3, (d) ei4,
(e) E(t)

Fig. 9 Time evolution
curves of the estimated
parameters: (a) Φ̂i (t),
(b) Ψ̂i (t)

network and response network converge to theirin
real values Φi = [35 8 28]T and Ψi = [35 3 21 2]T
Fig. 9. From Fig. 10, we can see that the controlling
strengths βi(t) are adjusted to fixed values in a very
short time.

4.3 GFMPLS between two directed complex
networks

Two different directed complex networks are drawn
in Figs. 11 and 12. They are used as the drive and
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Fig. 10 Time evolution curves of the controlling strengths βi(t)

response networks, respectively. The coupling con-
figuration matrices are given, respectively, as fol-
lows:

C =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢
⎢
⎣

−2 0 0 0 0 1 0 0 1 0
0 −4 1 0 0 0 0 1 1 1
0 0 −3 0 1 0 1 1 0 0
1 1 1 −4 0 0 0 1 0 0
0 0 1 0 −2 1 0 0 0 0
0 1 0 1 0 −2 0 0 0 0
0 0 0 0 1 0 −1 0 0 0
1 0 0 0 0 1 0 −2 0 0
1 0 0 1 0 1 1 0 −4 0
0 0 0 0 1 0 0 1 0 −2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

D =

⎡

⎢
⎢⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎢
⎢
⎢
⎣

−2 0 0 0 0 1 0 0 0 1
1 −3 0 0 0 1 0 1 0 0
0 1 −3 0 0 0 1 0 1 0
1 1 1 −4 0 0 1 0 0 0
0 0 1 1 −3 0 0 0 0 1
0 0 0 0 1 −3 0 1 0 1
0 0 0 0 0 1 −1 0 0 0
1 0 0 1 0 0 1 −3 0 0
1 0 0 1 0 1 0 1 −4 0
0 0 0 0 0 0 0 0 1 −1

⎤

⎥
⎥⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎥
⎥
⎥
⎦

.

The inner coupling matrices are taken arbitrarily as
P = diag(0.1,0.2,0.3) and Q = diag(−3,2,0.5,0.8).

It is easy to obtain λmax(
D̂+D̂T

2 ) = 14.8964.

We choose the time delay τ(t) = 0.2e−t
√

3et −
et

2+2et , the control parameters k1 = k2 = λ = 30, and
the time-varying scaling function matrix

M(t)

=

⎡

⎢⎢
⎣

sin(t) 2 sin(2t) 1 − 0.3 cos(5t)

1 sin(3t) 2.5
2 cos(4t) 2 − 0.5 sin(3t) sin(t)

cos(2t) 2 −3 sin(2t)

⎤

⎥⎥
⎦ .

Fig. 11 The drive network

Fig. 12 The response network

By using the adaptive controller (8) and update
laws (9)–(11), GFMPLS between two directed com-
plex networks can be realized as displayed in Figs. 13,
14, 15. Figure 13 displays the time evolution curves
of the synchronization errors ei(t) and E(t), which
indicates that GFMPLS between two different di-
rected complex networks is achieved. Moreover, we
can observe that the estimated parameters (Φ̂i(t) and
Ψ̂i(t)) of drive network and response network con-
verge to their real values Φi = [35 8 28]T and Ψi =
[35 3 21 2]T i n Fig. 14. From Fig. 15, we can see that
the controlling strengths βi(t) are adjusted to fixed
values in a very short time.
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Fig. 13 Time evolution
curves of the
synchronization errors
between two different
directed complex networks
(a) ei1, (b) ei2, (c) ei3,
(d) ei4, (e) E(t)

Fig. 14 Time evolution
curves of the estimated
parameters: (a) Φ̂i (t),
(b) Ψ̂i (t)
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4.4 GFMPLS between two directed complex
networks with time-varying coupling matrices

4.4.1 Network topology structure is unchanged

In this section, we further test the performance of the
proposed method in the case that the topology struc-
ture of the complex network is unchanged but the

value of coupling strength is time-varying. For the
coupling configuration matrices C and D, and the in-
ner coupling matrices P and Q, they may also be
a time-varying function matrices. The proposed ap-
proach is still applicable to this situation.

The inner coupling matrices are taken arbitrarily as
follows:

P =
⎡

⎣
0.3 − 0.1 sin(t) 0 0

0 0.2 − 0.1 sin(2t) 0
0 0 0.1 + 0.02 cos(5t)

⎤

⎦ ,

Q =

⎡

⎢⎢
⎣

0.2 + 0.1 sin(2t) 0 0 0
0 0.2 + 0.1 sin(3t) 0 0
0 0 0.2 − 0.1 cos(4t) 0
0 0 0 0.3 − 0.2 sin(2t)]

⎤

⎥⎥
⎦ .

The coupling configuration matrices are given, respectively, as follows:

C =

⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

−2 − 0.2 sin(t) 0 0 0 1 + 0.1 sin(t) 0
0 −3 0 0 0 1
1 1 + 0.1 sin(t) −2 − 0.1 sin(t) 0 −1 + 0.1 sin(t) 0
0 1 0 −2 0 0

0.5 sin(t) − 1 0 0 0 5 − 2 sin(t) 0
0 0 0 1 0 −1

0.2 sin(t) − 1 0 0 0 0.1 sin(t) − 2 0
0 1 0 1 0 1
0 2 + sin(t) 0 0 2 + sin(t) 1
0 1 0 2 0 1

1 + 0.1 sin(t) 0 0 0
0 1 1 0
0 1 − 0.1 sin(t) 0 0
0 1 0 0
0 1.5 sin(t) − 4 0 0
0 0 0 0

5 − 0.5 sin(t) 0 0.2 sin(t) − 2 0
0 −4 1 0
0 0 −5 − 2 sin(t) 0
0 1 0 −5

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

,
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D =

⎡

⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢⎢⎢
⎣

−5 − 3 sin(2t) 0 0 2 + sin(2t) 0 0
0 −4 − 2 cos(t) 0 0 0 2 + cos(t)
1 1 + 0.2 sin(2t) −5 0 0 2
0 0 0.5 sin(3t) − 1 3 − 2 sin(3t) 0 0
0 2 0 1 − 0.1 cos(t) −6 0
0 sin(t) − 2 0 0 0 2 − sin(t)

0 1 0 0 1 0
0 0 sin(2t) − 3 0 0 0

1 + 0.5 sin(5t) 0 0 1 − 0.5 sin(5t) 0 1
1 1 + 0.2 sin(t) 1 0 0 −0.2 sin(t) − 1

3 + 2 sin(2t) 0 0 0
0 2 + cos(t) 0 0
0 0 1 − 0.2 sin(2t) 0

1.5 sin(3t) − 2 0 0 0
1 0 1 1 + 0.1 cos(t)
0 0 0 0

−4 0 1 1
sin(2t) − 2 5 − sin(2t) 0 0

1 0 −4 0
0 2 1 −5

⎤

⎥⎥⎥
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

.

It is easy to obtain λmax(
D̂+D̂T

2 ) = 24.7154.

Fig. 15 Time evolution curves of the controlling strengths βi(t)

We choose the time delay τ(t) = 0.2e−t
√

3et −
et

2+2et , the control parameters k1 = k2 = λ = 30, and
the time-varying scaling function matrix

M(t)

=

⎡

⎢⎢
⎣

sin(t) 2 sin(2t) 1 − 0.3 cos(5t)

1 sin(3t) 2.5
2 cos(4t) 2 − 0.5 sin(3t) sin(t)

cos(2t) 2 −3 sin(2t)

⎤

⎥⎥
⎦ .

By using the adaptive controller (8) and update
laws (9)–(11), GFMPLS between two directed com-

plex networks with time-varying coupling matrices
can be realized as displayed in Figs. 16, 17, 18. Fig-
ure 16 displays the time evolution curves of the syn-
chronization errors ei(t) and E(t), which indicates
that GFMPLS between two different directed com-
plex networks with time-varying coupling matrices
is achieved. Moreover, we can observe that the esti-
mated parameters (Φ̂i(t) and Ψ̂i(t)) of drive network
and response network converge to their real values
Φi = [35 8 28]T and Ψi = [35 3 21 2]T in Fig. 17.
From Fig. 18, we can see that the controlling strengths
βi(t) are adjusted to fixed values in a very short
time.

4.4.2 Network structure with switching topology

Based on Sect. 4.4.1, suppose that at t = 6 the cou-
pling configuration matrices C and D are switched to
the following structures:
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C′ =

⎡

⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢⎢⎢
⎣

−4 − 0.2 sin(2t) 0 0 2 − 0.2 sin(2t) 0
1 − 0.1 sin(t) −2 0 1 − 0.2 sin(t) 0

0 1 + 0.1 sin(t) −4 − 0.2 sin(t) 0 1 + 0.1 sin(t)

−1 1 0 −4 0
0.1 cos(3t) − 1 0 1 − 0.2 cos(3t) 0 1 − 0.4 cos(3t)

0 1 0 1 0
0 0 1 − 0.1 sin(2t) 0 1 + 0.1 sin(2t)

1 − 0.2 cos(t) 1 −2 1 0
0 2 + 0.5 sin(t) 0 0 −2
0 1 0 0 0

0 1 + 0.5 sin(2t) 0 0 1 − 0.1 sin(2t)

−1 0 1 + 0.3 sin(t) 0 0
0 0 1 1 0
1 0 1 0 2
0 1 0.5 cos(3t) − 2 0 0

−2 0 0 1 −1
0 −1 0 0 −1
0 0 −3 1 + 0.2 cos(t) 1

1 − 0.2 sin(t) 0 0 −1 − 0.3 sin(t) 0
0 0 1 1 −3

⎤

⎥⎥⎥
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

,

D′ =

⎡

⎢⎢⎢
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

−4 0 2 − sin(2t) 0 0 0
0 −3 − 0.5 cos(t) −1 2 + 0.2 cos(t) 0 0
0 1 + 0.2 sin(3t) −4 1 0 1 − 0.2 sin(3t)

1 − 0.5 sin(3t) 2 0 0 −1 − 0.3 sin(3t) 0
0 2 0 1 − 0.1 cos(t) −6 0
0 sin(t) − 2 0 0 0 2 − sin(t)

1 −1 0 0 1 0
0 0 0 0 sin(2t) − 3 0

1 + 0.5 sin(5t) 0 1 1 − 0.5 sin(5t) 0 0
0 −0.2 sin(t) − 1 0 1 1 + 0.2 sin(t) 1

1 + 0.5 sin(2t) 0 1 + 0.5 sin(2t) 0
1 0 0 1 + 0.3 cos(t)
0 1 0 0
0 0.8 sin(3t) − 2 0 0
1 0 1 1 + 0.1 cos(t)
0 0 0 0

−5 1 2 1
1 0 −5 1

sin(2t) − 2 5 − 2 sin(2t) 0 0
0 1 1 −4

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎥⎥
⎦

.
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Fig. 16 Time evolution
curves of the
synchronization errors
between two different
directed complex networks
with time-varying coupling
matrices (a) ei1, (b) ei2,
(c) ei3, (d) ei4, (e) E(t)

Fig. 17 Time evolution
curves of the estimated
parameters: (a) Φ̂i (t),
(b) Ψ̂i (t)

By using the adaptive controllers (8) and update
laws (9)–(11), GFMPLS between two directed com-
plex networks with time-varying coupling matrices
and switching topology can be realized as displayed
in Figs. 19, 20, 21. Figure 19 displays the time evo-

lution curves of the synchronization errors ei(t) and
E(t), which indicates that GFMPLS between two dif-
ferent directed complex networks with time-varying
coupling matrices and switching topology is achieved.
Moreover, we can observe that the estimated parame-
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ters (Φ̂i(t) and Ψ̂i(t)) of drive network and response
network converge to their real values Φi = [35 8 28]T
and Ψi = [35 3 21 2]T in Fig. 20. From Fig. 21, we can

Fig. 18 Time evolution curves of the controlling strengths βi(t)

see that the controlling strengths βi(t) are adjusted to
fixed values in a very short time.

The above examples are simulated to verify the ef-
fectiveness of the proposed synchronization method
in this paper. The first three examples are performed
to illustrate the proposed synchronization method can
adapt to the synchronization between undirected cou-
pled network and undirected coupled network, di-
rected coupled network and undirected coupled net-
work, directed coupled network and directed cou-
pled network, respectively. The last two examples are
performed to illustrate the proposed synchronization
method can adapt to the synchronization between two
directed complex networks with time-varying cou-
pling matrices and switching topology. From the above
numerical simulation results, the limit of the synchro-
nization error ei(t) asymptotically approaches zero.

Fig. 19 Time evolution
curves of the
synchronization errors
between two different
directed complex networks
with time-varying coupling
matrices and switching
topology (a) ei1, (b) ei2,
(c) ei3, (d) ei4, (e) E(t)
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Fig. 20 Time evolution
curves of the estimated
parameters: (a) Φ̂i (t),
(b) Ψ̂i (t)

Fig. 21 Time evolution curves of the controlling strengths βi(t)

That is to say, generalized function matrix projective
lag synchronization between two completely different
complex dynamical networks with different dimension
of network nodes can be accomplished by the pro-
posed controller (8) and update laws (9)–(11), even
if both the drive network and the response network
have unknown parameters and time-varying coupling
matrices or switching topology. In addition, the esti-
mated parameters of the drive network Φ̂i(t) converge
to their real values Φi = [35 8 28]T , and the estimated
parameters of the response network Ψ̂i(t) converge to
their real values Ψi = [35 3 21 2]T . The controlling
strengths βi(t) are adjusted to fixed values in a very
short time.

5 Conclusions

In this paper, we investigate generalized function ma-
trix projective lag synchronization (GFMPLS) be-
tween two uncertain complex dynamical networks
with different dimension of network nodes. The tradi-
tional model of the synchronization that a variable of
response dynamical networks only corresponding to a
variable of drive dynamical networks during the syn-

chronization process is broken by the matrix synchro-
nization. GFMPLS includes projective synchroniza-
tion (PS), lag synchronization (LS), function projec-
tive synchronization (FPS), matrix projective synchro-
nization (MPS) and generalized function projective
synchronization (GFPS), and it is a more general form
of generalized synchronization. Based on Lyapunov
stability theory, an adaptive controller is obtained and
unknown parameters of both the drive network and
the response network are estimated by update laws.
Moreover, the three-dimension chaotic system and the
four-dimension hyperchaotic system, respectively, as
the nodes of the drive and response networks are an-
alyzed in detail, and numerical simulation results are
presented to illustrate the effectiveness of the theoret-
ical results. In addition, the estimated parameters of
uncertain complex dynamical networks can converge
to their real values. The illustrative examples show
that this method is effective in complex network with
time-varying coupling matrices and static or switching
topology.

In some practical engineering, networks often need
to be controlled to a stable state. Chaos control and
synchronization could be realized by using the same
method in [35, 36]. In fact, network control and net-
work synchronization are the same in essence. Con-
sequently, complex network control and synchroniza-
tion could also be realized by using the same method.
In [37], the author designed the controller with one-
dimensional, and the four-dimensional hyperchaotic
system can be effectively controlled under this one-
dimensional nonlinear controller. Therefore, consid-
ering the problem of application more convenient in
the industrial field, we should further simplify the
controller (reduce the dimension of the controller) in
our future work. Moreover, the authors studied syn-
chronization between integer-order chaotic system and
fractional-order chaotic system in [38, 39]. This is a
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great inspiration to us, and generalized function ma-
trix projective lag synchronization between fractional-
order and integer-order complex networks will be
studied in our future work.
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