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Abstract In this paper, a new image encryption
scheme is proposed that uses intertwining chaotic
maps to enhance security and key length. In the sub-
stitution process, six randomly chosen odd integers
are used to permute and then XORed with the first
chaotic key to shuffle and alter the image pixels. Byte
substitution has also been applied and the resultant
values are XORed with the second chaotic key to im-
prove the security against the known/chosen-plain text
attack and to increase nonlinearity. In the diffusion
process, the pixel values are altered sequentially with
various operations which include nonlinear diffusion
using the first chaotic key, subdiagonal diffusion of ad-
jacent pixels and XORing with the third chaotic key.
The security and performance of the proposed image
encryption technique have been analyzed using statis-
tical analysis, sensitivity analysis, key space analysis,
differential analysis, and entropy analysis. The simu-
lation shows that a single bit of key or pixel difference
of the plain-image will change almost all the pixels in
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the cipher-image (NPCR > 99.63 %), and the unified
average changing intensity is high (UACI > 33.43 %).
Since the entropy is found to be close to the theoreti-
cal value, we observed that the information leakage is
negligible, and hence the scheme is highly secure. The
experimental results show that the performance of the
proposed scheme is secure and fast.

Keywords Intertwining chaotic map - Permutation -
Byte substitution - Nonlinear diffusion - Subdiagonal
diffusion

1 Introduction

In any communication system, including the satellite
and the Internet, it is almost impossible to prevent
unauthorized people from eavesdropping. When in-
formation is broadcast from a satellite or transmitted
through the Internet, there is a risk of information in-
terception. Security of image and video data has be-
come increasingly important for many applications,
including video conferencing, secure facsimile, med-
ical and military applications. The conventional en-
cryption techniques are not suitable for image encryp-
tion due to high redundancy, strong correlation and
high computation complexity. The chaos based cryp-
tosystems are suitable for the secure transmission of
images due to the intrinsic features of chaotic sys-
tems such as ergodicity, mixing property, sensitivity
to initial conditions, and system parameters. It can be
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considered analogous to ideal cryptographic proper-
ties such as confusion and diffusion properties. Hence,
many chaos based encryption systems have been pro-
posed [4, 16, 18, 20, 21] in the last two decades.

Most chaotic image encryption systems use the
permutation substitution architecture. These two pro-
cesses are repeated for several rounds, to obtain the fi-
nal encrypted image. Fridrich [3] suggested a chaotic
image encryption method composed of permutation
and substitution. All the pixels are moved using a 2D
chaotic map. The new pixels moved to the current po-
sition are taken as a permutation of the original pix-
els. In the substitution process, the pixel values are al-
tered sequentially. Chen et al. [2] employed a three-
dimensional 3D Arnold cat map and a 3D Baker map
in the permutation stage. Lian et al. [9] used a chaotic
standard map in the permutation stage and a quantized
logistic map in the substitution stage. Sam et al. [13]
used improved chaotic map for the substitution and
diffusion stages. The maps are generated a series of
pseudorandom values and the scheme is highly secure.
Block ciphers have been proposed to improve the se-
curity level [15, 17]. The cryptanalysis techniques on
chaotic maps have also been attempted in recent years
[1,6,7,14].

In [10], the logistic and standard maps are used to
generate a Pseudo Random Number Sequence (PRNS)
controlling two kinds of encryption operations. This
scheme was later cryptanalyzed by Rhouma et al. [12]
and they found that it was not secure in the sense
that an equivalent key can be obtained from only
one known/chosen plain-image and the corresponding
cipher-image. In order to resist Rhouma et al.’s attack,
a modified version of the original scheme was pro-
posed [11] by same authors. It was claimed that the
modified image cipher preserves all the good proper-
ties of the original cipher and is also capable of with-
standing against the chosen/known plaintext attacks.
But the scheme is found to be insecure [8] in the sense
that an equivalent key can be found. The major steps
in the scheme are as follows:

(1) Modified Horizontal Diffusion (mHD):
mHD(X) = HD(X) & mHD(©),

where X is the input matrix and © is a zero matrix
of the same size as X.
(2) Modified Vertical diffusion (mVD):

mVD(X) = VD(X) @ mVD(©).
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(3) The encryption procedure of equivalent key is as
follows:

I’ =VD(HD(])) & liey,

where Iiey = VD(HD (I key)) @ VD(mHD(0)) @
mVD(©) @ Icks.
(4) From the properties of steps 1 and 2, we can define

I' = mVD(mHD(I @ Likey)) @ Icks
=mVD(HD(/ & I key) ® mHD(©)) @ Icks
= VD(HD(I & Likey) ® mHD(0))

® mVD(©) @ Icks
= VD(HD(I & I key)) ® VD(mHD(0))
® mVD(©) @ Icks
= VD(HD(/)) ® VD(HD(/ykey))
@® VD(mHD(©)) & mVD(©) & Icks
= VD(HD(/)) & Iiey-

Since the above operations are linear in nature, the
scheme is highly vulnerable to known plaintext at-
tacks. Note that the equivalent key Ixey can be obtained
as

Iy = VD(HD(D)) @ I'.

In order to address this problem, we have intro-
duced nonlinear operations in our scheme. An in-
tertwining chaotic maps based scheme is suggested
in this paper to overcome the above weakness. The
scheme uses significant features such as sensitivity
to initial conditions, permutation of keys, intertwin-
ing chaotic maps, byte substitution, nonlinear diffu-
sion, and subdiagonal diffusion. The nonlinearity is
used to overcome the limitation of the Patidar et al.
[11] scheme. The rest of this paper is organized as fol-
lows. Section 2 introduces and compares the logistic
map and intertwining maps. Section 3, the new image
encryption scheme based on intertwining chaotic map
is proposed. Section 4, the security of new scheme
is analyzed. Finally, the conclusions are discussed in
Sect. 5.

2 Logistic map

The logistic map is a simple nonlinear model, but it has
complicated dynamic behavior. The chaotic sequence
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Fig. 1 Bifurcation of the logistic map

produced by the logistic map is extremely sensitive to
the change of its initial value. The logistic map is de-
fined as

Xnt1 = uxp (1 = xp),

where 0 < x, < 1 and 0 < u < 4. The sequences pro-
duced by the logistic map are controlled by the param-
eter value of 1 and the initial value of x,,. The system
has a different characteristics with different values of
w called the bifurcation parameter. The process of bi-
furcation starts from p > 3.564 to u < 4. It may be
noted that the more closer the value of u to four, the
system response will be more chaotic. Figure 1 shows
the different characteristics for the values of w. The
horizontal axis shows the values of the parameter u
and the vertical axis shows the possible long term val-
ues of x;,.

Logistic mapping sequences also have good auto-
correlation and cross-correlation properties. The iter-
ative sequences which are produced by the logistic
map can replace traditional pseudorandom sequences
produced by the linear feedback shift register (LFSR)
used in encryption.

In general, the logistic map has some common
weaknesses such as stable windows, blank windows,
uneven distribution of sequences, and a weak key as
suggested by Jianquan et al. [5]. The blank window
is a more serious weakness than the other mentioned
ones. Figure 2 illustrates the blank window by logistic
map when p = 3.828.

Hence, a new type of intertwining logistic maps
are required to alleviate the weaknesses. The maps are
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Fig. 2 Blank Window of the logistic map

mixed well together so as to achieve larger key space
and to attain chaotic behavior.

2.1 Intertwining logistic map

The proposed intertwining logistic maps are defined as
follows:

Xng1 = [ X ki X yu X (1 = x,) + 2| mod 1,
Yt = (1 X ka X yu + 20 x 1/(1+ (xag1)?) Jmod 1,

gl = [M X (Xp41 + Ynt1 + k3) x sin(zn)]modl,

where 0 < ¢ <3.999, |k1| > 33.5, |kz| > 37.9, |k3| >
35.7. These are used to increase the chaotic key space.
Along with the key k; the distribution of the sequences
becomes better. Figure 3 shows the uniform distri-
bution of sequences. The aforementioned weaknesses
such as stable windows, blank windows, uneven dis-
tribution of sequences, and weak key are completely
resolved.

Thus, the proposed intertwining logistic map does
not have security issues which are present in the lo-
gistic map. Moreover, the resulting chaotic sequences
are uniformly distributed and the key size has been in-
creased greatly.

2.1.1 Comparison between logistic map
and intertwining chaotic map

In order to determine whether a map is chaotic or

not, the simplest way is to calculate the map’s Lya-
punov exponent. A chaotic system is sensitive to small
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Fig. 4 Lyapunov exponents of the logistic map

changes in the initial state. The parameter is positive;
the new map is extremely sensitive to small changes in
the values. The basic expression of the discrete Lya-
punov exponent is defined as

M-1
1 Z In d(F(miy1), F(m;))

AFp=—
d(miy1,mj)

)

M -

i=0

where m; is the subset of the trajectory of a digitalized

map F in length M and d(m;, m;) is the distance be-

tween m; and m ;. The computation of the Lyapunov
exponents for logistic map is shown in Fig. 4.

Figure 5 shows that the complex degrees of the in-
tertwining chaotic model are larger and more random
than logistic map. The positive frequency indicates the
sequence are more random and complex.
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Fig. 5 Lyapunov exponents of the intertwining map

We have constructed a histogram to display the fre-
quency in which the states along a trajectory fall into
a given region in the state space. We have divided the
state space [0, 1] into n = 256 discrete nonintersect-
ing intervals, where the ith interval is [%, ri;]; for
i=1,2,...,n=256.Then a long trajectory of length
100000 is calculated, using an initial system state xq
as follows:

For the logistic map,

L(x) = px(l —x),
x0, L' (x0), L*(x0), . .., L'®% (xp),
xi =L(x;—1),

where i = 1,2, 3,...,100000. Figure 6 shows the his-
togram of the logistic map.
For the intertwining map,

S(x,y,2)=(ux ki xyx (1—x)+z)mod1,
T(x,y.2)=(uxkyxy+2zx1/(1+x%))mod1,
U(x,y,2) = (1 x (x +y +k3) x sin(z)) mod 1.

The trajectory of length 100000 using the initial val-
ues of the system (xo, yo,z0) are generated as fol-
lows:

x0,x1 = S(x0, y0,20), X2=S8x1,y1,21)s ...,

yo. y1 =T (x1,y0,20), Yy2=T(x2,y1,21), ...,

20,21 =Ux1, y1,20), 22=U(x2,¥2,21), ...,
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Note that, in the logistic map (Fig. 6) the inten-
sity values are not uniformly distributed and the in-
tensity values are high near zero and near one. But the
histogram of the intertwining map is uniformly dis-
tributed as shown in Fig. 7. Hence, uniform distribu-
tion is obtained for each proposed maps and also the
key space of the intertwining chaotic system is larger

0.7 08 0s 1
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than the logistic map. It is better and more suitable for
image encryptions.

3 Proposed scheme

The architecture of the proposed intertwining chaotic
maps based image cryptosystem is shown in Fig. 8.
The scheme consists of four major phases, permuta-
tion, byte substitution, nonlinear diffusion, and sub-
diagonal diffusion. The permutation of pixel position,
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Fig. 8 Architecture of the
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the change of pixel value, and byte substitution are car-
ried out to enable the confusion process. Two rounds
of operations are carried out. The pixel value mixing
effect of the whole cryptosystem is altered greatly.

The plain image is stored in a two-dimensional ar-
ray of {R; j, G; j, B; j} pixels. In this, 1 <i < H and
1 <j < W, where H and W represent the height and
width of the plain-image in pixels.

3.1 Key generation

Three initial values are used for the key generation.
They are randomly chosen float numbers stored in
X1.1,¥1,1, and z1,1. They are used as the secret keys
for the scheme. The corresponding integer values are
X1,1 = lx1,1 x256], Y1,1 = |y1,1 x 256]Jand Z; | =
[z1,1 x 256], respectively. The key stream is gener-
ated with the help of the proposed intertwining chaotic
maps as follows:

fori=1to H step 1
for j=1to W step 1
xXij+1= (1 x ki x yi,j x (1 —x; j) + 2z j)mod 1
Yijr1=(u x ko x yij+zijx 1
/(1+ (xi,j+1)?)) mod 1
Zijar = (X (i jyr + yijr1 +k3)
X sin(z,-,j)) mod 1
Xi j = Lxi j+1 % 256
Y j = Lyi,j+1 % 256]
Zij = lzi j+1 % 256]
end
Xi41,1 = Xi, j+1
Yi+1,1 = Vi, j+1
Zi+1,1 = Zi, j+1
end
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Key Generator

where X; ;,Y; j, Z; ; are the set of chaotic keys. The
w values are in between 3.567 to 3.999 to achieve
chaotic behavior. The size is the same as plain-image.
Moreover, we use three float numbers as multipliers
k1, ko, k3 in the proposed maps to increase the random-
ness and uniform distribution of the key values.

3.2 Initial permutation

Permutation transformations are a basic operations in
many scrambling and encryption systems. There are
two iterative stages in the chaos based image cryp-
tosystem. Generally, the confusion effect is obtained
in the permutation stage, while the diffusion effect is
performed in the pixel value diffusion stage. Confu-
sion makes the relationship between the key and the
ciphertext as complex as possible.

The confusion stage permutes the pixels in the im-
age, without changing its value. The pixel values are
modified sequentially in the diffusion stage, so that a
small change in one pixel in the image causes an enor-
mous difference in the whole image. In order to decor-
relate the relationship between adjacent pixels, the
permutation of pixels is introduced in the confusion
stage. The confusion stage of the proposed scheme is
composed of position permutation, byte substitution,
and simple pixel value modification. Here, the pro-
cess uses six odd random secret key values for scram-
bling the plain-image and then XORing it with the
first chaotic key for pixel value modification simulta-
neously. The pixels are permuted using the following
operations:

fori=1to H
forj=1toW
CR;,j=R[1+ (p1 xi+3)modH,
1+ (p2x j+3)mod W] & X;



An intertwining chaotic maps based image encryption scheme

2001

CG;j=G[1+ (p3 xi+3)modH,
1+ (ps x j+3)mod W] & X;
CB; j=B[1+4 (ps xi+3)mod H,
1+ (pe xj+3)modW]€BX,-,j
end

end

where X; ; is the first chaotic key, R[i, jl, Gli, jl,
Bli, j] represent the red, green, blue channels in
the plain-image and CR; ;, CG; ;, CB; ; denote the
(i, j)th pixel of the permuted image. The method uses
P1, P2, P3, P4, Ps, Pe as odd random values for scram-
bling the image. In order to get a reversible permuta-
tion, p1, p3, ps must be chosen so that to relatively
prime to H and similarly pj, pa, pe are relatively
prime to W. When the typical images height and width
are even numbers, the pi, p2, p3, p4, ps, pe must be
odd. The above permutation operations produce good
scrambling of the image, and hence enhance the secu-
rity.

3.3 Byte substitution

Each individual RGB pixel byte of the state is re-
placed with a new byte by using the S-box of the
AES (Advanced Encryption Standard) algorithm. The
size of the S-box is 16 x 16 values. Here, the RGB
component of each pixel is divided into two parts;
the left half consists of the left most four bits and
the right half consists of the right most four bits.
They are denoted by LR, RR, LG, RG, LB, RB. For
the red channel, the byte substitution is performed
treating LR as the row number and RR as the col-
umn number of the S-box. Similarly, the other chan-
nel substitutions are done. The resultant values are
XORed with the second chaotic key. It improves
the security against the known/chosen plaintext at-
tacks.

3.4 Nonlinear diffusion

Diffusion refers to the property that redundancy in the
statistics of the plaintext is dissipated in the statis-
tics of the cipher text. The RGB diffusion is obtained
by the 5 Least Significant Bits (LSB) circular shift
method. The resultant values are again XORed with

the first chaotic key to all the red, green, and blue chan-
nels. The procedure for the nonlinear diffusion is as
follows:

fori=1to H

forj=1to W
CR; j = (R; j >> 5)mod 256
CG;, j = (Gj,j > 5)mod 256
CB; j = (B;,j > 5)mod 256
CSR;j =CR; ; ® X, j
CSG;,j =CG;; ® X, j
CSB; j=CB;;® X;

end

end

where X; ; is the first chaotic key, CR; ;, CG; ;, CB; ;
denotes the resultant values of the circular shift opera-
tion and CSR; j, CSG; j, CSB; j denotes the nonlinear
diffusion image of the XORed operation. The com-
bination of the 5 bit circular shift and XORing make
the encryption operation nonlinear, and hence the sys-
tem becomes strong against known/chosen-plaintext
attacks.

3.5 Subdiagonal diffusion

Diffusion is obtained with the help of subdiago-
nal XORing and XORing with the third chaotic key
and so on. The subdiagonal operation is shown in
Fig. 9.

H WxH

Fig. 9 Subdiagonal pixel value reading
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The procedure for the red channel is as follows:
Choose three random integers Ry, Go, Bo in the
range 1 to 256.

IVR =Ry
IvG = Gy
IvB = By

fori=1:max
outR(i,max —i + 1) =inR(i,max —i + 1) ® IvR
IVR =outR(i,max—i + 1) @ Z;
end
for j =1:max —1
fori=1:max—j
outR (i, max—(j — 1) —i)
=in(i, max —(j — 1) — i) @ IvR
IVR =outR(i,max—j — 1) ® Z; ;
end
fori=1:max—j
outR(i + j, (max —i + 1))
=in(i + j, (max —i + 1))
IVR =o0utR(i + j,max—i + 1) ® Z; ;
end

end

Here, max is the maximum size of the image, inR
and outR are the input and output of the image and
IvR,IvG, IvB are the initial vector of each channel
which may also be treated as an 8-bit secret key. Z; ;
is the third chaotic key. The pixel is modified by XOR-
ing the first and second pixels with the chaotic key, the
third pixel is modified by XORing modified second
and third pixels with key and the process continues
until the end of the image. The similar procedure is ap-
plied for the other channels. These operations enhance
the diffusion property and hence improve the security
levels.

3.6 Rounds

The whole confusion-diffusion steps 3.2 to 3.5 are re-
peated from beginning to end to achieve a satisfactory
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level of security. Simulation of the scheme is discussed
in Sect. 4, shows that the desired level of security can
be achieved only in two rounds.

3.7 Decryption

The decryption algorithm is just the reverse of the en-
cryption one. In order to get the original image, en-
crypted image pixel values are XORed with the same
set of secret keys which were used in the encryption
process.

3.7.1 Inverse subdiagonal diffusion

The reverse procedure for the red channel is as fol-
lows:

IVR =Ry
IvG =Gy
IvB = By

fori=1:max
IvR1 =in(i, max —i 4+ 1)
outR(i,max —i + 1) =in(i,max —i + 1) @ IvR
IVR=IVR1® Z; ;
end
for j =1:max—1
fori=1:max—j
IvR1 :in(i,max—(j -1 - i)
outR(i, max —(j — 1) — i)
:in(i, max —(j — 1) — i) @ IvR
IVR=IVR1® Z; ;
end
fori=1:max—j
IvR1 = in(i + j, (max —i + 1))
outR (i + j, (max —i + 1))
=in(i + j, (max —i + 1))
IVR=IVRI ® Z; ;
end

end

3.7.2 Inverse nonlinear diffusion

The inverse nonlinear diffusion is obtained by the 5 bit
reverse circular shift method. The resultant values are
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XORed with the same RGB channels. The procedure
for the inverse nonlinear diffusion is as follows:
fori=1to H
forj=1toW
CR;,j = (R j << 5)mod 256
CG; j = (G, j << 5)mod 256
CB; j = (B;,j << 5)mod 256
CSR;,j=CR; ;@ Xi
CSG; j=CGij® X, j
CSB;j =CB; ; ® X;
end

end

3.7.3 Inverse byte substitution

The inverse S-box is used for byte substitution. Each
individual RGB pixel byte of the state is replaced with
a new byte by using the inverse S-box of the AES al-
gorithm. The same technique is followed as for en-
cryption to replace the substituted values. Finally, the
inverse resultant values are XORed with the second
chaotic key.

3.7.4 Inverse permutation

The permutation is replaced by the inverse value per-
mutation. The inverse method is described by:

fori=1to H
forj=1toW
lJ—R[l—f—(p X mod H,

)
23 X]—)mOdW] Xi
—4)

Gl,_G[1+(p mod H,
F(p! %~ 4)mod W] @ X,
IJ_B[I—i—(p Xi— )modH
(p6 x j—4)mod W] & X; ;
end
end

where pfl mod H, p, "'mod W, ... inverse odd ran-
dom values. The original image can be recovered once
the above decryption process is completed.

4 Security analysis

A good encryption scheme should resist all kinds of
known attacks, such as known-plaintext, ciphertext
only, statistical, differential, and various brute force at-
tacks. Some security analyzes have been performed on
the proposed image encryption scheme, including the
most important ones like the key sensitivity, statistical,
and differential analyses, which have demonstrated the
robust security of the new scheme, as shown in the fol-
lowing.

4.1 Statistical analysis

Statistical analysis has been performed on the pro-
posed image encryption scheme, demonstrating its su-
perior confusion-diffusion properties which strongly
resist statistical attacks. This is shown by the test on
the histograms of the enciphered images and on the
correlations of the adjacent pixels in the ciphered im-
age.

4.1.1 Histogram analysis

The histogram analysis is used to illustrate the con-
fusion and diffusion properties in the encrypted data.
We have chosen USC-SIPI image database (freely
available at http://sipi.usc.edu/database/) for testing
purposes. In the permutation process, the odd val-
ues are taken as p;1 =7, p» =31, p3 =23, p1 =9,
p5 = 15, pe = 91. In the inverse permutation pro-
cess the values are used as 1’1_1 = 183, 172_1 = 223,
py' =167, p;' =57, p5' =239, pg ! = 211. The
histogram of the plain image “Lena” and the histogram
of the encrypted image are shown in Fig. 10. Compar-
ing the two histograms, it may be observed that the
histogram of the encrypted image is uniform and is
significantly different from that of the original image,
and that the encrypted images transmitted do not pro-
vide any suspicion to the attacker, which can strongly
resist statistical attacks.

4.1.2 Correlation of two adjacent pixels

The effect of image scrambling is related to the cor-
relation of adjacent pixels. A better scrambling ef-
fect is indicated the lower correlation value. In or-
der to test the correlation between two adjacent pix-
els in plain-image and cipher-image, we have analyzed
the correlation between pairs of plain-image channels
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and cipher-image channels. The following formulae
is used to calculate the correlation coefficients in the
horizontal, vertical and diagonal directions. The cal-
culated results are listed in Table 1.

cov(a, B)

"= /D DB)

1 N
E@=~>) o,

i=1

1 N
D)= 3 (e — E(@)’,
i=1
N

1
covie, f) =) (@ = E@)(Bi — E(B)),

i=1

where o and B denote two adjacent pixels and N is
the total number of duplets («, 8) obtained from the
image.

The proposed cipher image channel values are
close to zero and shows a better scrambling effect.

4.2 Key space analysis

An ideal encryption scheme should have larger se-
cret key length, such that the key space should be
large enough to make brute-force attacks infeasible.
In the proposed scheme, the initial conditions and pa-
rameters of three maps are used as keys. The multi-
plier ki, k», and k3 treated as key in the intertwin-
ing maps and the key space is approximately 2!%2.
IvR, IvG, IvB are also used as part of the key, then the
key space is increased up to 226, The combination of
the key space is large enough in the proposed scheme
to resist the attacks.

As shown in Table 2, the proposed scheme has
larger key size than other schemes.

4.3 Sensitivity analysis

Key sensitivity means that the change of a single bit
in the secret key should produce a completely differ-
ent encrypted image. The two cipher-images are com-
pared pixel-by-pixel. Different images and different

Table 2 Key space size of the proposed scheme and different
encryption scheme

Plain Image Cipher Image

ol Chasmel Red
b ot
Wt m
ot

{iroen Chamnel oo
[ i wf
0} ‘
|
wl [
I }
|
i w &
| wll
il 1
° bl 0 1% ] b J . [ [ m i)

Scheme Proposed Patidar et al. [11] Patidar et al. [10]

:‘gii. 10 Histogram of plain image ‘Lena’ and its encrypted im- Key space size 216 128 5157

Table 1 Correlation . . - -

coefficients between Directions Plain image Cipher image

adjacent pixels of Red Green Blue Red Green Blue

plain-image and

cipher-images Horizontal 0.9518 0.9587 0.9168 0.0017 0.0021 0.0048
Vertical 0.9753 0.9747 0.9724 0.0019 0.0045 0.0027
Diagonal 0.9317 0.9378 0.9403 0.0042 0.0051 0.0036
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Fig. 11 Key sensitivity
analysis of the proposed
scheme on the test image
“pepper”. (a) Plain-image.
(b) Cipher-image using
single bit change of plain
text. (¢) Cipher-image using
single bit change of secret
key

key values are tested. A test image “pepper” is en-
crypted with the following set of secret key: xg =
0.41324738544344, yo = 0.52638928350038, zo =
0.98644737157579, k1 = 33.1,ky = 37.3,kz = 35.7,
and IvR =35, IvG = 25, IvB = 65. The output cipher
is shown in Fig. 11(a).

In order to test key and plaintext sensitivity a single
bit is changed any one of the key or plaintext. Here,
we changed the key as: xo = 0.41324738544345,
yo = 0.52638928350638, zo = 0.98644737157579,
ki = 33.1,ky = 37.3,kz = 3577 and IVR = 35,
IvG = 25, IvB = 65. The output cipher is shown in
Fig. 11(b).

There is a 99.82 % difference between the two
cipher-images. It shows that this algorithm has a great
sensitivity to the key and plain text.

4.4 Differential analysis

In order to assess the changing a single bit of key or
any pixel value in the plain-image on the cipher-image,
the number of pixel change rate (NPCR) and the uni-
fied averaged changing intensity (UACI) are computed
in the proposed scheme. The NPCR is used to mea-
sure the change rate of the number of pixels of the
cipher-image when only one bit of key or pixel is mod-
ified. The UACI measures the average intensity of two
one bit changes of cipher-images. Let us assume, the
two ciphered images C! and C? whose correspond-
ing plain images have only one-pixel difference. The
color RGB-level values of ciphered images C! and C?
atrow i, column j are labeled as C' (i, j) and C, ),
respectively. The NPCR is defined as

YL XL DG, )
W x H

NPCR = x 100 %,

(b) ()

where W and H are the width and height of two ran-
dom images and D(i, j) is defined as

. Jo G H=CG 0,

DG, j)= LT
1 C'(,j)#C(,})).

Further, the UACI, is used to measure the average
intensity difference in a color component between the
two cipher images C @i, j) and C2(i, j). It is defined
as

1 " T \cl, jy - C2a, )l
UACI:WXH[ZZ 2L 1

i=1 j=1

x 100 %,

where L is the number of bits used to represent the
color channels of red, green, and blue, respectively.
The results of NPCR and UACI are presented in Ta-
ble 3.

The performance of each stage of the difference be-
tween the cipher and plain-images is measured by the
mean absolute error (MAE) is defined as

1 H W
MAB = g7 2 2 Fi = Gl
i=l j=

where the parameters P; ;j and C; ; are pixel values of
plain and cipher images. The MAE indicates the better
security. The results for the MAE values are shown in
Table 4.

The value is found that in the proposed scheme is
high. Thus, the cryptosystem is better security.

Wu et al. [19] tested and claimed that many exist-
ing image encryption methods are actually not as good
as they are purported, although some methods do pass
these randomness tests. The results show that a small
change in the original image will result in a significant

@ Springer



2006

1. Shatheesh Sam et al.

Table 3 NPCR and UACI

criteria of the proposed Cipher images NPCR % UACI %
scheme Red Green Blue Red Green Blue
Lena 99.5621 99.5773 99.6689 33.4324 33.4958 33.4774
Baboon 99.6214 99.6105 99.6082 33.4392 33.4436 33.4579
House 99.6328 99.6278 99.6109 33.4431 33.4521 33.4651
Pepper 99.6292 99.6154 99.6032 33.4273 33.4309 33.4474
Table 4 A comparison of MAE of different stages Table 5 The entropy analysis of the proposed and other
schemes
Proposed stages MAE %
Cipher Proposed RC4 RC6
Permutation 80.9610
L 7.9994 7.972 7.982
Byte Substitution 81.5108 end 999 o728 9829
Hous .9992 . 9761
Nonlinear diffusion 82.1309 ouse 7:99 79637 7976
Subdiagonal diffusion 84.2461

difference in the cipher-image, proposed scheme can
be found that the NPCR > 99.63 %, MAE > 84.24 %,
and the UACI > 33.43 %. So the scheme has a good
ability to withstand a differential attack.

4.5 Performance analysis

Apart from the security consideration, the running
speed of the algorithm is also an important aspect for
a good encryption scheme. The simulator for the pro-
posed scheme is implemented using MATLAB 7.4.
The performance is measured on a 3.0 GHz Pentium
Core 2 Duo with the 4 GB RAM running Windows
Vista Business Edition. Simulation results show that
the total encryption time is 0.8645 s and 1.4609 s for
decryption.

4.6 Information entropy analysis

Information entropy is one of the criteria to measure
the strength of a symmetric cryptosystem. The entropy
H (m) of a message m can be calculated as

2N 1
1
H(m) = p(mi)logy ——
; 7 pmy)
where p(m;) represents the probability of the occur-

rence of symbol m; and log denotes the base 2 loga-

@ Springer

rithm. If there are 256 possible outcomes of the mes-
sage m with equal probability, it is considered as ran-
dom. In this case, H(m) = 8, is an ideal value.

As shown in Table 5, we notice that the values ob-
tained in the proposed scheme are closer to the theo-
retical value of 8, than the other schemes. This means
that information leakage in the encryption process is
negligible and the encryption system is secure against
entropy attack.

5 Conclusion

In this paper, an intertwining chaotic maps based im-
age encryption scheme is proposed. The proposed ci-
pher provides good confusion and diffusion proper-
ties that ensures high security. Confusion and diffu-
sion have been achieved using permutation, byte sub-
stitution, nonlinear diffusion, and subdiagonal diffu-
sion. This scheme is immune to various types of cryp-
tographic attacks like known/chosen plain text attacks
and brute force attacks. We have carried out statistical
analysis, key sensitivity analysis, key space analysis
differential analysis, and entropy analysis to demon-
strate the security of the new image encryption pro-
cedure. Based on the various analyses, it is shown
that the proposed scheme is more secure and fast, and
hence more suitable for real time image encryption for
transmission applications.
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