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Abstract This paper studies the projective synchro-
nization in a driven-response dynamical network with
coupling time-varying delay model via impulsive con-
trol, in which the weights of links are time varying.
Based on the stability analysis of the impulsive func-
tional differential equations, some sufficient condi-
tions for the projective synchronization are derived.
Numerical simulations are provided to verify the cor-
rectness and effectiveness of the proposed method and
results.

Keywords Driven-response dynamical network -
Projective synchronization - Impulsive control -
Time-varying coupling delay

1 Introduction
Complex networks are universal, with many examples

ranging from the Internet to epidemiology, metabolic
networks, biological neural works, scientific citation
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webs, social interactions [1-3], etc. Since the small-
world property [4] and the scale-free property [5] of
complex networks were proposed, many scientists and
engineers from various disciplines, such as mathemat-
ics, physics, biology, engineering, and so on, have
paid increasing attention to the studies of complex net-
works.

The complexity of complex networks leads to a
series of important research topics. Synchronization
of all dynamical nodes is an interesting phenomenon
and has received rapidly increasing attention from
various fields of science and society in recent years
[6-10]. There are different types of definition for syn-
chronization, such as complete synchronization, phase
synchronization, lag synchronization, generalized syn-
chronization, cluster synchronization, projective syn-
chronization, etc. It is well known that many effective
control methods including adaptive control [11-14],
pinning control [15-19], impulsive control [20-23],
hybrid control [24-27], and so on, have been pro-
posed to realize the synchronized dynamics for com-
plex networks. Amongst various types of synchroniza-
tion, projective synchronization is an interesting chaos
synchronization phenomenon, because of its propor-
tionality between the synchronized state vectors with
a scaling factor, which can be used for digital commu-
nication in secure communication. Mainieri and Re-
hacek [28] were the first to study it and they declared
that two identical systems could be synchronized up
to a scaling factor, which is a constant transformation
between the synchronized variables of the drive and
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response systems. Recently, the projective synchro-
nization of driven-response complex dynamical net-
works has obtained much more attention [29-37]. Hu
et al. [33] introduced a driven-response dynamical net-
work model whose nodes are partially linear systems
and further investigated its projective synchronization
properties by using pinning control method. A short
time later, they investigated projective cluster synchro-
nization in a driven-response dynamical network with
coupled partially linear chaotic systems [34]. In [35],
Zhao et al. discussed the impulsive projective syn-
chronization of driven-response dynamical networks
model without time delays. Actually, the characteris-
tic of time-delayed coupling commonly exists in na-
ture, and the effects of time delay on the dynamics
of various coupled dynamical systems are very sig-
nificant in science. Consequently, the time delay case
should be considered. Sun et al. [36] investigated the
projective synchronization in driven-response dynam-
ical networks of partially linear systems with coupling
time-varying delay. Xu et al. [37] studied the projec-
tive synchronization of a class of the driven-response
dynamical networks with coupling delays. However,
the time-varying coupling was not considered in the
above works. In many practical situations, some real-
world networks are not static but more likely to be
time-varying evolving [38—41]. This kind of network
can be found in many evolutionary processes, such as
optimal control model in economics, bursting rhythm
model in pathology, communication networks, social
networks, and so on. It is therefore necessary that time-
varying couplings and time delays should be taken
into account when simulating more realistic driven-
response dynamical networks.

Motivated by the above discussions, in this pa-
per, we introduce a driven-response dynamical net-
work with time-varying coupling delay, in which the
weights of links are time varying, and investigate the
projective synchronization properties of this model via
impulsive control, where the state vectors of the drive
system and response networks could be synchronized
onto a desired scaling factor. Based on the stabil-
ity theory of the impulsive differential equations, we
derive projective synchronization conditions for the
time-varying network model. Furthermore, numerical
simulations show that the driven-response network can
realize the projective synchronization with the desired
scaling factor.
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Notations Throughout this paper, R and R" de-
note the real number set and n-dimensional Eu-
clidean space, respectively. || - || stands for either
the Euclidean vector norm or its induced matrix 2-
norm. Amax (A)(Amin(A)) represents the largest (small-
est) eigenvalue of the symmetric matrix A. u(A) =
Amax (AT + A), Al = v Amax (AT A). sup denotes the
upper bound. ® is the Kronecker product of two matri-
ces. I, is the identity matrix with order n. Matrices, if
not explicitly stated, are assumed to have compatible
dimensions.

The organization of the remaining parts is as fol-
lows: In Sect. 2, description of the driven-response dy-
namical networks model and some preliminaries are
given. In Sect. 3, some criteria for the projective syn-
chronization are derived. Numerical simulations for
verifying the theoretical result are presented in Sect. 4.
Finally, conclusions are drawn in the last section.

2 Model description and preliminaries

The driven-response dynamical networks with cou-
pling time-varying delay, in which the coupling matrix
is time varying, are described by the following equa-
tions:

it (t) = M(@)ug (1),
2(6) = f(ua(), 2(0)),
i1yi (1) = M (2t (1) (1
+e XM iyt — T (@),
i=1,2,...,N,

where the constant ¢ > 0 is the coupling strength,
the drive system and the response network systems
are linked through the variable z(¢) € R Uoug@) =
w@h@®),u3@), ..., ut )T € R" and u,;(t) = (ul; (1),
u%l. @, ...,u}; ()T € R™ are the state vectors of the
drive and response network systems, respectively. The
subscript of d denotes the drive system and r repre-
sents the response systems. M(z) € R"*" is a ma-
trix which depends on the variable z(¢). t(¢) is the
bounded time-varying delay satisfying 0 < t(t) <t
(tr > 0 is a positive constant). C(t) = (¢;j(t))NxN €
RN*N s the coupling configuration matrix and re-
flects the topological structures of the whole network,
in which ¢;;(¢) # 0 if there is a link from node i to
node j (i # j), and ¢;;(t) = 0 otherwise, the diago-
nal elements of matrix C(¢) are defined by c;; (t) =
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—Z?’Zl’#i cij(t),i=1,2,...,N.Itis assumed that
the coupling configuration matrix C(¢) is bounded and
continuous.

Before stating our main results, we give some nec-
essary definitions and lemmas, which are useful in de-
riving projective synchronization criteria.

Definition 1 If there exists a constant o (o # 0)
such that lim;_ o = ||uyi (t) — aug(t)| = 0 for all
i=1,2,..., N, then the projective synchronization of
the drive-response network (1) is obtained, where « is
a desired scaling factor.

Lemma 1 (See [25]) Given a positive constant { > 0,
then 2xTy < %xTx + ¢yTy, for all x € R" and
y € R".

Lemma 2 (See [42]) Let O < t(t) < 1. u(t) and v(t)
belong to the set PC(1), PC(l) ={¢:[—1,00] — R!,
©(t) is continuous everywhere except for the finite
number of points tp at which (p(t,:“) = @(tx) and
@(t; )}, If there exist constants ¥, 9, & > 0 such that

Dru(t) <vu(t) +dut —t(t)), t#1,
u(t) < ou(), keN,
DTu(t) > 9v(t) +9v(t — (1)), t#1,
v(tk):c?)v(tk_), keN,

then u(t) < v(t) for —t <t <0 implies that u(t) <
v(t) for t > 0, where the right and upper Dini’s

DTu(t) is defined as DVu(t) =
u(t+h)—u(t)
reremes,

derivative
limh_>0+

In [36], the authors investigated the projective syn-
chronization in the driven-response dynamical net-
works of partially linear systems with time-varying
coupling delay. By adaptive control technique, the
scaling factor can be directed onto the desired value.
However, the main objective of this paper is to choose
a suitable impulsive controller such that the states of
drive system and response time-varying coupling net-
work in (1) can be synchronized to a definite propor-
tional scaling factor «.

By selecting proper control gain matrix By which
is a n X n constant matrix, the driven-response time-

varying coupling network (1) can be rewritten as the
following impulsive differential equations:

1q(1) = M(2)ua (1),

2(t) = fuq(t), (1)),

ttri (1) = M(@)uri (1) 2)
+e XM iy —t@). t#n.

Auyp; = Brluyi —augl, t=1x,

where the impulsive time instants #; satisfy 0 =
and limy_ o ty = 400,
Ay = Uy (t,:L) — uyi(t;) is the control law in which
u,i(t,j) = limt—n,j uri(t) and uy; (t;, ) = limt_”kfu,i(t).
Without loss of generality, we assume that

lim,_, ,— uy; (t) = uyi (t), which means that the solu-

h<h<bh<---<l<--

tion of (2) is left continuous at time #;.

Defining the projective synchronization error as
ei(t) = u,i(t) — auy(t), the error dynamical network
is characterized by

i (1) =M(2) - € (1)
+e Xl ejejt —T@), t#u,

. (3)

z(t) = fua(t), z(1)),

Ae; = Bre;, t=1t, k=1,2,....
Lete(t) = (el (1), €} (1), ..., el (1)), rewriting (3) in
its compact form

e(t) = (Iy @ M(z))e(?)

+c(CH)® et —t(1)), t#I,
z2(t) = fua(@), z(1)), 4)
e(tf) = Inn + (N ® Br))e(1p),
t=t, k=1,2,....

Let C([—7,0], R") be the Banach space of con-
tinuous vector-valued functions mapping the interval
[—7,0] into R" with a topology of uniform conver-
gence. ||¢|| = sup_, <o ¢ (s)l is used to denote the
norm of a function ¢ € C([—t, 0], R"). For the func-
tional differential in (4), its initial condition is given by
e(s) =¢(s) € C([—r,0], R"). And we always assume
that (4) has an unique solution with respect to initial
condition [43].

3 Main results

In this section, some sufficient conditions for the pro-
jective synchronization in the driven-response delayed
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dynamical network with time-varying coupling are de-
rived by the stability analysis of the impulsive func-
tional different equations. Moreover, the error sys-
tem (4) can converge globally exponentially to a given
decay rate.

Denote 0 < p = sup{fy — tx—1} < 00, k € N, based
on the theory of impulsive functional differential equa-
tions and comparison method, we can establish the fol-
lowing results.

Theorem 1 For given synchronization scaling fac-
tor o, projective synchronization in the driven-re-
sponse time-varying coupled dynamical network with
time delays model will occur if there exists a positive
constant { > 0 such that

Amax [ (Inn + (N ® Bk))T(an + (In ® By))] < 77,(5)
O0<n<l1

and

I

G S ©)
p

where

2
0= sup|:u(IN ® M(z)) + M}

P()=Ct)® I,

’

then the error system (4) converges globally exponen-
tially to a decay rate )/2, where A > 0 is the solution
of A —a + be’T =Owitha=—9—ln7'7 andb:%.
That is to say, the coupled delayed dynamical driven-
response time-varying network (1) can realize the pro-
Jjective synchronization under the impulsive control.

Proof Choose the Lyapunov function candidate as fol-
lows:
V() =el (t)e(r).

For t # 1, the derivative of V (¢) along the trajecto-
ries of the error system (4) is given by

V() =2e" (1)eé(r)
=2¢" (O[(In ® M(2))e(t)
+c(CH @ I)e(t — ()]
="' (O[(In® M(z))T + (In ® M(2))]e(r)
+ ZCe(t)T(C(t) ® In)e(t —(1)).

From Lemma 1, it is clear that
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2ce)T(CH) ® In)e(t — (1))
< %eT(t)(C(t) ® 1) (C(1) ® I,)e(t)
+etel (t—1®)e(t — ().

Then, we have

Vi) <e" O[(Iv @ M@)" + (Iv ® M) ]er)
+ geT(t)(C(o ®1,) (Ct) ® I)e(®)
+cgel (t—1(®)e(t — T(1)).

Let P(t) = C(t) ® I, we get

2
V@) < sup[u(lzv ® M(2)) + M}VU)
+ c;’V(t — ‘L’(t)). @)
From the definition of 6, we have
V() <OV () +ctV(t—1()). (8)

On the other hand, when ¢ = 1,

V(5") =e" @) (Inn + (In ® B)"
x (Inn + (IN ® By))e(tr)
< ne’ (w)e(te)
=nV(), k=1,2,.... C)
For any ¢ > 0, let u(#) be an unique solution of the
following impulsive delayed system:
V() =0v(t)+ccvit—t@))+e, tFI,
vt =nut), keN, (10)
v =lgG)* -7t <s=<0.
From Lemma 2, and V(1) < ||¢(1)]|* for —t <t <0,
we can conclude that V(f) < v(t), for t > 0. By the

formula for the variation of parameters [43], one ob-
tains from (10) that

v(t) =w(t,0)v(0)
t
+/ w(t,s)(cé’v(s—t(s))+8)ds (11)
0

where w(z, s),0 <s < t, is Cauchy matrix of the linear
impulsive system, which has the following form:

c(t)=0¢(), t#n,
st =nst), keN.

According to the representation of the Cauchy ma-
trix [43], we get the estimation of w(¢, s) since 0 <
n<landt —tr—1 < p,

12)
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ot,5)=e""" T n

s<t <t
< eI (5 D)
1
—e

— —a(t—s)

0<s<t. (13)

=

Lety = % SUP_ ;<5< ¢ (s)||2, from (11) and (13), we
obtain

L
v() < —e "v(0)
n

t
+f ") |:bv(s - r(s)) + £i| ds
0 n

S ,ye*dl

t
+/ o—a(1=9) |:bu(s —1(s)) + £j| ds. (14)
0 n

Denote o(A) = A —a + be*?, from (6), we have
a>0,b>0and a —b > 0, and also ¢(0) < 0,
©(+00) > 0, ¢'(A) = 1 + bre™ > 0, then (1) =0
has an unique solution A > 0.

Since % >0,X>O,a—b>0and%> 1, we have

v(t) < l sup  v(s)
—1<s<0
<ye_)"+#, —7<t<0. (15)
na —b)
In the following, we will prove that the following in-
equality holds:

&
n(a—>b)’
If it is not true, that is, it is assumed that there exists a
t' > 0 such that

v(t) <ye M+ t>0. (16)

&

v(t) > ye ™M+ —— A7)
()zv n(a—b)
and
£
v(t)<ye M4+ —— r<t. (18)
v n(a—b)

According to (14) and (18), we get
t/
U(Z/) < ye—at’ +/ e—u(r’—s)
0

3
X |:bv(s —1(s)) + —:| ds

n

t/
< ye—at’ + e—at’f %
0

be 8]
_ ds

X be_)t(s_f(s)) + + =
[ na—>b) n

/

t
< e—az/ <7/ —i—b]/e)J/ e(a—)»)s ds
0
ae '
+ —/ e ds)
n(a—>b) Jo
— o |:)/ + y(e(a—)x)t/ _ 1)

+—JL—@W—U}

n(a —b)
—At’ € —at
=ve —_— 1 — e
Y @b ]
< ye_)"/ + L, (19)
n(a —b)

which contradicts (17). Consequently, the assumption
is not true and (16) holds.
Let ¢ — 0, then

VD)= Jle®]? < v < ye™. (20)

Thus, we have

le)| < ye 5. @1)

When t — oo, the error system (4) is global exponen-
tial asymptotically stable with a convergence rate A /2,
which implies the drive system and the response net-
works (1) achieve the projective synchronization with
the desired scaling factor « via the impulsive control
method. The proof of Theorem 1 is completed. O

If the constant n > 1, we can replace 0 < p =
sup{ty — tx—1} < oo with 0 < p = inf{#y — t4_1} < o0,
then, the following Corollary 1 is easily obtained.

Corollary 1 If there exists a positive constant ¢ > 0
such that

Amax [ (Inn + (IN ® Bk))T(INn + (In ® By))]
<n n=x=1, (22)

Inn
— +cin+6 <0, (23)
P

where 0 = sup[u(Iy ® M(2)) + C‘lpgﬂ], P@) =
C(t) ® I, then the error system (4) converges glob-
ally exponentially to a decay rate )./2, where A > 0 is
the solution of A — a + be*™ =0 with a = —0 — l%"
and b = cin.

The proof of Corollary 1 is more or less similar with

the proof of Theorem 1, so we omit it to avoid repeti-
tion.
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Remark 1 The conditions given by Theorem 1 and
Corollary 1 do not require the time-varying coupling
matrix to be symmetric and irreducible, which can be
applied to many real-world dynamical networks, in-
cluding those coupling schemes used in the above pre-
vious works. Moreover, when C(t) = C is a constant
matrix, the time-varying network (1) becomes a time-
invariant network, the other conditions are chosen as
Theorem 1 and Corollary 1, the error system (4) can
also converge globally exponentially to a decay rate
A/2, where

2
o =supl(ty & ()] + T

P=C®I,.

Remark 2 In [36], Sun et al. studied the projective
synchronization in driven-response dynamical net-
works with time-varying coupling delay, but the time-
varying delay in the paper is differential and its deriva-
tive is simultaneously required to be not greater than 1,
which is a very strict condition. Obviously, we do not
need these limit conditions in Theorem 1 and Corol-
lary 1.

4 Numerical simulation

In this section, to verify and demonstrate the effective-
ness of the proposed methods, we consider the unified
chaotic system as the drive system. It is well known
that the unified chaotic system is described by

X1 = (258 +10)(x2 — x1),

y = (28 —358) — x1z + (298 — 1)x», (24)
_ 8+
=X1X2 — TZ,
where
—(256+10) 2556+10
M) = <28(— 356 —1 296 — 1 >
+46

f(x,2)=x1x — 2

x=(x1,x)7, 80, 1].

The system (24) especially is always chaotic in the
whole interval § € [0, 1].

Firstly, a driven-response time-varying coupling
dynamical network (1) with coupling delays is given
by
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&= (258 4+ 10)(y — x),
= (28 — 358 — 2)x + (298 — 1)y,
. 8+4
Z=xy— Z,
Xi = (2586 +10)(y; — x;)
5
+e) eij)x(t—T(®), (25)

j=1
yi = (28 =358 — 2)xi + (295 — 1)y,

5
+eY ajnyi(t—T0),
j=1
i=1,2,...,5,

where the coupling strength ¢ = 0.1 and the time-
varying delay t(#) =2 — 2cost.

The time-varying coupling configuration matrix
C(t) is chosen as

—2sint -1 0 2sint 1
sint —sint —cost 0 0 cost
C(t) = 0 cost 0 —cost 0
0 sinf cost 1 —sintcost —1
-1 —2sint 0 -1 2+ 2sint

In the numerical simulations, the initial values of
the drive system and the response systems are chosen
as (1,1,-1) and (1,2,2,-2,-1,1,-2,3,—1,—1),
respectively. The time-varying delay is 7(t) =2 —
2 cost, which is bounded by t = 4. Choose the im-
pulsive control gain matrix By = {—0.79, —0.79} and
system parameter § = 0.5. Let the positive constant
¢ =sup(/nllP@®)|). According to the definition of
Kronecker product, it is easy to obtain Amax[(Inn +
(In ® Bi)" (Inn + (N @ Bi)] = Amax[(In + BT x
(In + Bi)), u(Iy ® M(2)) = u(M(z)). After a simple
computation, one has n =0.0441 < 1, ¢ = 1.0612 >
0, sup(u(M(z))) = 36.6070, 6 = 36.8476. According
to Ref. [44], let the decay rate Ao = 0.8, then @ :=
6 4 b(1 + €*7) = 100.8885, the upper bound of the
impulsive interval p = sup{ty —fx—1} = —1n /5/O =
0.0155. Taking the impulsive interval #; — #;—1 = 0.01,
then all the conditions of Theorem 1 are satisfied for
the desired scaling factor «, which means the con-
trolled dynamical network (2) can be asymptotically
exponentially synchronized onto the desired value .
Figure 1 displays the trajectories of state variables in
the driven-response dynamical networks with desired
scaling factor « = 0.5. Figure 2 shows the trajecto-
ries of projective synchronization in the x—y plane.
The synchronization errors e¢;; = x;1 —0.5x1 and e¢j =
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0

XY =1,2,...,5

Xyl E1,2,.0,5

Fig. 1 State trajectories of drive system (the red dash line) and
response network (the blue solid line) with « = 0.5

40 T T T

Ar — — — drive system
response system

- L 1 1

%ﬂ 0 10 20 30

Fig. 2 The phase plot of x—y with & = 0.5. The red dash line
and the blue solid line represent phase graph of drive system and
response network, respectively

xiz —0.5x2 (i =1,...,5) are shown in Fig. 3, respec-
tively. The numerical results show that the impulsive
controlling scheme for the driven-response complex
network (1) is effective in Theorem 1.

Then, a small-world driven-response dynamical
network with time-varying delay is described by the

following equations:

1 L .
- P
i Or
i
I B E
t~
R 005 0.1 0.15
4 T
5= |
% of
Ry
2F 4
-4 L 1
0 0.05 0.1 0.15

?

Fig. 3 The projective synchronization errors with « = 0.5

¥ = (256 + 10)(y — x),
v = (28 —358 — 2)x + (295 — 1)y,
8+6

Z=xy— Z,
X = (258 +10)(yi — xi)

100

+CZCinj(t—T(t)), (26)

j=l1
vi =28 =356 —2)x; + (295 — )y,

100

+CZC,'jyj(l — ‘L’(t)),
j=l1
i=1,...,100.

Take the parameters N = 100, K =2 and p = 0.1, and
the coupling matrix C(t) = C of the network (26) can
be randomly generated according to the rule [45]. The
time-varying delay 7(¢) = 0.01sint < 0.01. Let the
decay rate A9 = 20, after calculations, 6 = 84.2251,
@ =6 + b(1 + *7) = 190.0041, the upper bound of
the impulsive interval p = 0.0082. Selecting the im-
pulsive interval #; — 1 = 0.005, the projective syn-
chronization can be obtained with the desired scaling
factor « = —0.5 (see Figs. 4, 5 and 6).

Remark 3 In [36], the authors proposed an adaptive
feedback controller and an updated law to realize the
projective synchronization in driven-response dynam-
ical network. In this paper, the projective synchroniza-
tion of driven-response time-varying network is stud-
ied by employing the impulsive control. To our best of
knowledge, compare with the controller used in adap-
tive control method, the controller used in impulsive

@ Springer



1,2,...,700

Ky Yo !

1,2,...,100

Xz,y’e,l

Fig. 4 State trajectories of drive system (the red dash line) and

response network (the blue solid line) with o = —0.5
40 T T T T
- Ty
30+ - -
Py CARN
o7 ?_I {
20 e "3\ A
5 (!
/f /
_,"f )
10} 20
= /"’
of v 4
0k VY i
A
M
20 _:j i gy
T ! \k o - — — — drive system
L S response system
% -20 -10 0 10 20 30

Fig. 5 The phase plot of x—y with « = —0.5. The red dash line
and the blue solid line represent phase graph of drive system and
response network, respectively

method usually is relatively simple and is easy to im-
plement. In the impulsive synchronization scheme, the
response networks receive the information from the
drive system only in discrete times, which can reduce
the information redundancy in the transmitted signal,
increase the robustness and reduce the control cost.
Furthermore, from the simulation results, it is clear
that the proposed impulsive control scheme is more
effective than the adaptive control scheme in [36], and
the driven-response time varying coupling network (1)
is global exponential asymptotically stable with a con-
vergence rate A/2, as t — 00.
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f=1
2 J
o
=
L
o ]
-20 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
8 J
A
o
AN
i
o ]
2 L : L . . . .
0 0.0 0.02 003 0.04 0.05 0.06 0.07 0.08
t
Fig. 6 The projective synchronization errors with « = —0.5

5 Conclusion

In this paper, the projective synchronization of the
driven-response time-varying dynamical network with
coupling delay has been investigated by employing the
impulsive control, where the weight coupling matrix is
time varying. Some sufficient conditions for realizing
the projective synchronization are established based
on the stability analysis of impulsive functional differ-
ential equations and comparison method. Moreover, it
should be pointed out that we do not require that t(z)
is a differential function with a bound of its derivative,
which means that the time-varying delay including a
wide range of functions. Finally, the effectiveness and
feasibility of the proposed method have been verified
by two typical numerical simulations.
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