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Abstract Dynamic programming is a very useful tool
in solving optimization and optimal control prob-
lems. Here, the Approximate Dynamic Programming
(ADP) and the notion of neural networks based predic-
tive control are combined with a model-free control
method based on SPSA (Simultaneous perturbation
stochastic approximation), and a novel ADP based
model-free predictive control strategy for nonlinear
systems is proposed. Dynamic programming is used to
adjust the control parameters in the novel model-free
control method and the notion of predictive control is
introduced to modify the whole control structure. Fi-
nally, the proposed ADP based model-free predictive
control strategy is applied to solve nonlinear tracking
problems and the effectiveness of this novel control
method is fully illustrated though simulation tests on
two typical nonlinear systems.
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1 Introduction

Adaptive control procedures have been developed in
a variety of areas for controlling systems with imper-
fect information about the system (e.g., manufactur-
ing process control, robot arm manipulation, aircraft
control, etc.). Such procedures are typically limited by
the need to assume that the forms of the system equa-
tions are known (and usually linear) while the param-
eters may be unknown. In complex physical, socioe-
conomic, or biological systems, however, the forms of
the system equations (typically nonlinear) as well as
the parameters are often unknown, making it impos-
sible to determine the control law needed in existing
adaptive control procedures. This provides the motiva-
tion for developing a control procedure that does not
require a model for the underlying system.

As part of modern control theory, model-free con-
trol is an advanced control strategy. It has a innovative
theory compared with other model-based control ap-
proaches. Model-free adaptive control technique has
excellent performance in the aspect of adaptiveness,
robustness, and nonlinearity [1]. Its typical charac-
teristic is model-free, which is suitable for the sys-
tem of nonlinear, strong coupling, strong interference,
and time-varying. At the same time, some complex
systems controlled by corresponding model-free con-
trollers are very concise and effective [1].

It has been paid extensive attention since the theory
of model-free control had been put forward. In the-
ory, Professor Zhigang Han officially presented in [2]
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in 1994. Initial research work focused on basic form
of model-free control law issues [3]. It proved the sta-
bility of a model-free control system, and provided a
reasonable valid theorem, and researched the estima-
tion method for characteristic parameter in pan-model.
As well as Zhongsheng Hou, who proposed model-
free control theory and applications in his Ph.D. thesis
[4] in 1993–1994. Han [5] put forward a functional
combination of ways based on model-free control. In
the area of methods and technologies, [6] uses the I/O
data to estimate the pseudo-gradient vector of the pro-
cess, for the model-free control. Another idea is pro-
posed by Dr. George Cheng [7], which realizes adap-
tive control for process through introducing into a neu-
ral network. Spall and Cristion [8] also proposed a
model-free control strategy—the simultaneous pertur-
bation stochastic approximation (SPSA)-based neural
network (NN) controller in 1993. Their results had an-
alyzed the concept from a theoretical approach to real-
ization in detail, which laid a solid foundation for the
following development and application of the theory.

In an effort to design more advanced model-free
control algorithms with the objectives of reduced
tracking errors and improved performance, we develop
and evaluate a learning control technique that origi-
nated from dynamic programming. Dynamic program-
ming is a very useful tool in solving optimization and
optimal control problems. Over the years, progress has
been made to circumvent the curse of dimensionality
by building a system, called critic, to approximate the
cost function in dynamic programming (cf. [9–15]).
The idea is to approximate dynamic programming so-
lutions by using a function approximation structure
to approximate the cost function. A neural network
approach for approximate dynamic programming has
been developed in the literature. In the early 1970s,
Werbos [16, 17] set up the basic strategy of Rein-
forcement Learning (RL) system for Adaptive Critic
Design (ACD). A typical design of ACDs consists of
three modules: Critic, Model, and Action. They are
neural networks used to approximate the optimal cost
function, the plant to be controlled, and the optimal
controller, respectively. In ACDs, neural networks are
designed to approximate the cost function I (·), to sim-
ulate the derivative of I (·), and to estimate the solu-
tion of the Hamilton–Jacobi–Bellman equation. The
principle of optimal control is used inside the neural
networks to build the weight updating law.

Here, the notion of ADP is introduced into a model-
free control method based on SPSA [8] to optimize

the control parameters. Also, the notion of predictive
control [18] is successfully combined with the model-
free control method mentioned above to improve the
whole control structure, and finally, a novel ADP
based model-free predictive control strategy for non-
linear systems is proposed. The newly proposed con-
trol strategy is then applied to solve nonlinear track-
ing problems. Two typical nonlinear systems are in-
troduced for simulation tests and the effectiveness of
this novel control method is fully illustrated though
the testing results.

The remainder of the paper is organized as follows:
Sect. 2 reviews briefly the SPSA-based adaptive con-
troller employed in this study. Section 3 proposes a
novel ADP based model-free predictive control strat-
egy. Section 4 provides simulation experiments and
analysis of their findings. Section 5 draws conclusions.

2 Introduction of model-free control method
based on SPSA

The model-free control method based on SPSA [19]
was proposed by Spall in 1993 [8]. This method does
not need to establish the mathematical model of con-
trolled plant previously.

2.1 Overview of approach to control without system
model

Consider a general discrete-time state space system of
the form:

xk+1 = φk(xk, uk,wk), (state)

yk = hk(xk, vk), k = 0,1,2, . . . (means)
(1)

where φk(·) and hk(·) are generally unknown nonlin-
ear functions governing the system dynamics and mea-
surement process, uk is the control input applied to
govern the system at time k + 1, and wk and vk are
noise terms (not necessarily serially independent or in-
dependent of each other). Based on information con-
tained within measurements and controls up to yk , and
uk−1, the goal is to choose a control uk in a manner so
as to minimize some loss function related to the next
measurement yk+1. Often times, this loss function will
be one that compares yk+1 against a target value tk+1,
penalizing deviations between the two.

In the approach here, a function approximator (e.g.,
neural network, polynomial) will be used to produce
the control uk .
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2.2 Formulation of estimation problem for
determining FA

Associated with the FA generating uk will be a param-
eter vector θk , that must be estimated (e.g., the connec-
tion weights in a neural network). The adaptive control
problem of finding the optimum control at time k is
equivalent to finding the θk (θk ∈ �p), that minimizes
some loss function Lk(θk):

Lk(θk) = E
[
(yk+1 − tk+1)

T Ak(yk+1 − tk+1)

+ uT
k Bkuk

]
(2)

where Ak and Bk are positive semidefinite matrices
reflecting the relative weight to put on deviations from
the target and on the cost associated with larger values
of uk . The problem of minimizing Lk(θk) implies that
for each k, seek the globally optimal θ∗

k such that

gk(θk) = ∂Lk

∂θk

= ∂uT
k

∂θk

· ∂Lk

∂uk

= 0 at θk = θ∗
k (3)

Since φk(·) and hk+1(·) are generally unknown func-
tions, the term ∂Lk(·)

∂uk
which involves the terms ∂hk+1(·)

∂xk+1

and φk(·)
∂uk

, is not generally computable. Hence, gk(θk)

is not generally available. To illustrate this fact, con-
sider a simple scalar deterministic version of sys-
tem (1). Then, under the standard squared-error loss:

gk(θk) = ∂(yk+1 − tk+1)
2

∂θk

= 2(yk+1 − tk+1)
∂hk+1

∂xk+1

∂φk

∂uk

∂uk

∂θk

(4)

Here, consider a stochastic approximation (SA) algo-
rithm of the form:

θ̂k = θ̂k−1 − ak(gradient approx.)k (5)

to estimate {θk}, where, θ̂k denotes the estimate at the
given iteration, {ak} is a scalar gain sequence satisfy-
ing certain regularity conditions, and the gradient ap-
proximation is such that it does not require knowledge
of φk(·) and hk+1(·) in (1).

2.3 Parameter estimation by simultaneous
perturbation stochastic approximation

Spall [19] gives a detailed analysis of the SPSA ap-
proach to optimization in the classical setting of a
time-invariant loss function L(·) and corresponding
fixed minimum.

Fig. 1 Model-free control method based on SPSA

The mathematical model of controlled plant is un-
known and the controller is a Function approximator.
Here, the controller was considered as a multilayer
neural network to produce the control u. The number
of layers and notes in each layer is fixed previously.
The connecting weights are then the control parame-
ter θ , and are allowed to be updated. Its whole struc-
ture is shown in Fig. 1.

Suppose the “sliding window” of previous informa-
tion available at time k, contains M previous measure-
ments and N previous controls. Thus, at time k, the
input of neural network is

y(k), y(k − 1), . . . , y(k − M + 1), u(k − 1),

u(k − 2), . . . , u(k − N),yd(k + 1)
(6)

u(k) is the output. The whole structure of the control
strategy can be seen in Fig. 2.

y(k) is the output of the controlled plant while u(k)

is its input at time k. yd(k + 1) is the expected output
at time k + 1. The aim is to find an optimized control
parameter θ∗

k , to minimize the objective function Jk(·)
defined as:

Jk(θk) = E
[(

y(θk, k + 1) − yd(k + 1)
)2] (7)

The SPSA based model-free control method uses the
following equation to estimate θk :

θ̂k = θ̂k−1 − akĝk

(
θ̂k−1

)
(8)

θ̂k is the estimation. ak is a scalar gain. ĝk(θ̂k−1) is the
simultaneous perturbation approximation to gk(θ̂k−1).
In particular, the lth component of ĝk(θ̂k−1), l =
1,2, . . . ,L, is given by

ĝkl

(
θ̂k−1

) = Ĵ
(+)
k (·) − Ĵ

(−)
k (·)

2ckΔkl

(9)

Ĵ
(±)
k (·) are estimated values of Jk(

⋂̂
θk−1 ± ckΔk)

using the observed y
(±)
k+1 and u

(±)
k . u

(±)
k are controls

based on the parameter vector θk = θ̂k−1 ± ckΔk ,
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Fig. 2 Structure of the control strategy

where Δk = [Δk1,Δk2, . . . ,ΔkL]T , with Δkl inde-
pendent, bounded, symmetrically distributed (about 0)
random variables ∀k, l identically distributed. {ck} is
a sequence of positive numbers (typically ck → 0 or
ck = c,∀k, depending on whether the system equa-
tions are stationary or non-stationary). In the approach
above, at each iteration step, only two close-loop tests
are needed. The estimation value of gk(θ̂k−1) (that is
ĝkl(θ̂k−1)) can then be obtained. The model of the con-
trolled plant is not needed during the whole control
procedure.

3 ADP based model-free predictive control

The implementation of approximate dynamic pro-
gramming usually requires the use of three modules:
Critic, Model, and Action [9, 10]. These three mod-
ules perform the function of evaluation, prediction,
and decision, respectively. Here, the notion of approx-
imate dynamic programming is adopted into the above
model-free control method. Artificial neural networks
are used to represent the cost function in dynamic pro-
gramming. The model-free controller, whose structure
is actually a neural network, will perform as the ac-
tion network in the dynamic programming procedure,
and its parameters will be modified according to the
dynamic programming rules. And thus, a better con-
troller can be anticipated.

3.1 Brief introduction of ADP

In the ADP scheme here, we focus on the discrete-
time nonlinear (time-varying) dynamical (determinis-

tic) systems. Consider a discrete-time nonlinear (time-
varying) dynamical system with the following formu-
lation:

x(t + 1) = F
[
x(t), u(t), t

]
, t = 0,1,2, . . . (10)

where x ∈ Rn represents the state vector of the system
and u ∈ Rm denotes the control action. Suppose the
system’s performance cost as:

I
[
x(i), i

] =
∞∑

k=i

γ k−iU
[
x(k), u(k), k

]
(11)

where U(·) is called the utility function and γ is the
discount factor with 0 < γ ≤ 1. Note that the function
I (·) is dependent on the initial time i and the initial
state x(i), and it is referred to as the cost-to-go of state
x(i).

The objective of dynamic programming problem is
to choose a control sequence u(k), k = i, i + 1, . . . ,

so that the function I (·) (i.e., the cost) in (11) is min-
imized. An optimal (control) policy has the property
that no matter what previous decisions have been; the
remaining decisions must constitute an optimal policy
with regard to the state resulting from those previous
decisions.

Suppose that one has computed the optimal cost
I ∗[x(t +1), t +1] from time t +1 to the terminal time,
for all possible states x(t + 1), and that one has also
found the optimal control sequences from time t + 1
to the terminal time. The optimal cost results when the
optimal control sequence u∗(t + 1), u∗(t + 2), . . . , is
applied to the system with initial state x(t + 1). Note
that the optimal control sequence depends on x(t +1).
If one applies an arbitrary control u(t) at time t and
then uses the known optimal control sequence from
t + 1 on, the resulting cost will be:

U
[
x(t), u(t), t

] + γ I ∗[x(t + 1), t + 1
]

(12)

where x(t) is the state at time t and x(t + 1) is deter-
mined by (10). According to Bellman, the optimal cost
from time t on is equal to

I ∗[x(t), t
] = min

u(t)

(
U

[
x(t), u(t), t

]

+ γ I ∗[x(t + 1), t + 1
])

(13)

3.2 Adaptive critic designs based on ADP

A typical design of ACDs consists of three modules:
Critic, Model, and Action [10, 20], as shown in Fig. 3.
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Fig. 3 The three modules of an adaptive critic design

They are neural networks used to approximate the op-
timal cost function, the plant to be controlled, and
the optimal controller, respectively. These three parts
combined together form a “Reinforcement Learning
System” (RLS) or an ACD. In ACDs, neural networks
are designed to approximate the cost function I (·), and
to estimate the solution of Hamilton–Jacobi–Bellman
equation. Instead of a sequence of optimal controllers,
only one controller is trained to provide an approx-
imative optimal control. The critic network outputs
the function Î , which is an estimate of the function
I in (11). This is done by minimizing the following
square tracking error measure over time:

‖Eh‖ =
∑

t

Eh(t)

= 1

2

∑

t

[
Î (t) − U(t) − γ Î (t + 1)

]2 (14)

In our approach, three neural networks, named F̂ (x,u),
Î (x, k), and û(x), respectively, are used to approx-
imate the functions F(x,u), I (x, k), and u(x). The
neural networks F̂ (x,u), Î (x, k), and û(x) will be
trained whenever some observations are obtained.

3.3 Neural network based predictive control

The NN-based control strategies have been found to
be effective in controlling a wide class of nonlinear
processes in the past [21–23]. First, a brief introduc-
tion of NN-based predictive control (NNPC) is given
in the following section.

Assume that the unknown nonlinear system is ex-
pressed as the input-output form by

y(t) = g
(
y(t − 1), . . . , y(t − na),

u(t − τ − 1), . . . , u(t − τ − nb)
)

(15)

where y(t) and u(t) are the output and input of the sys-
tem, respectively, g(·) is the unknown nonlinear func-
tion to be estimated by an NN, na, and nb are the or-
ders of the system, and τ is the plant delay as an inte-
ger number. The purpose of NNPC is to select signal
u(t), such that the output of the system y(t) is made
as close as possible to be a prespecified set-point r(t).

Since an NN will be used to model the nonlin-
ear plant, the configuration of the network architecture
should be considered. A three-layer feed forward NN,
which only has one hidden layer, is used to learn the
nonlinear plant, since it has been proved that this is
sufficient to represent any nonlinear function provid-
ing enough nodes are present. The activation functions
are hyperbolic tangent for the hidden layer and linear
for the output layer.

Since the input to the NN is:

φ = [
y(t − 1), . . . , y(t − na),u(t − τ − 1), . . . ,

u(t − τ − nb)
]T (16)

the neural model for the unknown system (15) can be
expressed as

ŷ(t) =
nH∑

j=1

ωo
j · f (

nettj
) + bo (17)

nettj =
na∑

i=1

ωI
j,iy(t − i)

+
nb∑

i=1

ωI
j,i+na

u(t − τ − i) + bI
j (18)

where f (x) = 1/(1+e−x), ŷ(t) is the NN output, nettj
is the activation level of the j th nodes output function,
nH is the number of hidden nodes in the hidden layer,
ωo

j is the weight connecting the j th hidden node to

the output node and ωI
j,i the weight connecting the ith

input node to the j th hidden node, bI
j is the bias on the

j th hidden node, and bo is the bias on the output node.
The NNPC uses the output of the NN model to pre-

dict the plants dynamics to an arbitrary input from
the current time t to some future time t + k (k =
1, . . . ,Nn), Nn is the prediction horizon. Based on
(17) and (18), the k-step-ahead prediction outputs are

ŷ(t + k) =
nH∑

j=1

ωo
j · f (

netj (t + k)
) + bo (19)
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netj (t + k) =
min(k,na)∑

i=1

ωI
j,iy(t + k − i)

+
na∑

i=k+1

ωI
j,iy(t + k − i)

+
nb∑

i=1

ωI
j,i+na

u(t + k − i)

+ bI
j (20)

3.4 ADP based model-free predictive control strategy

As mentioned in the previous section, the controller
of the SPSA based model-free method [8] is a neural
network. Here, in order to adjust its control parameter
according to the input and output information obtained
at each iterative control step, the notion of ACD is in-
corporated and the original neural network controller
in the SPSA based model-free control strategy is fixed
directly as the action network in the adaptive critic
design of our newly proposed ADP based model-free
control strategy. The whole ACD structure acts as the
controller in the novel control strategy. At each con-
trol iteration, the initial control parameters (weights of
the action network) are generated by the SPSA based
model-free control rules, and then they are updated by
the rules of ACD as described above, taking into ac-
count the input and output information (obtained at
each iteration) of the system under control.

Also, in the proposed novel control strategy, the no-
tion of neural network based predictive control is in-
troduced to modify the objective function J (·) in (7).
The modified objective function, noted as J̃ (·), takes
into account the predicted system output error. By
minimizing J̃ (·), the controller can have more control
power and thus, better control effects can be antici-
pated. J̃ (·) can be written in the following form:

J̃k(θk) = E

[
(
y(θk, k + 1) − yd(k + 1)

)2

+ λ

Np∑

i=2

(
ŷ(k + i) − yd(k + i)

)2

]

(21)

where Np is the number of prediction steps, 0 < λ < 1
is a scalar number which can decide the portion of the
predictive part in the objective function, and ŷ(k + i)

can be obtained by (19).
A schematic of the proposed ADP based model-

free predictive control is given in Fig. 4.

Fig. 4 ADP based model-free predictive control scheme

Based on the above knowledge, the whole ADP
based model-free predictive control method can be
summarized in the following steps:

A01 Build up a neural network model for the nonlin-
ear system under control;

A02 Train the controller by SPSA based model-free
control method with the modified objective function
J̃ (·) in (21), and initialize the action network by the
trained values of weights;

A03 Initialize neural networks F̂ (x,u) and Î (x, k);
A04 Determine the control signal by u = û(x0, k);
A05 Run the plant to obtain x1 = F(x0, u);
A06 Train the model network F̂ by F̂ (x0, u) = x1;
A07 Adjust the critic network Î by minimizing (14);
A08 Adjust the action network û by minimizing Î ob-

tained in A07;
A09 Let x0 = x1. Repeat A05–A08 for preset times;
A10 Obtain the control signal u by the updated ac-

tion network û, feed back u and complete the control
loop.

4 Simulations

In order to test the performance of the proposed ADP
based model-free predictive control method, a tracking
problem for a typical nonlinear system is introduced
here:

y(k + 1) = y(k)y(k − 1)(y(k) − 2.5)

1 + y(k)2 + y(k − 1)2
+ u(k) (22)

The above system equation is not used for control. It
is only used to generate the system output data in the
simulation tests. The expected output is a step signal
and the utility function in the ADP based method is
defined as

U(k) = 1

2

[
y(k) − yd(k)

]2 (23)

where yd is the expected output.
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Fig. 5 Tracking result of the SPSA based model-free control
method for plant (22)

Fig. 6 Tracking result of the ADP based model-free predictive
control method for plant (22)

A multilayer neural network with one hidden layer
is used as the model network for system (22), and
its structure is fixed as N3,3,1. The Back Propagation
(BP) algorithm [24], which is a simple but quite ef-
fective way for training neural networks is used here.
Decaying gains are used in order to fulfill the require-
ments for convergence [25] and parameters are fixed
as: ak = 0.05/k0.602, ck = 0.15/k0.101 for the SPSA
based model-free control.

First, apply the original SPSA based model-free
control method [8]. The tracking result and the corre-
sponding control signal is shown in Fig. 5. Then fix the
parameter γ = 0.9, λ = 0.5, Np = 2 for the proposed
ADP based control method, and the corresponding re-
sults can be seen in Fig. 6.

Fig. 7 Tracking result of the SPSA based model-free control
method for plant (25)

Table 1 Comparison of the tracking errors

Method Tracking err.

Original SPSA based control method 0.0043

Novel ADP based control method 9.85e–08

Define the tracking error as

Err =
(

P∑

k=1

(
y(k) − yd(k)

)2

)/
P (24)

where P is the number of the running steps, and the
comparison results can be see in Table 1. From the
above comparison results, it can be seen obviously that
the ADP based control method is more effective and
has much higher tracking accuracy.

To further test the effectiveness of the newly pro-
posed control method, another tracking problem is in-
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Fig. 8 Tracking result of the ADP based model-free predictive
control method for plant (25)

troduced. The nonlinear system under control can be
expressed as

y(k + 1) = y(k)

1 + y(k)2
+ u(k) + 5u(k − 1) (25)

The given signal is a sinusoidal signal. The origi-
nal SPSA based model-free control method and the
proposed ADP based model-free predictive control
strategy are both applied to solve this control prob-
lem. A multilayer neural network with the structure
of N3,3,1 is used to model this nonlinear system (25)
and all the control parameters are fixed the same as for
system (22). The tracking results are shown in Figs. 7
and 8 respectively, from which the effectiveness of
our newly proposed ADP based control method can
be seen obviously.

5 Conclusion

In this paper, a novel ADP based model-free predictive
control method is proposed and then applied into non-

linear tracking problems. Two typical nonlinear sys-
tems are introduced for simulation tests. The given
signals are fixed as step signal and sinusoidal sig-
nal, respectively, for these two nonlinear systems un-
der control. Comparisons between the original SPSA
based control method and the newly proposed ADP
based method are made. Better control performances
and much smaller tracking errors are achieved by
the novel ADP based model-free predictive control
method, through which its effectiveness is fully illus-
trated.

In our future research work, we will focus on more
complex nonlinear tracking problems and try to find
more application areas for our proposed ADP based
model-free predictive control strategy. Also, we will
do some corresponding research regarding the algo-
rithm speed. Another open problem is one common to
many applications of function approximators: namely,
to develop guidelines for determining the optimal (at
least approximately) structure for the FA, e.g., opti-
mal number of hidden layers and nodes in a neural
network. We will also conduct some more research in
such areas.
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