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Abstract In this paper, the adaptive projective syn-
chronization of dynamical network with distributed
time delays is investigated. Network with unknown
topology and network with both unknown topology
and system parameters of node dynamics are consid-
ered respectively. Based on Lyapunov stability theory
and LaSalle’s invariance principle, the sufficient con-
ditions for achieving projective synchronization are
obtained. Numerical examples are provided to show
the effectiveness of the proposed method.

Keywords Projective synchronization · Distributed
time delays · Dynamical network

1 Introduction

In virtue of the wide applications in many fields of
complex networks, such as physics, World Wide Web,
communication networks, social networks, neural net-
works, epidemic network, traffic networks, etc., it has
draw increasing attention by researchers. Since the
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small-world property [1] and scale-free property [2]
of complex network were proposed, complex network
has been developed particular rapidly and gradually
become a newborn subject.

Synchronization as a kind of collective dynamical
behavior of complex network has been extensively in-
vestigated in various fields of engineering and sociol-
ogy [3–12]. To some extent, synchronization is a phe-
nomenon that a drive system and a response system via
coupling signals synchronize with each other. During
the last decades, many kinds of synchronization have
been proposed, such as complete synchronization [13],
generalized synchronization [14], projective synchro-
nization [15–19], etc., and many network models have
been introduced to describe the real world more real-
istic [20–23]. In [22], Zheng et al. considered projec-
tive synchronization of complex networks with time-
varying coupling delay. In [23], Li and Yang inves-
tigated the network with distributed time delay and
proposed a sufficient condition for the occurrence of
global exponential synchronization.

Due to the complexity of the real world, not all the
system parameters are well known beforehand, i.e.,
there exist some unknown or uncertain parameters,
such as the topology of network, the coupling delays
and the parameter in the individual node system. Then,
how to synchronize the networks with unknown pa-
rameters and identify the unknown parameters effec-
tively becomes important and valuable task. In [16],
Jia et al. studied generalized projective synchroniza-
tion of a class of chaotic systems with uncertain pa-
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rameters. In [24], Liu et al. studied projectively lag
synchronization of a new hyper-chaotic system with
uncertain parameters.

The complex network with distributed time delays
is usually used to describe the biological neural net-
work, which has a distribution of transmission delays
due to the presence of parallel pathways with a va-
riety of axon sizes and lengths and cannot be mod-
eled by complex networks with discrete time delays.
Motivated by the above discussions, in this paper we
consider adaptive projective synchronization of the
dynamical networks with distributed time delays and
unknown parameters. Through designing proper con-
trollers and adaptive updating laws, the projective syn-
chronization can be realized and the unknown param-
eters can be identified quickly and effectively under
several assumptions.

The rest of this paper is organized as follows. In
Sect. 2, the complex dynamical network model with
distributed delays and some preliminaries are pre-
sented. In Sect. 3, the projective synchronization of the
presented network with unknown parameters is con-
sidered. Firstly, only the topology of network is as-
sumed to be unknown, based on LaSalle’s invariance
principle [25] and Lyapunov function method [26], the
sufficient conditions for projective synchronization are
obtained by designing proper controllers and the para-
metric update laws. Secondly, both the topology of
network and the system parameter of node dynamics
are assumed to be unknown, the sufficient conditions
for projective synchronization are obtained as well. In
Sect. 4, several numerical examples are given to verify
the effectiveness of the derived result. Some conclu-
sions are drawn in Sect. 5.

Notation Throughout this paper, for symmetric ma-
trix P , the notation P > 0 (P < 0) means that the ma-
trix P is positive definite (negative definite).

2 Model and preliminaries

In this section, a general dynamical network model is
introduced and some preliminaries are presented. Con-
sider the networks with distributed time delays con-
sisting of N identical coupled nodes; the drive network
can be described by

ẋi (t) = f
(
xi(t)

)+
N∑

j=1

aijΓ

∫ τ

0
k(u)xj (t −u)du, (1)

where xi(t) = (xi1(t), xi2(t), . . . , xin(t))
T ∈ Rn,

i = 1,2, . . . ,N , denotes the state vector of the ith
node; f : Rn → Rn is a vector function and con-
tinuously differentiable; Γ = diag{γ1, γ2, . . . , γn} is
the n × n real inner-coupling matrix with γi ≥ 0
for any i = 1,2, . . . , n; τ > 0 is time delay, and
the continuous density function k : [0, τ ] → [0,+∞]
is prescribed which satisfies

∫ τ

0 k(u)du = 1. A =
(aij )N×N ∈ RN×N is the coupling matrix, in which
aij �= 0 if there is a connection from node i to j

(i �= j ); otherwise, aij = 0 (i �= j) and the diagonal el-
ements of the matrix A satisfy aii = −∑N

j=1,j �=i aij ,
i = 1,2, . . . ,N .

In order to obtain the sufficient conditions for
achieving projective synchronization, the following
lemmas are needed.

Lemma 1 (LaSalle’s invariance principle [25]) Con-
sider the general nonlinear autonomous system as fol-
lows:

ẋ = f (x),

where x ∈ Rn and f (x) : Rn → Rn is a locally Lip-
schitz mapping. Suppose that Ω ⊂ Rn is a invari-
ant compact set of the above equation, and there is
a continuously differentiable (time-independent) func-
tion V (x) : Rn → R whose orbital derivative V̇ (x) is
negative semidefinite. Let E be the union of the union
of all complete orbits contained in

{
x ∈ Rn| V̇ (x) = 0

}

and M the largest invariant set included in E. Then, it
is valid that the orbit X(t) converges asymptotically to
the set M as t approaches infinity for every X(t0) ∈ Ω .

Lemma 2 [23] Let Q be a symmetric N ×N real ma-
trix and Q > 0. Then
∫ τ

0
k(u)ẽT

j (t − u)Qẽj (t − u)du

≥
(∫ τ

0
k(u)ẽj (t − u)du

)T

×Q

(∫ τ

0
k(u)ẽj (t − u)du

)
.

Lemma 3 (Schur complement [27]) For a given sym-
metric matrix S with the form S = [Sij ], S11 ∈ Rr×r ,
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S12 ∈ Rr×(n−r), S22 ∈ R(n−r)×(n−r), it follows that
S < 0 if and only if S11 < 0, S22 − S21S

−1
11 S12 < 0 or

S22 < 0, S11 − S12S
−1
22 S21 < 0.

3 Main results

In this section, the adaptive projective synchronization
of dynamical network with distributed time delays and
unknown parameters are investigated.

Firstly, we assume that only the topology of the net-
work is unknown, i.e., the coupling matrix A = (aij )

is unknown. Then the response network is chosen
as

ẏi (t) = f
(
yi(t)

)

+
N∑

j=1

bij (t)Γ

∫ τ

0
k(u)yj (t − u)du

+ ui

(
xi(t), yi(t)

)
,

(2)

where bij (t), i = 1,2, . . . ,N , are the estimations
of aij , and ui(xi(t), yi(t)) are the adaptive con-
trollers.

Our objective here is synchronizing the response
network (2) to the drive network (1) projectively by
choosing proper controllers and parametric update
laws. The following assumption is required.

Assumption 1 It is assumed that y1(t −u), y2(t −u),

. . . , yN(t −u) are linearly independent. That is to say,
there does not exist nonzero constants mj

(j = 1,2, . . . ,N) such that

m1y1(t −u)+m2y2(t −u)+ · · · +mNyN(t −u) = 0.

Let ei(t) = yi(t) − αxi(t), then one can obtain the
following error network:

ėi (t) = ẏi (t) − αẋi(t)

= f
(
yi(t)

) +
N∑

j=1

Γ

∫ τ

0
k(u)yj (t − u)du

− αf
(
xi(t)

)

− α

N∑

j=1

aijΓ

∫ τ

0
k(u)ej (t − u)du

+ ui

(
xi(t), yi(t)

)

= f
(
yi(t)

)

+
N∑

j=1

(
bij (t) − aij

)
Γ

∫ τ

0
k(u)yj (t − u)du

+
N∑

j=1

aijΓ

∫ τ

0
k(u)ej (t − u)du − αf

(
xi(t)

)

+ ui

(
xi(t), yi(t)

)
.

Theorem 1 Suppose that Assumption 1 holds. Choose
the following controller and updating laws:

ui

(
xi(t), yi(t)

) = −di(t)ei + αf
(
xi(t)

) − f
(
yi(t)

)
,

ḋi(t) = ki‖ei‖2,

ḃij (t) = −γij e
T
i (t)Γ

∫ τ

0
k(u)yj (t − u)du,

(3)

where ki and γij , i, j = 1,2, . . . ,N , are arbitrary pos-
itive constants. Then the response system (2) and the
drive system (1) can achieve the generalized projective
synchronization and the unknown topology structure
can be identified as well.

Proof Substitute the controllers ui(xi(t), yi(t)) into
the error network

ėi (t) =
N∑

j=1

(
bij (t) − aij

)
Γ

∫ τ

0
k(u)yj (t − u)du

+
N∑

j=1

aijΓ

∫ τ

0
k(u)ej (t − u)du − diei(t).

(4)

Lyapunov function is constructed as

V (t) =
N∑

i=1

eT
i (t)ei(t) +

N∑

i=1

N∑

j=1

1

γij

(
bij (t) − aij

)2

+
n∑

j=1

∫ τ

0
k(u)

(∫ t

t−u

ẽT
j (θ)ẽj (θ) dθ

)
du

+
N∑

i=1

1

ki

(di − d∗)2,

where ẽj = (e1j , e2j , . . . , eNj )
T , d∗ is sufficiently

large positive constant which is to be determined. Ob-
viously, the Lyapunov function is non-negative. Then,
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the derivative of V (t) with respect to t along the tra-
jectories of (4) is

V̇ (t) = 2
N∑

i=1

N∑

j=1

eT
i aijΓ

∫ τ

0
k(u)ej (t − u)du

−
n∑

j=1

∫ τ

0
k(u)ẽT

j (t − u)ẽj (t − u)du

+ (1 − 2d∗)
n∑

j=1

ẽT
j ẽj

= 2
n∑

j=1

ẽT
j γjA

∫ τ

0
k(u)ẽj (t − u)du

−
n∑

j=1

∫ τ

0
k(u)ẽT

j (t − u)ẽj (t − u)du

+ (1 − 2d∗)
n∑

j=1

ẽT
j ẽj .

According to Lemma 2, and choosing Q = IN , one
can obtain

V̇ (t) ≤ 2
n∑

j=1

ẽT
j γjA

∫ τ

0
k(u)ẽj (t − u)du

−
n∑

j=1

(∫ τ

0
k(u)ẽj (t − u)du

)T

×
(∫ τ

0
k(u)ẽj (t − u)du

)

+ (1 − 2d∗)
n∑

j=1

ẽT
j ẽj

=
n∑

j=1

HT

[
(1 − 2d∗)IN γjA

γjA
T −IN

]
H,

where

H =
[

ẽj∫ τ

0 k(u)ẽj (t − u)du

]
. (5)

According to Lemma 3 and Lemma 1, it is obvious
that there exists a sufficiently large positive constant
d∗ such that V̇ (t) < 0 and the largest invariant set

is contained in set E = {ei(t) = 0, i = 1,2, . . . ,N}.
Therefore, set M could be described as

M =
{
ei = 0,

N∑

j=1

(
bij (t) − aij

)

× Γ

∫ τ

0
k(u)yj (t − u)du = 0

}
.

The trajectory asymptotically converges to the
largest invariant M . That is to say, systems (1) and
(2) are asymptotically projectively synchronous start-
ing with arbitrary initial values.

According to Assumption 1, one can also obtain
bij (t) → aij for any i, j = 1,2, . . . ,N , as t → ∞.
The largest set M can be described as M = {ei = 0,

bij (t) = aij }. The proof is completed. �

Secondly, we assume that both the topology of the
network and the system parameters of node dynamics
are unknown. Then rewrite the drive network as

ẋi (t) = Gxi(t) + g
(
xi(t)

) + D
(
xi(t)

)
Θ

+
N∑

j=1

aijΓ

∫ τ

0
k(u)xj (t − u)du, (6)

where for i = 1,2, . . . ,N , G ∈ Rn×n is coefficient ma-
trix, g : Rn → Rn is nonlinear function, D : Rn →
Rn×p; Θ ∈ Rp is the unknown system parame-
ter vector. Let D(xi(t)) = (d1(xi(t)), d

2(xi(t)), . . . ,

dp(xi(t)), where dl(x(t)) ∈ Rn×1, l = 1,2, . . . , p.
Then, the response network is chosen as

ẏi (t) = Gyi(t) + g
(
yi(t)

) + D
(
yi(t)

)
Θ̂

+
N∑

j=1

bij (t)Γ

∫ τ

0
k(u)yj (t − u)du

+ u′
i

(
xi(t), yi(t)

)
, (7)

where for i = 1,2, . . . ,N , Θ̂ and bij (t) are the esti-
mation of Θ and aij respectively, and u′

i (xi(t), yi(t))

are controllers to be designed.
Our objective here is synchronizing the response

network (7) to the drive network (6) projectively by
choosing proper controllers and parametric update
laws. The following assumption is required.

Assumption 2 Assume that d1(xi(t)), d2(xi(t)), . . . ,

dp(xi(t)), y1(t − u), y2(t − u), . . . , yN(t − u) are lin-
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early independent, i.e., there does not exist nonzero
constants mj (j = 1,2, . . . , p + N) such that

m1d
1(xi(t)

) + · · · + mP dp
(
xi(t)

) + m(P+1)y1(t − u)

+ · · · + m(p+N)yN(t − u) = 0,

i = 1,2, . . . ,N.

Theorem 2 Let ei(t) = yi(t) − αxi(t). If the con-
troller vector in (7) is designed by

u′
i

(
xi(t), yi(t)

) = −di(t)ei(t) + G
[
αxi(t) − yi(t)

]

+ [
αD

(
xi(t)

) − D
(
yi(t)

)]
Θ̂

+ αg
(
xi(t)

) − g
(
yi(t)

)
,

where i = 1,2, . . . ,N ; the updating laws of di(t) and
bij (t) are the same in (3); Θ̂ is updated according to
the following laws:

˙̂
Θ = −α

N∑

i=1

DT
(
xi(t)

)
ei(t);

then, the networks (6) and (7) can globally asymp-
totically achieve the projective synchronization. bij (t)

and Θ̂ can dynamically estimate aij and Θ respec-
tively for any i, j = 1,2, . . . ,N .

Proof The error network can be expressed as

ėi (t) = ẏi (t) − αẋi(t)

= −diei(t) +
N∑

j=1

aijΓ

∫ τ

0
k(u)ej (t − u)du

+
N∑

j=1

(
bij (t) − aij

)
Γ

∫ τ

0
k(u)yj (t − u)du

+ αD
(
xi(t)

)(
Θ̂ − Θ

)
. (8)

Choose the following Lyapunov function:

V (t) =
N∑

i=1

eT
i (t)ei(t) +

N∑

i=1

N∑

j=1

1

γij

(
bij (t) − aij

)2

+
n∑

j=1

∫ τ

0
k(u)

(∫ t

t−u

ẽT
j (θ)ẽj (θ) dθ

)
du

+
N∑

i=1

1

ki

(di − d∗)2 + ∥∥Θ̂ − Θ
∥∥2

, (9)

where ẽj and d∗ denote the same as the Lyapunov
function in the proof of Theorem 1. Similarly to the
proof of Theorem 1, we can obtain the derivative of
V (t) with respect to t along the trajectories of (8):

V̇ (t) ≤
n∑

j=1

HT

[
(1 − 2d∗)IN γjA

γjA
T −IN

]
H,

where H denotes the same as in (5). And the largest
invariant set is

M =
{

ei = 0, αD
(
xi(t)

)(
Θ̂ − Θ

)

+
N∑

j=1

(
bij (t) − aij

)

× Γ

∫ τ

0
k(u)yj (t − u)du = 0

}

.

According to Lemma 3 and Lemma 1, systems (6)
and (7) are globally asymptotically generalized projec-
tive synchronous. Under Assumption 2, we can obtain
bij (t) → aij for any i, j = 1,2, . . . ,N and Θ̂ → Θ ,
as t → ∞. The proof is completed. �

4 Numerical examples

In this section, two numerical examples are provided
to verify the effectiveness of the derived results. Con-
sider a complex network with distributed time delays
consisting of N identical nodes in Lü chaotic sys-
tem [28], which can be described by

⎧
⎨

⎩

ẋ1 = a(x2 − x1),

ẋ2 = −x1x3 + cx2,

ẋ3 = x1x2 − bx3.

Example 1 Consider the drive network consisting of 5
nodes, which can be described by

ẋi (t) = f
(
xi(t)

) +
5∑

j=1

aijΓ

∫ τ

0
k(u)xj (t − u)du,
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Fig. 1 (a) Synchronization errors ei , (b) identification of network topology structure

where a = 36, b = 3, c = 20. Then the controlled re-
sponse network is

ẏi (t) = f
(
yi(t)

) +
5∑

j=1

bij (t)Γ

∫ τ

0
k(u)yj (t − u)du

+ ui

(
xi(t), yi(t)

)
,

ui

(
xi(t), yi(t)

) = −di(t)ei + αf
(
xi(t)

) − f
(
yi(t)

)
,

ḋi(t) = ki‖ei‖2,

ḃij (t) = −γij e
T
i Γ

∫ τ

0
k(u)yj (t − u)du.

For simplicity, we choose Γ = diag(1,1,1), k(u) =
u
2 and τ = 2. And the unknown coupling matrix A is
assumed to be

A =

⎡

⎢⎢⎢⎢
⎣

−4 1 0 1 2
1 −4 3 0 0
0 3 −5 0 2
1 0 0 −1 0
2 0 2 0 −4

⎤

⎥⎥⎥⎥
⎦

.

In the numerical simulation, we choose scaling fac-
tor α = −3, ki = 1 and γij = 1 for i, j = 1,2, . . . ,5.
The initial values bij (0) = 0.2 and di(0) = 0.5 for
all i, j = 1,2, . . . ,5. Figure 1(a) shows the synchro-
nization errors ei(t) = yi(t) − αxi(t) (1 ≤ i ≤ 5) and
Fig. 1(b) shows the identification of network topology
structure.

Example 2 Rewrite the drive network consisting of
5 nodes in the form (6), and we have

ẋi (t) = g
(
xi(t)

) + D
(
xi(t)

)
Θ

+
5∑

j=1

aijΓ

∫ τ

0
k(u)xj (t − u)du,

where g(xi(t)) = (0,−xi1(t)xi3(t), xi1(t)xi2(t))
T ,

D
(
xi(t)

) =
⎡

⎣
xi2(t) − xi1(t) 0 0

0 0 xi2(t)

0 −xi3(t) 0

⎤

⎦ .

Θ = (a, b, c)T is unknown system parameter vector to
be estimated. Then, the corresponding controlled re-
sponse network is

ẏi (t) = g
(
yi(t)

) + D
(
yi(t)

)
Θ̂(t) + u′

i

(
xi(t), yi(t)

)

+
N∑

j=1

bij (t)Γ

∫ τ

0
k(u)yj (t − u)du,

u′
i (xi, yi) = αg

(
xi(t)

) − g
(
yi(t)

)

+ [
αD

(
xi(t)

) − D
(
yi(t)

)]
Θ̂ − diei(t),

ḋi(t) = ki‖ei‖2,

ḃij (t) = −γij e
T
i Γ

∫ τ

0
k(u)yj (t − u)du,

˙̂
Θ(t) = −α

N∑

i=1

DT
(
xi(t)

)
ei(t).
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Fig. 2 (a) Synchronization errors ei , (b) identification of network topology structure

Fig. 3 Identification of system parameters Θ̂ = (Θ1,Θ2,Θ3)
T

For simplicity, we choose Γ = diag(1,1,1), k(u) =
u
2 and τ = 2. The unknown system parameter vector
is assumed to be Θ = (36,3,20)T and the unknown
coupling matrix A is assumed to be

A =

⎡

⎢⎢⎢⎢
⎣

−4 1 0 1 2
1 −4 3 0 0
0 3 −5 0 2
1 0 0 −1 0
2 0 2 0 −4

⎤

⎥⎥⎥⎥
⎦

.

In the numerical simulation, we choose scaling fac-
tor α = 5, ki = 1 and γij = 1 for i, j = 1,2, . . . ,5.
The initial values Θ̂(0) = (30,2,25)T , bij (0) = 2 and
di(0) = 0.5 for all i, j = 1,2, . . . ,5. Figure 2(a) shows

the synchronization errors and Fig. 2(b) shows the
identification of network topology structure. Figure 3
shows the identification of the unknown system pa-
rameters Θ .

5 Conclusions

In this paper, adaptive projective synchronization of
dynamical networks with distributed time delays and
unknown parameters has been investigated. Base on
the Lyapunov stability theory and LaSalle’s invariance
principle, the sufficient conditions for projective syn-
chronization between a drive network and a response
network have been obtained. Meanwhile, the unknown
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network topology structure and system parameters can
be identified effectively. Two typical numerical simu-
lations are given to verify the theoretical analysis.
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