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Abstract In this paper, a solution procedure for a
class of optimal control problems involving distrib-
uted parameter systems described by a generalized,
fractional-order heat equation is presented. The first
step in the proposed procedure is to represent the origi-
nal fractional distributed parameter model as an equiv-
alent system of fractional-order ordinary differential
equations. In the second step, the necessity for solv-
ing fractional Euler–Lagrange equations is avoided
completely by suitable transformation of the obtained
model to a classical, although infinite-dimensional,
state-space form. It is shown, however, that relatively
small number of state variables are sufficient for ac-
curate computations. The main feature of the pro-
posed approach is that results of the classical opti-
mal control theory can be used directly. In particular,
the well-known “linear-quadratic” (LQR) and “Bang-
Bang” regulators can be designed. The proposed pro-
cedure is illustrated by a numerical example.
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1 Introduction

Fractional calculus (FC) is a generalization of clas-
sical calculus that allows differentiation and integra-
tion to an arbitrary real (or even complex) order. In
recent years, FC is emerging as a useful tool in mod-
eling of a variety of physical phenomena. Fractional-
order models are appearing in variational formulation
of dissipative systems [1], in elasticity theory [2, 3],
in particle physics, in the analysis of diffusive and
electrical phenomena [4], but also in biomedical en-
gineering [5] and in many other areas. In fact, it may
be stated that the FC is presently being used in al-
most every field of science and engineering. The main
advantage of fractional-order models in comparison
to classical, integer-order ones is in the accommo-
dation of hereditary and historical effects. These ef-
fects are common to many physical processes, yet they
are simply neglected by the classical theory. In addi-
tion, fractional-order models can be seen as a super-
set of integer-order ones. They exhibit richer behav-
ior in both time and complex domains. Fundamental
solutions of fractional-order systems are expressed by
means of a variety of special functions and their trans-
fer functions are typically non-rational mappings of
the Laplace variable s.

It is well known that fractional operators appear
in analysis of several types of distributed parame-
ter problems. These include long lines, heat trans-
fer and diffusive processes in general. In fact, half-
derivatives are reported to emerge during investiga-
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tion of heat conduction both theoretically and empir-
ically [4]. In recent years several generalizations of
classical heat equation have been proposed that in-
corporate integro-differential operators of fractional
order. A well-known generalization was proposed in
[6, 7] by Mainardy and addressed by numerous other
authors, including Agrawal [8]. A similar equation
was studied by Metzler and his co-workers [9, 10].
Recently, a diffusion-wave equation with two frac-
tional terms was addressed by Atanacković, Pilipović
and Zorica [11]. However, although control of classi-
cal heat transfer is a well-studied area [12–14], there
is little work addressing control of fractional heat
processes reported in literature, one of the exceptions
being [15]. In particular, to the authors’ best knowl-
edge there is no reported research addressing optimal
control of generalized, fractional-order heat diffusion
processes.

Even in the lumped parameters setting, where the
models are given by ordinary differential equations,
the optimal control of fractional-order systems has
been solved only recently. The main contributions
were given by Agrawal [16, 17] and recently by
Atanacković and co-workers [18]. The exact solution
of such problems entails solving the Euler–Lagrange
equations with both left and right fractional derivatives
included [19, 20]. This is a difficult task. A number of
numerical procedures for solving the fractional opti-
mal control problems have been proposed. A direct
numerical procedure was proposed by Agrawal and
Baleanu in [21], and a central difference scheme was
addressed by Baleanu and co-workers in [22]. A novel
procedure for numerical computation of the response
of fractional-order systems was proposed by Agrawal
in [23]. Recently Atanacković and Stanković proposed
a method to represent a fractional derivative by means
of a superposition of an infinite number of auxiliary
variables each of which is the solution of an initial-
value problem [24]. They used this method to solve
a variety of ordinary fractional differential equations
(FODE). Jeličić and N. Petrovački [25] used this ap-
proach in solving fractional optimal control problems
of lumped parameter systems. The main advantage of
this procedure is the use of the well-known classical
optimal control theory in solving fractional control
problems.

This paper addresses optimal control of a class of
distributed parameter systems described by a general-
ized, fractional-order heat equation. The proposed so-
lution consists of four distinct steps. In the first step,

the original fractional-order partial differential equa-
tion (FPDE) is decomposed into an infinite set of ordi-
nary differential equations of fractional order (FODE).
The method used for decomposition is a generaliza-
tion of the procedure developed by D. Petrovački for
integer-order heat equation [26, 27]. By means of the
above decomposition, the original distributed para-
meter system can be seen as a set of mutually cou-
pled lumped parameter systems. The second step of
the proposed procedure is to avoid the necessity of
solving fractional Euler–Lagrange equation by rep-
resentation of each fractional-order lumped parame-
ter system as an infinite set of classical first-order
systems by means of the decomposition proposed by
Atanacković and Stanković and later used by Jeličić
and N. Petrovački. After the second step, the original
FPDE is reduced without approximations to an infinite
order classical state-space model. In the third step, the
obtained model is truncated and only a finite number
of state variables are retained. Such a model can be
controlled by classical methods [28, 29], including the
well-known LQR approach [30], which are utilized in
the fourth step. The presented procedure is illustrated
by a numerical example. It is shown that the number
of state variables relevant for computation of optimal
control strategy is relatively small. Therefore, it is pos-
sible to work with approximate models of relatively
small order.

2 Preliminaries on fractional calculus

Fractional calculus (FC) is a remarkably old topic. Its
origins can be traced back to the end of 17th cen-
tury, to the famous correspondence between Marquise
de L’Hospital and G.W. Leibnitz in 1695. However, it
was not until recent decades that FC was found to be
a valuable tool in many applied disciplines. The first
text devoted solely to fractional calculus is the book
by Oldham and Spanier [31] published in 1974. Since
then, numerous texts emerged. The primary references
used within this paper are the book by Podlubny [32]
and the recent one by Kilbas et al. [33].

Several definitions of fractional operators appear in
literature. In the current paper the so-called Riemann–
Liouville approach is adopted. The left Riemann–
Liouville fractional integral of order α ≥ 0 (with re-
spect to t) is defined as

0I
α
t y = 1

�(α)

∫ t

0
y(τ)(t − τ)α−1 dτ, (1)
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where y(t) is a scalar or a vector signal and �(α) is
the Euler’s gamma function

�(α) =
∫ ∞

0
να−1e−ν dν. (2)

For integer values of integration order α the left
Riemann–Liouville fractional integral is equivalent to
the classical n-fold integral. In fact, in such a case,
(1) reduces to the well-known Cauchy formula

0I
n
t y =

∫ t

0

∫ t1

0
· · ·

∫ tn−1

0
y(tn) dtn · · · dt2 dt1

= 1

(n − 1)!
∫ t

0
y(τ)(t − τ)n−1 dτ. (3)

The left Riemann–Liouville fractional derivative of or-
der α ≥ 0 is defined as

0D
α
t y = dn

dtn
0I

n−α
t y, (4)

where n is the smallest integer larger than α (n − 1 <

α ≤ n) and d/dt denotes the classical derivative. It can
be shown that for broad class of functions and for inte-
ger values of α the fractional derivative coincides with
the classical one. Within this paper, α ∈ (0,1) is of the
primary interest. For such values of α the definition (4)
becomes

0D
α
t y = 1

�(1 − α)

d

dt

∫ t

0

y(τ)

(t − τ)α
dτ. (5)

In variational problems involving fractional-order
operators, including optimal control problems, right
fractional operators appear as well. In particular, nec-
essary optimality conditions (Euler–Lagrange equa-
tions) of fractional optimal control problems contain
both left and right fractional derivatives. Such equa-
tions are hard to solve. The need to solve these equa-
tions is avoided in the present work by suitable de-
composition of fractional derivatives. For more infor-
mation regarding right fractional operators and frac-
tional Euler–Lagrange equations, the reader is referred
to [16–18, 25].

In order to make notations more compact, partial
fractional derivatives with respect to time will be de-
noted by ∂α/∂tα and by ∂/∂t in a special case of the
first derivative. In a similar fashion, partial and total
derivatives with respect to the space coordinate x will
be denoted by ∂/∂x and d/dx, respectively.

3 Problem formulation

Consider a process governed by the partial fractional
differential equation

∂Q(x, t)

∂t
+

M∑
m=0

γm

∂αmQ(x, t)

∂tαm

= D
∂2Q(x, t)

∂x2
+ g(x, t), (6)

where the time variable is denoted by t ≥ 0 and the
space variable by x ∈ [0,L]. Assuming that (6) de-
scribes one-dimensional heat diffusion process within
a bounded domain, a solid body, for example Q(x, t),
can be interpreted as the temperature distribution
within the body, g(x, t) is the heat generated inside
the body and D > 0 is the thermal diffusivity of the
body. The fractional dynamics is defined by a number
of additional parameters, αm ∈ (0,1) and γm ∈ R with
m ∈ {0, . . . ,M}. For γm = 0, (6) reduces to the clas-
sical heat equation. The process is also subject to a
set of inhomogeneous boundary (BC) and initial (IC)
conditions:

Q(0, t) = c0(t), Q(L, t) = c1(t), (7)

Q(x,0) = Q0(x), (8)

where c0(t) and c1(t) are temperatures at the bound-
aries of the considered body, and Q0(x) is the initial
temperature distribution. The Dirichlet-type boundary
conditions (7) are used without loss of generality. The
presented procedure is applicable regardless of the ac-
tual form of the BC, and the results obtained in a more
general case are presented later (see Sect. 4.3).

Equation (6) can be seen as a generalization of the
fractional diffusion-wave equation addressed in [18],
since it allows multiple terms of fractional order to ap-
pear on the left side. However, in order to keep the ini-
tial conditions in the form (8), the highest derivative is
constrained to be of the first order.

A common assumption [26, 27] is that the process
can be affected through its boundaries, by manipula-
tion of the c0(t) and c1(t) functions appearing in the
boundary conditions (7). Another way to manipulate
the process is through g(x, t). Let us denote by u(t)

the selected control variable. By means of the proce-
dure introduced in the sequel of this paper, numerous
optimal control problems involving generalized heat
equation can be treated. The following ones are ad-
dressed here:
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• Optimal control of the temperature within the target
cross section, with respect to the quadratic optimal-
ity criterium: Find the optimal control strategy u(t)

that steers the temperature in the given cross section
x = xt ∈ [0,L] of the body to zero. The equations
of the process are (6) and the optimality criterium is

J1 = 1

2
Ψ Q2(xt , T )

+ 1

2

∫ T

0

[
Q2(xt , t) + βu2(t)

]
dt, (9)

where T is the final instant of time under consider-
ation and β > 0 and Ψ > 0 are design parameters.

• “Bang-Bang” control of the temperature within the
target cross section: Find the optimal control strat-
egy u(t) that steers the temperature in the given
cross section x = xt ∈ [0,L] of the body to zero.
The equations of the process are the same as before,
i.e. (6); however, the optimality criterium is

J2 = 1

2
Ψ Q2(xt , T )

+
∫ T

0

[
1

2
Q2(xt , t) + βu(t)

]
dt, (10)

with T , Ψ and β the same as before, but with the
additional constraint on the control variable, umin ≤
u(t) ≤ umax for all t ∈ [0, T ]. Notice that the opti-
mality criterium is linear with respect to the control
variable.

4 The solution procedure

4.1 Step 1: Reduction to a set of lumped parameter
systems

As in the case of the classical heat equation [26], the
solution will be sought in the form

Q(x, t) = QBC(x, t) +
∞∑

k=0

ak(t)ϕk(x), (11)

where QBC(x, t) is a function satisfying the inhomo-
geneous boundary conditions, ϕk(x) are the eigen-
functions and ak(t) are the coefficients of the eigen-
function expansion of Q(x, t)−QBC(x, t). In the par-

ticular case of Dirichlet boundary conditions (7), a
possible choice of QBC(x, t) is

QBC(x, t) = L − x

L
c0(t) + x

L
c1(t). (12)

The eigenfunctions are solutions to the homogeneous
boundary-value problem

d2ϕk(x)

dx2
+ λ2

kϕk(x) = 0, (13)

ϕk(0) = 0, ϕk(L) = 0. (14)

For other types of boundary conditions (7), the differ-
ential equation (13) remains the same, but the bound-
ary conditions (14) change. However, irrelevant of the
form of the boundary conditions, the boundary-value
problem (13), (14) is solvable only for a countable set
of eigenvalues λk . For the Dirichlet boundary condi-
tions (7) these values are

λk = kπ

L
(15)

and eigenfunctions themselves are

ϕk(x) = sin(λkx). (16)

An important property of the eigenfunctions is their
mutual orthogonality:

∫ L

0
ϕk(x)ϕn(x) dx =

{
0, k �= n,

Φn, k = n.
(17)

In the case of the Dirichlet BC, it is easy to show that
Φn = L/2.

The coefficients of the eigenfunction expansion,
ak(t), can be found by multiplying both sides of the
generalized heat equation (6) by ϕn(x), and then inte-
grating with respect to x from 0 to L. Due to (11) and
(12), it is straightforward that

∂αQ(x, t)

∂tα
= L − x

L
0D

α
t c0(t) + x

L
0D

α
t c1(t)

+
∞∑

k=0

0D
α
t ak(t)ϕk(x) (18)

for α ∈ (0,1]. Consequently, by exploiting the orthog-
onality of the eigenfunctions, it can be verified that
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∫ L

0

∂αQ(x, t)

∂tα
ϕn(x) dx

= Pn

L
0D

α
t c0(t) + Kn

L
0D

α
t c1(t) + 0D

α
t an(t)Φn,

(19)

where Pn = ∫ L

0 (L − x)ϕn(x) dx and Kn =∫ L

0 xϕn(x) dx. Similarly,

∂2Q(x, t)

∂x2
=

∞∑
k=0

ak(t)
d2ϕk(x)

dx2
(20)

and consequently, due to (13) and (17),

∫ L

0

∂2Q(x, t)

∂x2
ϕn(x) dx = −λ2

nΦnan(t). (21)

Denote by gn(t) the coefficients of the eigenfunction
expansion of g(x, t):

gn(t) =
∫ L

0
g(x, t)ϕn(x) dx. (22)

Expressions (19), (21) and (22), combined with (6)
and (11), lead to the following set of ordinary differ-
ential equations of fractional order:

d

dt
an(t) +

M∑
m=1

γm0D
αm
t an + λ2

nDan(t)

= 1

Φn

gn(t) − Pn

ΦnL
v0(t) − Kn

ΦnL
v1(t) (23)

where the auxiliary control variables are defined as

v0(t) = d

dt
c0(t) +

M∑
m=1

γn 0D
αm
t c0, (24)

v1(t) = d

dt
c1(t) +

M∑
m=1

γn 0D
αm
t c1. (25)

The respective initial conditions accompanying differ-
ential equations (23), (24) and (25) are

an(0) = 1

Φn

qn − Pn

ΦnL
c0(0) − Kn

ΦnL
c1(0), (26)

c0(0) = Q0(0), (27)

c1(0) = Q0(L), (28)

with qn being the coefficients of the eigenvalue expan-
sion of the initial temperature distribution Q0(x),

qn =
∫ L

0
Q0(x)ϕn(x) dx. (29)

By means of the procedure introduced in this sub-
section, the initial distributed parameter model de-
scribed by a single partial differential equation of frac-
tional order (6) is rewritten using an infinite number
of ordinary differential equations of fractional order
(23), (24) and (25). However, the two representations
are completely equivalent.

4.2 Step 2: Reduction to a classical, infinite order
system

In order to avoid difficulties encountered when solving
optimal control problems involving fractional-order
models, each of the fractional differential equations
(23), (24) and (25) will be transformed into a sys-
tem of infinitely many ordinary differential equations
of the first order. To do so, let us first introduce a de-
composition method recently proposed in [24] and uti-
lized in [25]. The Atanacković–Stanković decompo-
sition (ASD) states that fractional derivative of order
α ∈ (0,1) of an arbitrary signal y(t) can be computed
as

0D
α
t y = y(t)

tα
A(α) +

∞∑
i=2

B(α, i)
Ṽi(t)

t i−1+α
(30)

where

A(α) = 1

�(1 − α)
− 1

�(1 − α)�(α − 2)

×
∞∑

p=2

�(p − 1 + α)

(p − 1)! , (31)

B(α, i) = 1

�(1 − α)�(α − 2)

�(i − 1 + α)

(i − 1)! , (32)

and weighted moments Ṽi(t) are defined by

Ṽi (t) = −(i − 1)

∫ t

0
τ i−2y(τ) dτ. (33)

By applying the above decomposition to an(t),
c0(t) and c1(t), it is readily obtained that
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d

dt
an(t) = −an(t)

M∑
m=1

γm

[ A(αm)

tαm
+ λ2

nD
]

−
∞∑
i=2

Ṽn, i(t)

M∑
m=1

γm

B(αm, i)

t i−1+αm

+ 1

Φn

gn(t) − Pn

ΦnL
v0(t) − Kn

ΦnL
v1(t),

(34)

d

dt
c0(t) = −c0(t)

M∑
m=1

γm

A(αm)

tαm

−
∞∑
i=2

Ũ0,i

M∑
m=1

γm

B(αm, i)

t i−1+αm
+ v0(t), (35)

d

dt
c1(t) = −c1(t)

M∑
m=1

γm

A(αm)

tαm

−
∞∑
i=2

Ũ1,i

M∑
m=1

γm

B(αm, i)

t i−1+αm
+ v1(t), (36)

with Ṽn,i , Ũ0,i and Ũ1,i being the weighted moments
of the an(t), c0(t) and c1(t), respectively. As a direct
consequence of (33), these variables are solutions to
the initial value problems

d

dt
Ṽn,i(t) = −(i − 1)t i−2an(t), Ṽn,i(0) = 0, (37)

d

dt
Ũ0,i (t) = −(i − 1)t i−2c0(t), Ũ0,i (0) = 0, (38)

d

dt
Ũ1,i (t) = −(i − 1)t i−2c1(t), Ũ0,i (0) = 0. (39)

By the procedure introduced in this and the pre-
vious subsection, the original fractional-order distrib-
uted parameter model (6) has been reduced, with
no approximations, to the classical state-space model
(34), (35), (36), (37), (38), (39). These equations play
central role in our further study of optimal control
strategies. The obtained model is, as expected, infinite-
dimensional.

4.3 A note regarding a more general class
of boundary conditions

As mentioned earlier, most of the discussion presented
in the current paper relates to distributed parame-
ter models accompanied by boundary conditions of

Dirichlet type. The case of the more general boundary
conditions is briefly discussed next.

A list of commonly used boundary conditions is
given in [26]. All of these can be written as

b00Q(0, t) + b01
∂Q(0, t)

∂t
= c0(t), (40)

b10Q(L, t) + b11
∂Q(L, t)

∂t
= c1(t) (41)

with constants b00, b01, b10 and b11 satisfying

b00L
2 − 2b01L �= 0, (42)

b10L
2 + 2b11L �= 0. (43)

In such a case, one may choose

QBC(x, t) = k0c0(t)(L − x)2 + k1c1(t)x
2, (44)

with k0 = (b00L
2 − 2b01L)−1 and k1 = (b10L

2 +
2b11L)−1.

Eigenfunctions and eigenvalues are chosen to sat-
isfy (13), together with boundary conditions

b00ϕ(0) + b01 + dϕ(0)

dx
= 0, (45)

b10ϕ(L) + b11 + dϕ(L)

dx
= 0. (46)

The orthogonality of the eigenfunctions (17) still
holds. By reapplying the procedure described in the
previous two sections, one obtains

d

dt
an(t) +

M∑
m=1

γm 0D
αm
t an + λ2

nDan(t)

= 1

Φn

gn(t) − P̃nk0

ΦnL
v0(t) − K̃nk1

ΦnL
v1(t)

+ 2k0In

Φn

Dc0(t) + 2k1In

Φn

Dc1(t), (47)

with auxiliary control variables defined as before in
(35), (36), P̃n = ∫ L

0 (L − x)2ϕn(x)dx, K̃n =∫ L

0 x2ϕn(x)dx and In = ∫ L

0 ϕn(x)dx. The initial con-
ditions associated with (47) are

an(0) = 1

Φn

qn − P̃nk0

ΦnL
c0(0) − K̃nk1

ΦnL
c1(0). (48)
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After application of the Atanacković–Stanković for-
mula, (47) becomes

d

dt
an(t) = −an(t)

M∑
m=1

γm

[ A(αm)

tαm
+ λ2

nD
]

−
∞∑
i=2

Ṽn, i(t)

M∑
m=1

γm

B(αm, i)

t i−1+αm
+ 1

Φn

gn(t)

− K̃nk1

ΦnL
v1(t) − K̃nk1

ΦnL
v1(t)

+ 2k0In

Φn

Dc0(t) + 2k1In

Φn

Dc1(t), (49)

with Ṽn,i (t) satisfying (37), as before.
As in the case of the Dirichlet boundary condi-

tions, the original fractional-order distributed parame-
ter model has been reduced to classical state-space
representation, although with infinite number of state
variables. The structure of the obtained model is al-
most identical as in the case of the Dirichlet BCs. It
is therefore clear that control strategies investigated
in the sequel are applicable even in this more general
case.

4.4 Step 3: Approximations

In order to make the problem computationally trac-
table, it is necessary to truncate both the Atanacković–
Stanković expansion (30), (31) and the number of
terms in (11). Consequently, the original distributed
parameter system is approximated using only a finite
number of expansion functions an and weighted mo-
ments Ṽn,i and Ũj,i .

Without loss of generality, it is assumed in the se-
quel that no heat is generated inside the body and that
the process is influenced through the initial boundary
x = 0, while the temperature at the other boundary
x = L is fixed at zero, Q(L, t) = 0. In other words,
g(x, t) = 0 and c1(t) = 0, and consequently gn(t) = 0
and v1(t) = 0. The control variable is u(t) = v0(t).

In the approximate setting, (11) is replaced by

Q(x, t) = QBC(x, t) +
N1∑
k=0

ak(t)ϕk(x)

= L − x

L
c0(t) +

N1∑
k=0

ak(t)ϕk(x). (50)

The approximate Atanacković–Stanković formula is

0D
α
t y ≈

y(t)

tα
AN2(α) +

N2∑
i=2

B(α, i)
Ṽi(t)

t i−1+α
, (51)

AN2(α) = 1

�(1 − α)

− 1

�(1 − α)�(α − 2)

N2∑
p=2

�(p − 1 + α)

(p − 1)! .

(52)

The formula is reported to give good approximations
even for small values of N2 [24, 25].

After approximations, (34) reduces to

d

dt
an(t) = −an(t)

M∑
m=1

γm

[ AN2(αm)

tαm
+ λ2

nD
]

−
N2∑
i=2

Ṽn, i(t)

M∑
m=1

γm

B(αm, i)

t i−1+αm

− Pn

ΦnL
v0(t). (53)

Denote by an the column-vector [an Ṽn,2 · · · Ṽn,N2 ]T
(T in the right superscript denotes matrix transpo-
sition). The vector an consists, therefore, of an and
all the related weighted moments Ũn,i . For a fixed
n ∈ [0,N1], differential equations (53) and corre-
sponding equations (37) can be compactly written in a
matrix form

d

dt
an(t) = An(t)an(t) + Bn(t)u(t), (54)

with the initial condition

an(0) = [
an(0) 0 . . . 0

]T
. (55)

Similarly, let c0 = [c0 Ũ0,2 · · · Ũ0,N2]T . After ap-
proximations, (35) becomes

d

dt
c0(t) = −c0(t)

M∑
m=1

γm

AN2(αm)

tαm

−
N1∑
i=2

Ũ0,i

M∑
m=1

γm

B(αm, i)

t i−1+αm
+ v0(t), (56)
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or, combined with (38), in a matrix form

d

dt
c0(t) = Ac(t)c0(t) + Bc(t)u(t), (57)

with the initial condition

c0(0) = [
Q0(0) 0 . . . 0

]T
. (58)

Values of the particular entries of matrices Ac, Bc ,
An and Bn can readily be obtained from (53), (37),
(56) and (38). The complete finite-order approximate
model is obtained by combining (54) for all n ∈
[0,N1] and (57). Denote the complete state-vector by
a = [cT

0 aT
0 · · · aT

N1
]T . The approximate model can

be written as

d

dt
a(t) = A(t)a(t) + B(t)u(t), (59)

with

A(t) =

⎡
⎢⎢⎢⎣

Ac(t) 0 · · · 0
0 A0(t) · · · 0
...

...
. . .

...

0 0 · · · AN1(t)

⎤
⎥⎥⎥⎦ ,

(60)

B(t) =

⎡
⎢⎢⎢⎣

Bc(t)

B0(t)
...

BN1(t)

⎤
⎥⎥⎥⎦ .

Equation (50) can also be written in a more compact,
matrix form

Q(x, t) = C(x)a(t) (61)

with the output matrix C(x) defined as

C(x) =
[

L − x

L
0 . . . 0 ϕ0(x) 0 . . . ϕN1(x) 0 . . . 0

]
.

(62)

The initial conditions are

a(0) = [
c0(0) a0(0) . . . aN1(0)

]T
. (63)

It is interesting to investigate the dimension of the
obtained system. Each of the An and Ac matrices is a
square N2 × N2 matrix. There are N1 + 2 such matri-
ces in the block diagonal matrix A (60). Therefore, the
dimension of the approximate system is (N1 + 2)N2.

Note that in the case of the Dirichlet boundary con-
ditions, ϕ0(x) = 0 for all x and therefore a0 does not
influence the solution. In such a case, the dimension-
ality can be reduced by N2. If v1 would also be con-
sidered as control variable, the dimensionality of the
system would have to be increased by N2. In this case
the B matrix would have an additional column and C
vector—N2 additional entries. By introducing several
(say N3) gn as additional control variables, the dimen-
sion of the system would remain the same, but the B
matrix would have N3 additional columns.

4.5 Step 4: Optimal control of the approximate model

Both of the optimal control problems defined in
Sect. 3, with the optimality criteria given by (9) and
(10), can now be approximated by the following clas-
sical optimal control problem: Find an admissible con-
trol law u(t) that minimizes

J = ψ
(
Q(xt , T )

) +
∫ T

0
L

(
Q(xt , t), u(t)

)
dt (64)

subject to (59), (63) and

Q(xt , t) = C(xt )a(t). (65)

The solution to the problem will be sought by means of
the Hamiltonian formalism [28, 30]. In the considered
case, the Hamiltonian function is

H
(
a(t),p(t), u(t)

) = L
(
C(xt )a(t), u(t)

)

+ pT (t)
[
A(t)a(t)

+ B(t)u(t)
]
, (66)

with p(t) being the generalized impulses. The optimal
control strategy, u∗(t), is found as the admissible con-
trol vector that minimizes the Hamiltonian function

H
(
a(t),p(t), u∗(t)

)
= min

u(t) is admissible
H

(
a(t),p(t), u(t)

)
. (67)

The optimal trajectory, a∗(t), satisfies the canonical
equation

d

dt
a(t) = ∂

∂p(t)
H

(
a(t),p(t), u∗(t)

)∣∣
u(t)=u∗(t)

= A(t)a(t) + B(t)u∗(t), (68)
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while the generalized impulses are governed by

d

dt
p(t) = − ∂

∂a(t)
H

(
a(t),p(t), u∗(t)

)∣∣
u(t)=u∗(t)

= − ∂

∂a(t)
L

(
C(xt )a(t), u(t)

)∣∣
u(t)=u∗(t)

− AT (t)p, (69)

accompanied by the natural boundary condition

p(T ) = ∂

∂a(T )
ψ

(
Q(xt , T )

)
. (70)

• Optimal control of the temperature within the target
cross section, with respect to the quadratic optimal-
ity criterium. In this particular case, the optimality
criterium is defined by (9), the Hamiltonian (66) re-
duces to

H = 1

2
aT (t)CT (xt )C(xt )a(t) + β

2
u2(t)

+ pT (t)
[
A(t)a(t) + B(t)u(t)

]
(71)

and

ψ
(
Q(xt , t)

) = 1

2
Ψ aT (T )CT (xt )C(xt )a(T ). (72)

No additional constraints have been imposed on the
control action, therefore all control strategies are ad-
missible. This is in fact the well-known LQR prob-
lem. The optimal control is given by

u∗(t) = − 1

β
BT (t)L(t)a(t), (73)

with L(t) being the symmetric matrix satisfying the
Riccati equation

d

dt
L(t) = −L(t)A(t) − 1

β
AT (t)L(t)

+ L(t)B(t)BT (t)L(t)

− CT (xt )C(xt ) (74)

and the terminal condition

L(T ) = Ψ CT (xt )C(xt ). (75)

• “Bang-Bang” control of the temperature within the
target cross section. The Hamiltonian function (66)

is in this case

H = 1

2
aT (t)CT (xt )C(xt )a(t)βu(t)

+ pT (t)
[
A(t)a(t) + B(t)u(t)

]
, (76)

which is linear in u(t). However, there are con-
straints on the control variable, and (67) implies that
the optimal control is given by

u∗(t) =

⎧⎪⎪⎨
⎪⎪⎩

umin,
∂

∂u(t)
H > 0,

any admissible u, ∂
∂u(t)

H = 0,

umax,
∂

∂u(t)
H < 0.

(77)

Since

∂

∂u(t)
H = β + pT (t)B(t), (78)

the optimal control value is in each time instant de-
termined by the values of the generalized impulses.
The canonical equation (69) becomes

d

dt
p(t) = −CT (xt )C(xt )a(t) − AT (t)p (79)

with the natural boundary condition (70) reduced to

p(T ) = Ψ CT (xt )C(xt )a(T ). (80)

Contrary to previously discussed LQR problem, cal-
culations of the “Bang-Bang” control strategy in-
volve solving two-point boundary-value problem,
which is far more complex.

5 A numerical example

Consider a process governed by

∂Q(x, t)

∂t
+ ∂0.5Q(x, t)

∂t0.5
= ∂2Q(x, t)

∂x2
, (81)

with x ∈ [0,1] (L = 1). The number of fractional
terms on the left-hand side is 1 (M = 1) , with γ1 = 1
and α1 = 0.5. The thermal diffusivity of the body is
assumed to be D = 1. The objective is to control the
temperature of a target cross section xt . The process is
subject to boundary conditions of the Dirichlet type

Q(0, t) = c0(t), Q(1, t) = 0 (82)
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and initial conditions

Q0(x) =
3∑

n=0

1

n2
sin

(
nπ

L
x

)
. (83)

After Step 1 of the procedure proposed in this pa-
per, (81) is reduced to a system of fractional differen-
tial equations

d

dt
an(t) + 0D

0.5
t an + λ2

nan(t)

= − Pn

ΦnL
u(t), n ∈ N, (84)

d

dt
c0(t) + 0D

0.5
t c0 = u(t), (85)

with λn = nπ , Φn = 1/2 and

Pn =
∫ 1

0
(1 − x) sin(nπx)dx = 1

nπ
. (86)

Note that (84) and (86) imply that the impact of the
control variable on the nth harmonic an(t) decreases
with n. Lower order harmonics are, in general, more
influenced by the control variable than the higher order
ones.

In open-loop simulations, the number of terms in
Atanacković–Stanković decomposition needed to ac-
curately calculate the responses may be up to 20. So-
lutions to FODE (84) with n = 1, u(t) = 0 and ini-
tial condition a1(0) = 1 obtained with different N2 are
presented in Fig. 1. The results are compared to the so-
lution obtained by series expansion in the Laplace do-
main proposed in [11]. The results suggest that N2 =
20 or even more are needed. However, when calcu-
lating optimal control strategy, a significantly smaller
number of terms are sufficient. In particular, when
LQR is computed, only marginal differences are ob-
tained when using ASD with 5, 7 and 10 terms. A de-
tail with the maximal discrepancy of the temperature
in the target cross section xt = 0.4 controlled by LQR
calculated for different N2 is presented in Fig. 2. The
results were obtained with N1 = 5, Ψ = 0 and β =
0.001. The ordinate axis shows percentage of the peak
value. The maximal discrepancy when using N2 = 7
and N2 = 10 is less than 1 percent. It therefore seems
that N2 = 7 provides a good trade-off between com-
putational accuracy and load. This conclusion is in ac-
cordance with [24, 25].

Fig. 1 Approximate responses of (84) for n = 1 to the per-
turbed initial condition a1(0) = 1 obtained with different values
of N2. The results are compared to the solution obtained by the
series expansion in the Laplace domain proposed in [11]

Fig. 2 A detail of the closed-loop response obtained with dif-
ferent values of N2. LQR was used for regulation. The ordinate
axis is normalized so that it shows percentage of the peak re-
sponse instead of true values. The discrepancy in other parts of
responses is even smaller

A detail of LQR controlled target cross section tem-
perature calculated with different number of harmon-
ics included (N1) is presented in Fig. 3. Other simula-
tion parameters are the same as before, with N2 = 10.
Percentages of the peak value are shown in the ab-
scissa. Provided that higher-order spatial harmonics
are not highly excited by the initial conditions, their
influence on the overall solution is weak, since they
are only mildly excited by the control variable. This is
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Fig. 3 A detail of the closed-loop response obtained with dif-
ferent values of N1 with LQR regulation. The ordinate axis is
normalized so that it shows percentage of the peak response in-
stead of true values. The discrepancy of the simulation results is
smaller in the parts of the responses not shown in the figure

Fig. 4 Temperature at the initial cross section (c0) and first
few harmonics (ai ) of the LQR closed-loop (solid line) and
open-loop (dashed line) responses. The time variable (t ) is rep-
resented on the abscissa axis

further illustrated in Fig. 4. It is seen that control vari-
able mostly affects the first term of the target tempera-
ture, the one proportional to the boundary temperature.
The first, second and third harmonics are excited by
the initial condition, but with decreasing magnitude,
which is a consequence of (83). They are also mildly
influenced by the control variable. The fourth and fifth
harmonics are influenced only by the control variable,
yet their magnitude is comparatively small. This ex-
plains why often only a few harmonics are sufficient

Fig. 5 The closed-loop responses of the temperature within the
target cross section xt = 0.4 obtained for different values of the
β parameter in the criterium (9). In all cases, Ψ = 0, N1 = 5 and
N2 = 7 were used

Fig. 6 The optimal control signal with respect to criterium (9)
calculated with different values of the β parameter. In all cases,
Ψ = 0, N1 = 5 and N2 = 7 were used

when calculating temperature distribution and optimal
control.

Closed-loop responses of the target cross section
xt = 0.4 calculated for different values of the β pa-
rameter in criterium (9) are presented in Fig. 5. Re-
spective optimal control signals are presented in Fig. 6.
All results were obtained with N1 = 5, N2 = 7 and
Ψ = 0. By decreasing the β parameter, the penalty (9)
imposed on large control signals lowers. As a result,
for small values of β the response is quicker, but the
control signal is larger. In particular, both initial value
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Fig. 7 A detail of the closed-loop response obtained with the
“Bang-Bang” control strategy for different values of umax. The
responses were obtained with β = 0.001, Ψ = 1000 and final
time instant T = 0.3

of the control signal and control overshoot strongly de-
pend on β .

Temperature within the target cross section xt =
0.5 when using the “Bang-Bang” control strategy is
presented in Fig. 7. The control signal was subjected
to be less than umax in magnitude, |u(t)| ≤ umax. Dif-
ferent curves in Fig. 7 correspond to different choices
of umax. Clearly, by weakening the constraints on con-
trol variable, the response becomes quicker. The con-
trol variable for umax = 0.1 is shown in Fig. 8. Initial
condition (83) was assumed. A single switch of the
control signal is noticeable. Numerous numerical sim-
ulations conducted by the authors testify that even in
the “Bang-Bang” case, N1 = 5 and N2 = 7 are suf-
ficient for accurate calculations of optimal control in
most cases.

6 Conclusions

A solution procedure for a class of optimal control
problems involving distributed parameter systems de-
scribed by generalized, fractional-order heat equation
was presented and investigated in the present work.
The procedure consists in reduction of distributed pa-
rameter fractional-order system to an integer order,
lumped parameter system. More formally, the ini-
tial model given by fractional-order partial differential
equation (FPDE) is transformed to a system of first-
order ordinary differential equations (ODE). Optimal

Fig. 8 Control signal obtained with the “Bang-Bang” con-
trol strategy for umax = 0.1. The parameters were β = 0.001,
Ψ = 106 and final time instant T = 0.3

control strategies are then designed with respect to the
transformed model.

It is quite important that the transformation from
FPDE to ODE be exact, with no approximations
involved. The obtained model is however infinite-
dimensional and model reduction is needed prior to
control design. Nevertheless, the proposed transfor-
mation is efficient, in the sense that the approximate
models of relatively small degree can be obtained with
no significant loss of accuracy.

The primary feature of the proposed solution proce-
dure is that the necessity of solving fractional Euler–
Lagrange equations is avoided completely. In fact, the
solution is found by means of techniques well known
in classical optimal control theory. As a consequence,
the so-called “linear–quadratic” regulator, or LQR,
can be constructed. LQR solution is computationally
easy to obtain—it involves integrating two separate
Cauchy-type problems instead of a single two-point
boundary-value problem. On the other hand, the opti-
mal control is given in state-feedback form, which is
of considerable practical interest. Other optimal con-
trol problems can be solved as well. As an example,
the “Bang-Bang” control was investigated in some de-
tail.

Several directions for further research can be iden-
tified. First, a more general class of models can be
considered, non-linear models and models involv-
ing distributed-order fractional operators in particular.
Also, more difficult optimal control problems can be
considered. It is interesting to note that even varia-
tional problems with variable upper time limit, such
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are minimum time problem and tracking problem, can
be dealt with (at least approximately) by means of the
proposed procedure. To the authors’ best knowledge,
no exact necessary conditions have been formulated
for these problems when the model to be controlled is
of fractional order.
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31. Oldham, K.B., Spanier, J.: The Fractional Calculus. Acad-
emic Press, San Diego (1974)

32. Podlubny, I.: Fractional Differential Equations. Academic
Press, San Diego (1999)

33. Kilbas, A.A., Srivastava, H.M., Trujillo, J.J.: Theory and
Applications of Fractional Differential Equations. Elsevier,
Amsterdam (2006)


	Optimal control of a class of fractional heat diffusion systems
	Abstract
	Introduction
	Preliminaries on fractional calculus
	Problem formulation
	The solution procedure
	Step 1: Reduction to a set of lumped parameter systems
	Step 2: Reduction to a classical, infinite order system
	A note regarding a more general class of boundary conditions
	Step 3: Approximations
	Step 4: Optimal control of the approximate model

	A numerical example
	Conclusions
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


