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Abstract Anomalies are patterns in data that do not
conform to a well-defined notion of normal behavior.
One-class Support Vector Machines calculate a hyper-
plane in the feature space to distinguish anomalies, but
the false positive rate is always high and parameter se-
lection is a key issue. So, we propose a novel one-class
framework for detecting anomalies, which takes the
advantages of both boundary movement strategy and
the effectiveness of evaluation algorithm on parame-
ters optimization. First, we search the parameters by
using a particle swarm optimization algorithm. Each
particle suggests a group of parameters, the area un-
der receiver operating characteristic curve is chosen as
the fitness of the object function. Second, we improve
the original decision function with a boundary move-
ment. After the threshold has been adjusted, the final
detection function will bring about a high detection
rate with a lower false positive rate. Experimental re-
sults on UCI data sets show that the proposed method
can achieve better performance than other one class
learning schemes.
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1 Introduction

Anomaly detection refers to the problem of finding
patterns in data that do not conform to expected behav-
ior. These nonconforming patterns are often referred to
as anomalies, outliers, discordant observations, excep-
tions, aberrations, surprises, peculiarities, or contam-
inants in different application domains. With the de-
velopment of information technology, vast quantities
of data are captured and stored. The capacity, dimen-
sions, and complexity of database have grown rapidly,
but usually the real data set could not be used directly
for data mining due to ignorance, human errors, round-
ing errors, transcription factor, instrument malfunc-
tion, and biases. Anomaly detection is used to find the
objects that do not comply with the general behavior
of the data and then lead to potentially useful infor-
mation. Anomalies can be translated to significant or
critical actionable information. Anomaly detection can
be applied to many fields, such as credit card fraud de-
tection, security systems, medical diagnosis, network
intrusion detection, and information recovery [1, 2].

One-class classification based anomaly detection
techniques assume that all training instances have only
one-class label. Such techniques learn a discriminative
boundary around the normal instances using a one-
class classification algorithm. Any test instance that
does not fall within the learned boundary is declared
as anomalies. Support Vector Machines (SVMs) have
been applied to anomaly detection in the one-class set-
ting, e.g., one-class SVMs [3, 4]. A variant of the basic
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technique [5, 6] finds the smallest hypersphere in the
kernel space, which contains all training instances, and
then determines which side of that hypersphere a test
instance lies. If a test instance lies outside the hyper-
sphere, it is declared to be anomalous. Many SVM-
based techniques have been proposed for anomaly de-
tection in musical signal data [7], fault diagnosis in
machinery [8], novelty detection in power generation
plants [9], seizure analysis from intracranial electroen-
cephalogram [10], and intrusion detection [11–13].

In practice, availability of labeled data for training
and validation of models used by anomaly detection
techniques is a major issue, there are only few labeled
anomalies in the data sets. The unsupervised SVMs
are promising in detecting new anomalies, however,
they usually gain high detection rate but also high
false positive rate, also. With regard to the applica-
tions sensitive to the false positives, keeping the re-
sultant false positive rate (FPR) under a maximal user
tolerance is usually a concern. In addition, proper pa-
rameters are important to the learning results and gen-
eralization ability of the classifier. Our research aims
to achieve a true positive rate (TPR) with a low FPR,
so we propose a novel method which utilizes tactics of
parameter selection and boundary movement. A new
one-class framework for anomaly detection was pro-
vided based on an One Class SVM (OCSVM). The
parameters selection was considered as a compound
optimization problem in this study. In our research,
the area under the Receiver Operating Characteris-
tics (ROC) curve [14] was chosen as evaluating met-
ric of parameters selection. The area under the ROC
curve (AUC) actually describes the probability that a
randomly chosen positive example is correctly ranked
with greater suspicion than a randomly chosen nega-
tive example [15] is. After the objective function of
optimization problem had been set, an PSO algorithm
was utilized to search the global ideal SVM parame-
ters. Corresponding to the optimal AUC, the thresh-
old of decision function was adjusted and the detection
model would bring about the best combination of TPR
and FPR was obtained. To the best of our knowledge,
we are the first to carry out anomaly detection combin-
ing One-Class SVMs and PSO techniques, which aims
to provide a robust and effective method to detection
anomalies. The implemented software was evaluated
on benchmark experiments, results showed its effec-
tiveness.

2 One class support vector machine

Support Vector Machine is a new method to deal
with the highly nonlinear classification and regres-
sion problems, which is based on statistic learning
theory [16]. Scholkopf et al. [4] used the max mar-
gin theory of SVM to calculate the hyperplane which
distinguished anomalies from others. The hyperplane
has maximal margin to the origin and a pre-specified
fraction of the training examples are laid beyond it.
Training examples that lay under the hyperplane are
detected as anomalies. OCSVM was proposed for esti-
mating the support of a data distribution instead of the
full density. As shown in Fig. 1, an OCSVM calculates
a hyperplane in the feature space so that a prespecified
fraction of the training example will lie beyond that
hyperplane, while the hyperplane has maximal margin
to the origin [17]. Given l samples, we solve the fol-
lowing quadratic problem [4]:

min
1

2
‖w‖2 + 1

ν�

∑
ξi − ρ,

s.t. w · φ(xi) ≥ ρ − ξi,

ξi ≥ 0, i = 1, . . . , l.

(1)

Since nonzero slack variables ξi are penalized in
the objective function, if w and ρ solve this problem,
then the decision function will be positive for most ex-
amples xi contained in the training set, while the regu-
larization term ‖w‖ will still be small. Here, ν ∈ (0,1]
is a parameter controlling this actual tradeoff. The dual

Fig. 1 One-Class SVM constructs an N -dimensional hyper-
plane that optimally separating the data into two categories
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problem is

min
1

2

∑
αiαjK(xi, xj ),

s.t. 0 ≤ αi ≤ 1/(ν�),
∑

αi = 1,

(2)

where α is the Lagrangian parameter, the point xi with
the corresponding αi > 0 is called a support vector
(SV), K is the positive definite kernel function satisfy-
ing K(xi, xj ) = φ(xi)

T φ(xj ). After deriving the dual
problem, the decision function can be shown to have a
SV explanation:

f (x) = sgn

(∑
αiK(xi, x) − ρ

)
. (3)

The offset ρ can be recovered by exploiting that for
any αi which is not at the upper or lower bound, the
corresponding pattern xi satisfies

ρ = (
w · φ(xi)

) =
∑

αjk(xj , xi). (4)

When we apply OCSVM algorithm to anomaly de-
tection applications, training examples whose decision
outputs are greater than zero are considered as normal,
while the others are detected as anomalies. From (3),
the decision outcome is affected by the support vectors
and the parameter ρ. Using a Gaussian RBF Kernel,
which is commonly used for classification problems,
the prediction function of OCSVM becomes

f (x) = sgn

(∑
αi exp

(
−‖ xi − x ‖2

2γ 2

)
− ρ

)
, (5)

where γ is the kernel width parameter of a Gaussian
RBF kernel.

From (1) and (5), the parameters of ν and kernel
width γ are key issues for the final decision func-
tion. Proper parameters are important to the learning
results and generalization ability. Although OCSVMs
are promising techniques in detecting anomalies, they
usually have high detection rate but high false positive
rate, also. Our research aims to find a method to keep
high detection rate while lowering the false positive
rate, so we adopt two tactics for this problem. First,
we choose PSO to select parameters. One particle rep-
resents two important parameters: ν and γ . The object
of the fitness function is the AUC. Second, we apply
a boundary movement strategy on standard OCSVM.

The offset ρ depicts the location of the hyperplane, so
a subjective movement on this variable can improve
the accuracy of the classifier. The amount of move-
ment is calculated following the parameter selection
process, as it will lead to a higher performance. The
class decision boundary becomes

f (x) = sgn

(∑
αi exp

(
−‖ xi − x ‖2

2γ 2

)
− ρ + 	ρ

)
.

(6)

The variable 	ρ represents the threshold which
corresponds to the optimized detection performance.
In this study, the parameters of the detection model
are optimized by PSO algorithm. The final decision
function will achieve better performance.

3 Method

To achieve the best detection model, we will take
the following steps. First, the training examples are
trained using an OCSVM classifier to calculate the
AUC. Second, PSO algorithm with perturbations will
not halt updating the particles’ velocities and posi-
tions until the stop criterion is satisfied. In this step,
the AUC is used as the fitness function values for up-
dating the particles, and the optimized parameters are
achieved. Finally, after adjusting the offset to make a
boundary movement of (6), we obtain the ideal deci-
sion function with high TPR and lower FPR.

3.1 One-class classifier and ROC analysis

OCSVM is an unsupervised learning algorithm, which
utilizes the hyperplane in feature space to classify the
training examples. In anomaly detection applications,
the decision function is usually trained on unsuper-
vised examples. Accuracy is not a sufficient metric,
because the classifiers can obtain higher predictive ac-
curacies without considering the anomaly class. This
apparent good performance can be identified as mean-
ingless. Also, the costs of misclassifications are com-
monly not equal. For example, high accuracy is oc-
casionally unmeaningful such as fraud detection and
medical diagnosis. So we choose ROC analysis to bal-
ance TPR and FPR.

The ROC curve has been introduced by the signal
processing community for evaluating the capability of
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a human operator to distinguish informative radar sig-
nal from noise [18]. ROC curve is a two-dimensional
measure of classification performance, and it can be
understood as a plot of the probability of classifying
correctly the positive examples versus the rate of in-
correctly classifying true negative examples. In this
sense, one can interpret this curve as a comparison
of the classifier across the entire range of class dis-
tributions and error costs. The best possible classifier
would yield a point in the upper left corner or coordi-
nate (0,1) of the ROC curve, representing all true pos-
itives are found and no false positives are appeared. In
practical applications of anomaly detection, it was ex-
pected that the TPR is as high as possible while the
FPR is as low as possible. The most frequently used
performance measure extracted for the ROC curve is
the value of the area under the curve (AUC) [19, 20],
which is a reasonable performance statistic for classi-
fier assuming no knowledge of the true ratio of mis-
classification costs.

Gaussian kernel is used in our algorithm, the selec-
tion of parameters (ν, γ ) is indeed an optimal search-
ing process. Each particle indicates a group of SVM
parameters, and the AUC is used as the fitness func-
tion of PSO. To calculate the AUC, a tow-phase tech-
nique based on OCSVM was adopted. All unsuper-
vised training examples are used to determine the
training model, then the predict outputs on the su-
pervised training examples are calculated to calculate
AUC. This strategy is corresponding to real applica-
tions, where large number of unlabeled samples and
small number of labeled samples are exist. This is sim-
ilar to a semi-supervised recognition or detection task,
which aims to define a boundary of normalcy [1, 21].
AUC is used to evaluate objective function of PSO, the
following steps show how to calculate the AUC.

Step 1: initialize the OCSVM model, load the train-
ing examples including both the unsupervised and su-
pervised patterns.

Step 2: determine the origin decision function
f (x) (3), the unsupervised patterns are trained using
an OCSVM, which lead to a density estimation of the
data.

Step 3: utilize f (x) to predict the outputs of the
supervised training examples. In this step, the pre-
dictions are stored for further operation. Because the
ROC analysis technique needs generated scores from
a classifier rather than just a class label [20], we select
the distance between a point and the hyperplane as the
predicting score.

Step 4: calculate the AUC of OCSVM. In this step,
we use the algorithm described in [20], which calcu-
late the AUC from the classification scores and origi-
nal target labels.

3.2 Model selection

Kennedy and Eberhart proposed the PSO method in
1996 [22], which was derived from the simulation of
the birds in finding foods. It is one kind of global
search algorithm, which searches for the optimal value
by sharing historical an d social information among
the particles. This algorithm has many merits such as
fast convergence rate, simple concept and so on. PSO
techniques had been applied for solving model selec-
tion problems of SVM [23–25], where each group of
SVM parameters was trained as a particle.

The fitness function of PSO is used to evaluate
the proposed solution to a given problem. PSO re-
gards each individual in the swarm as a particle, which
is a candidate solution. This particle can fly in a
D-dimensional search space at a certain velocity, and
the velocity of a particle is regulated by the flight ex-
periences of the particle itself and those of others. PSO
is initialized with a group of random particles and then
search for optimal fitness by updating generations. The
particles iteratively evaluate the fitness of the candi-
date solutions and remember the location where they
had their best success. During iterations, each particle
is updated by the following two values, the best fitness
it has achieved so far which is called localbest and the
best fitness the whole swarm has achieved which is
called globalbest. Each particle makes this informa-
tion available to their neighbors. They are also able to
see where their neighbors have had success. The par-
ticle updates its velocity and positions with following
formulas:

νik+1 = c0νik + c1τ1(localbestik − xik)

+ c2τ2(globalbestk − xik), (7)

xik+1 = xik + νik+1, (8)

where c0 is an inertial weight which denotes the in-
fluence of the previous velocity of a particle upon its
current velocity. c1 and c2 are acceleration constants,
τ1 and τ2 are the random numbers between [0,1].
νik is the velocity of i-th particle in iteration k, and
xik is the position, which represent the parameters of
(ν, γ ). The optimized parameters of OCSVM are then
used to train the detection model.
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3.3 Anomaly detection algorithm

Combining OCSVM and ROC analysis, the pro-
posed method includes a series of different procedures
(Fig. 2). The detailed procedures are described as fol-
lows:

Step 1: system initialization. Set the particle num-
bers 25, inertial weight c0, acceleration constants c1

and c2, iteration numbers 100.
Step 2: update the positions, begin loop operations.
Step 2.1: calculate the fitness of all particles. In this

step, we need to calculate new velocity by (7) and new
position by (8). Then map the positions of particle into
SVM parameters (ν,γ ), and update parameters of the
OCSVM. We train the one-class model to calculate
AUC, which is used as the fitness value f (xik+1) of
PSO.

Step 2.2: update particle historical best position
localbestik . Compare the current fitness of each parti-
cle with its own historical best position localbestik . If

Fig. 2 The detailed procedure of proposed method. To con-
struct and validate the one-class model, the training data set is
separated into two parts

its own historical best position localbestik is smaller,
then it is replaced by the current fitness.

Step 2.3: update swarm historical best position
globalbestk . Compare the best current position of
all particles with the historical best position of the
whole swarm globalbestk . If the historical best po-
sition globalbestk is smaller, replace it with the best
current position of all particles.

Step 2.4: judge if the exit condition is satisfactory.
If AUC is larger than the critical value, exit loop op-
erations. This critical value is set high enough to gain
optimized parameters. Otherwise, return to step 2.1.

Step 3: adjust the offset corresponding to the best
fitness and best positions. Calculate the best AUC and
the largest TPR

√
1 − FPR. Find the critical output and

adjust the offset of decision function.
Step 4: construct the detection model. Map the po-

sitions into parameters and construct the final detect
model.

Step 5: make predictions on the test patterns.

4 Experiments

4.1 Data sets

We validated our method on five different data sets
from the UCI Repository for machine learning. These
data sets belong to conventional classification prob-
lems with multiple classes. In order to make them suit-
able for anomaly detection applications, the data sets
were converted to binary class problems. We selected
one of the classes to depict the anomalies, while the
remaining classes were gathered together to form the
normal class. This is similar to the procedure used by
Cao et al. [26] and Oliveira et al. [27]. Table 1 lists
the data sets, along with some fitting statistics, such as
the number of positive and negative examples, their ra-
tios. Because the information about the UCI data sets

Table 1 Description of four data sets for anomaly detection ex-
periments

Data set Training samples Test samples

Normal Anomalies Normal Anomalies

Hypothyroid 1820/480 60 1181 231

Letter 10236/2547 124 6483 610

Sick 1854/480 46 1210 185

Soybean 334/82 15 176 76
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is public, we do not report it here. The names of the
anomaly class are “Sick,” “Positive,” “H,” “Brown-
spot.” In our method, the training data set is sepa-
rated into two parts, one is for constructing a one-class
model, the other is for validating the model.

4.2 Results and discussion

We compared our method with four other anomaly
detection methods, K-NN (K-Nearest Neighbor) [28],
K-Means [29], SOM (Self-Organizing Map) [30], and
PCA (Principal Component Analysis) [31]. We used
a 10-fold cross validation strategy to estimate the op-
timizing parameters of the other four one-class clas-
sifiers. These methods were compared using ROC

curves and respective AUCs; all ROC curves were
constructed using the test data sets. For the experi-
ments, RapidMiner was used [32].

Figure 3 depicts the ROC curves obtained by our
method and other techniques. For these data sets, the
performance of our method is satisfactory and stable.
For the Hypothyroid data set, PCA and SOM obtain
similar results, their ROC curves show better perfor-
mance than that of K-means, while KNN obtains a
second-best ROC curve. For the Letter data set, KNN,
SOM and our method showed better performance than
PCA and K-means. For the Sick data set, PCA and
our method show preferable results, while the other
methods obtain similar results. For the Soybean data
set, the ROC curves interlace with each other, so it

Fig. 3 ROC curves for different data sets. Five methods are compared: K-means, SOM, KNN, PCA, and our method, which are
described using different colored lines
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Table 2 Comparisons of area under ROC curves

AUC KNN K-means SOM PCA Our-method

Hypothyroid 0.924 0.861 0.881 0.898 0.949

Letter 0.865 0.788 0.879 0.811 0.889

Sick 0.843 0.852 0.895 0.923 0.952

Soybean 0.889 0.909 0.852 0.869 0.925

is difficult to evaluate the performance only according
to the observation. We have also calculated the AUCs
for the ROC curves to compare the results (Table 2).
Note there is a remarkable improvement in the detec-
tion performance. The average AUC of our method is
0.929, which is the highest among these five methods.
The average AUCs of KNN, K-means, SOM and PCA
are 0.88, 0.853, 0.877, 0.875 respectively.

For our method, it can be inferred that the anom-
alies can be effectively detected by the optimizing
classifier, which is constructed using parameter selec-
tion and boundary movement strategies. The results
suggest that our method improves the robustness of the
overall decision. While the other methods show dif-
ferent performances on different data sets. The KNN
technique works well on the Hypothyroid data set,
while shows difficulty on the Sick data set. The other
three techniques have the similar characteristic; they
achieve better or worse results on different data sets.
Results indicate that the proposed framework can find
the optimized parameters of OCSVM, and the final de-
cision function modified by a boundary movement can
improve the performance. Moreover, our method is ro-
bust to detect anomalies in different data sets, as means
it is more data independent.

It is important to mention that we have also vali-
dated our method on data sets using other classes as
the anomaly class. The results were similar to those
reported in this section. One limitation of our method
is that we assume there exist some labeled anomalies
in training data sets, these anomalies are used to calcu-
late the AUCs, while in some applications, the labeled
anomalies are expensive to acquire, or even nonentity.
We aim to detect anomalies when the data sets contain
many labeled normal patterns and a small number of
labeled anomalies. Not withstanding its limitation, this
study does suggest the proposed method can improve
the performance of classical OCSVM. Results confirm
that our methods can achieve a more robust detection
performance than other data description techniques.

5 Conclusion

Anomaly detection is an important area of data min-
ing. Based only on examples of a normal profile, one-
class classification techniques are able to induce a
classifier that is capable of detecting anomalies. In
this study, a novel detection framework was proposed
which combined the idea of unsupervised learning
method and the supervised strategy. Instead of calcu-
lating the accuracy, ROC analysis was utilized to eval-
uate the detection performance. AUC was selected as
the fitness of each particle, PSO algorithm was ex-
ecuted for global optimal parameters of SVM. Best
combination of TPR with FPR was achieved after ad-
justing the offset of the detection function, a boundary
movement approach could help to improve the perfor-
mance. The effectiveness of our method for anomaly
detection was demonstrated on four benchmark data
sets, results showed satisfactory performance.
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