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Abstract
The increasing magnitude of monetary and life losses caused by urban floods worldwide 
has sparked a deeper interest among researchers in comprehending these phenomena. 
Accurate modeling and forecasting of floods play a pivotal role in developing effective 
strategies for flood damage mitigation and management, thereby reducing associated haz-
ards. A critical concern in this endeavor is optimizing the trade-off between computation 
time and accuracy when simulating real-time flood events. This paper aims to establish 
the superiority of the sub-grid approach in achieving accurate simulation results of real-
time flood events within minimal computational time. By conducting simulations of one 
experimental test and two real-world flood events using the HEC-RAS flow simulation 
model, we demonstrate that the sub-grid approach significantly reduces computation time 
by approximately 90% while faithfully capturing the dynamics of urban flood. In contrast, 
the non-sub-grid approach often over-predicts flow dynamics in urban areas and fails to 
effectively trace building footprints, resulting in unrealistic flow patterns and under or 
overstating the hazard maps. In a nutshell, the sub-grid hydraulic modeling approach en-
ables better hazard analysis and mapping. The outcomes of this research provide valuable 
guidance to modelers and authorities, suggesting the adoption of the sub-grid approach for 
accurate and reliable real-time urban flood modeling, inundation forecasting, and hazard 
zoning in the context of urban flood hazard analysis.

Keywords  Urban flood · Urban flood modeling · Sub-grid approach · Hazard analysis · 
Flood risk · Hazard map
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1  Introduction

Among all the natural disasters, floods are the most hazardous ones - in terms of sever-
ity imposed, life and economic losses incurred, and damages caused. According to global 
statistics, financial losses incurred due to urban floods surmount those due to other natural 
disasters such as earthquakes, drought, wildfires, etc. (EM-DAT | The International Disas-
ters Database, 2023). Though human interventions cannot completely prevent the occur-
rence of urban floods, the severity caused and the damages incurred can be significantly 
reduced through the proper implementation of disaster and flood risk management measures 
(structural and non-structural). Structural measures involve but are not limited to (i) con-
struction of tidal barriers, embankments, levees, etc., (ii) widening and restoration of water 
bodies and estuaries, (iii) providing evacuation shelters, etc., while non-structural measures 
comprise (i) development of codes and practices concerning land use, construction, urban-
ization, and industrialization, (ii) flood forecasting and emergency action planning, (iii) 
flood inundation and hazard mapping, etc. (UNDRR 2009). Among these, flood inundation, 
hazard, and risk mapping are the first and foremost flood management measures (Mohanty 
et al. 2020). In order to generate these maps, urban flooding can be simulated using different 
numerical models and software packages available.

The available hydraulic models for flood simulations can be classified into one-dimen-
sional (1D) (Brett and Sanders 2001; Glaister 1988; Testa et al. 2007a), two-dimensional 
(2D) (Beffa and Connell 2001; HEC-RAS River Analysis System Hydraulic Reference Man-
ual, 2016), and three-dimensional (3D) models (Li et al. 2006). Among these, 3D models, 
which numerically solve the Navier-Stokes equations, are the most accurate. Neverthe-
less, they are computationally very intensive for simulating a large-scale urban flood. On 
the other hand, the computationally efficient 1D models may not accurately simulate the 
flow over the flood plains since they solve the Saint-Venant equation only along the river 
flow direction. Loss of accuracy in using 1D models is due to the fact that the flood plains 
in urban areas have complex connectivity and flow patterns due to the presence of sev-
eral smaller terrain features such as buildings, streets, highways, etc. On the contrary, 2D 
models based on the solution of the depth-averaged shallow water equations can predict 
floods by bridging the trade-off in accuracy between 1D and 3D models. The 2D models are 
recommended for accurate and realistic representation and generation of urban flood flow 
dynamics (Shustikova et al. 2019). Numerous software packages (commercial and open-
source) that use 2D mathematical models are currently available for urban flood modeling 
– MIKE (https://www.mikepoweredbydhi.com), HEC-RAS (https://www.hec.usace.army.
mil/software/hec-ras/documentation.aspx), FLO-2D (https://flo-2d.com/), Flood Modeller 
(formerly known as ISIS, https://www.floodmodeller.com/), Itzï (Courty et al. 2017), LIS-
FLOOD (Bates and De Roo 2000), and Tuflow (https://www.tuflow.com/) are a few to list. 
However, the major challenges in adopting the above-cited models are their requirement 
for reliable and accurate high-resolution urban terrain data and accurate representation of 
the same in the model setup. The high-resolution Digital Elevation Models (DEM) are, 
therefore, an essential component for full 2D simulations of urban flood events (Mignot et 
al. 2019; Mignot and Dewals 2022; Muhadi et al. 2020; Muthusamy et al. 2021; Neal et al. 
2009). A coarser DEM may overpredict flood extents while underpredicting the flow depths 
over the urban floodplains (Muthusamy et al. 2021). Advancements in technology to capture 
highly accurate topographical details of an urban setting have increased the availability of 
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high-resolution DEMs to the research community. However, the use of such DEMs adds up 
the required simulation time due to the requirement of representing the small topographi-
cal features, such as buildings, roads, etc., in urban flood modeling. Thus, the usage of 
2D models demands computational cost optimization, especially in the case of urban flood 
modeling and real-time forecasting frameworks. The urban flood modelers have been try-
ing to minimize the overall computational time without sacrificing much accuracy. This has 
necessitated the development of both software (e.g., model algorithms) and hardware (e.g., 
multi-core processing) acceleration techniques.

The most commonly adopted methods to reduce computational time are parallelization, 
machine learning (ML), simplified hydraulic model approach, and the use of either adaptive 
or sub-grid mesh techniques. The parallelization technique uses Graphical Processing Units 
(GPU) for performing simulations through parallel computation steps incorporating mul-
tiple processors at a time. This method enables the modelers to use high-resolution DEMs 
with finer topographic data of larger areas of consideration without much expense of compu-
tational time (Fernández-Pato and García-Navarro 2021; Neal et al. 2010; Xing et al. 2019). 
However, the GPU-based flood models are not so popular among practicing engineers and 
disaster management authorities due to their inherent model complexity and requirements 
of hardware with high-end configuration. The ML approach utilizes algorithms such as Arti-
ficial Neural Networks (ANN), K-nearest neighbor, etc., coupled with existing hydraulic 
models to increase the computational speed of the hybrid ML models (Hosseiny et al. 2020; 
Hou et al. 2021; Kwon and Kim 2021; Yan et al. 2021). The ML approach is relatively new 
but requires a large number of site-specific observed events. The quality of observed data 
and ML algorithms determine the accuracy of flood prediction. However, many cities, espe-
cially in developing countries, do not have a fair amount of observed data, and this limits the 
application of the ML approach. In the case of the simplified hydraulic model approach, the 
local and convective or only convective acceleration terms are dropped out from the shallow 
water equations to obtain diffusive or local-inertial models (Bates et al. 2010; Kuiry et al. 
2010; Prestininzi 2008; Sridharan et al. 2020). Although the simplified models improve the 
computation time significantly than full 2D models, they fail to produce detailed informa-
tion, such as flow velocities, which are needed to prepare the flood hazard maps.

The technique of using adaptive mesh relies on a space-time-variable mesh that varies 
as a function of flow evolution (Berger and Colella 1989; Hu et al. 2018). The sub-grid 
mesh approach, on the other hand, enables the modelers to use a coarser computational 
grid over a high-resolution DEM. The use of a coarser grid reduces the required simulation 
time, while the high-resolution DEM captures the minute topographical details of urban 
areas, which are highly significant for capturing urban flow dynamics within a city (Chen 
et al. 2012; Guinot and Soares-Frazão 2006; Haltas, Elçi, et al., 2016; Haltas, Tayfur, et al., 
2016; McMillan and Brasington 2007; Sanders et al. 2008). The sub-grid approach has been 
adopted by many researchers and is incorporated in a few available software packages such 
as HEC-RAS, LISFLOOD-FP, Cellular Automata (CA) based models, etc. Among these, 
HEC-RAS is one of the most widely used freely downloadable models owing to its superi-
ority in capturing the spatial distribution of flow characteristics as well as the user-friendly 
Graphical User Interface (GUI) (Nkeki et al. 2022; Shustikova et al. 2019). Also, HEC-RAS 
allows the user to adapt between diffusive wave and full dynamic 2D models. Besides, the 
incorporation of the Geographic Information System (GIS) component (i.e., the RAS map-
per) provides a convenient and efficient platform for better management, modification, and 
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visualization of terrain data, flow area geometry as well as simulation results. For all the 
above reasons, HEC-RAS has become highly popular among flood modelers.

However, a detailed study investigating the use of the sub-grid approach in HEC-RAS full 
2D for modeling flooding in urbanized floodplains remains unexplored. The authors have 
observed that the sub-grid approach has the potential to drastically simplify the representa-
tion of typical urban features such as buildings, streets, drains, canals, etc., without resort-
ing to different methods to consider, for example, buildings (Schubert and Sanders 2012). 
Though sub-grids describe urban topographical features in higher resolution, the numerical 
computations go on the coarse grids utilizing pre-processed relationships between stage 
and volume and stage and face area. Therefore, computational efficiency and accuracy are 
achieved simultaneously. The simulated results can be useful for real-time flood forecasting, 
especially for emergency action planning and hazard analysis, by avoiding time-consuming 
high-resolution simulation. Therefore, in this study, we make an attempt to establish the 
adaptability and suitability of the sub-grid-based urban flood modeling approach available 
within HEC-RAS through one experimental and two case studies – the experimental test 
case of Alpine Toce River Valley, and the Carlisle flood of 2005 in the UK, and the Chen-
nai flood of 2015 in India. The physical model study of the Toce River Valley is studied 
with the flow around buildings. The experimental study is demonstrated to validate the 
sub-grid approach in HEC-RAS with respect to unsteady flow depths at gauges and flow 
dynamics around the buildings. The cities Carlisle and Chennai have urbanized floodplains 
with complex, varying topography and thus require high-resolution simulations even for 
reasonable accuracy. Through this paper, we try to establish the superior nature of the sub-
grid approach in terms of accurate urban flood simulations of real-world flood events in the 
least computation time possible. The computation cost, the accuracy of the results obtained, 
and the ability to simulate real-world flood events are assessed using a comparative study 
between sub-grid (i.e., with fine-resolution topography) and non-sub-grid (i.e., with coarse-
resolution topography) approaches. The results from this research can be of use to the mod-
elers and disaster management authorities to decide on using the sub-grid approach for 
accurate and reliable urban flood modeling, inundation forecasting, and hazard zoning with 
regard to natural hazard analysis.

2  Two-dimensional urban flood simulation model: HEC-RAS

Hydrologic Engineering Centre - River Analysis System (HEC-RAS) was developed by the 
Hydrologic Engineering Centre, United States Army Corps of Engineers (USACE HEC). 
It is a freely downloadable software package that enables 1D and 2D simulations of steady 
and unsteady flows through river channels as well as over floodplains. The software has the 
provision to use 2D shallow water equations or 2D diffusive wave equations, depending 
on the simulation requirement. In particular, the selection of governing equations depends 
on the computational time available, the accuracy required, and the simulation scenarios, 
including the topographic features of the study area.
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2.1  Governing equations

The governing mass and the corresponding momentum conservation equations (Eqs. 1–3) 
adopted in HEC-RAS (HEC-RAS River Analysis System Hydraulic Reference Manual, 
2016) model are
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where H is the water surface elevation from a datum, u and v are the components of depth-
averaged velocity, and qx  and qy  are the fluxes along the x- and y-directions, t is the time, 
g is the acceleration due to gravity, vt is the coefficient of horizontal eddy viscosity, cf is 
the bottom friction coefficient, and fc is the parameter accounting for Coriolis effect. In the 
presented simulations, the Coriolis and viscosity effects are not considered to be important.

2.2  Numerical solution

Equations  (1–3) are integrated over a control volume, and the finite volume method is 
employed for the numerical discretization of the equations. The control volumes can be a 
set of non-overlapping polygons. However, arbitrary shapes of the polygons are mainly gen-
erated along the boundaries and around irregular topographical features; otherwise, square 
shapes mostly represent the computational domain. Each control volume is termed a cell 
or an element, which forms a computational grid or mesh on which numerical computation 
is performed. The topographical details are stored at the centroids of cells, like in a DEM, 
provided the grid is formed by square cells (Fig. 1a). The mass and momentum fluxes are 
computed through the cell faces. The flux computation depends on the selected solver. The 
discretized equations are then solved at each control volume for the unknowns h, qx, and qy 
at the new time level from the known time level, considering appropriate initial and bound-
ary conditions.

The traditional numerical models adopted to solve the set of mass and momentum con-
servation equations use a terrain data layer and an overlying computational grid, both being 
of the same resolution. This approach is hereafter termed as the non-sub-grid approach 
henceforth, as shown in Fig. 1a. The term non-sub-grid is adopted to differentiate the tra-
ditional approach from the sub-grid one. Thus, in short, the term non-sub-grid implies that 
the resolution of the adopted terrain data (DEM) and the computational grid are one and the 
same.
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2.3  Concept of sub-grid for high-resolution topography

The term sub-grid denotes the use of underlying high-resolution terrain data in conjunc-
tion with an overlying coarser computational grid. Instead of coarse cells with average bed 
elevation (Fig. 1a) as in the case of a non-sub-grid approach, the HEC-RAS computational 
grids (i.e., coarse cells) have their cell features (e.g., face area, volume for flux, and flow 
depth computation, etc.) as a function of the high-resolution terrain described by the sub-
grids (Fig. 1b) within the coarse cells (HEC-RAS River Analysis System Hydraulic Refer-
ence Manual, 2016). The pre-processor available within the software enables the generation 
of the geometric as well as hydraulic property tables at the cells and cell faces based on the 
input high-resolution terrain data. The hydraulic property tables compute the volume as a 
function of water surface elevation and conveyance through each face as a function of the 
face area. The face area and wetted perimeter are again defined as functions of the water 
surface elevation. For example, in Fig. 2, when a 30 m × 30 m computational grid is gener-
ated over a 5 m × 5 m resolution DEM, the model generates property tables such as water 
surface elevation vs. volume relationship depending on that high-resolution (i.e., 5  m × 
5 m) DEM data available for each computational grid. The computed hydraulic tables that 
are prestored before the model simulation for the highlighted cell in the red box in Fig. 2 
are shown in Fig. 3.

As the equations are discretized using the finite volume method, the fluxes are computed 
using the prestored face area, wetted perimeter, and conveyance tables, and the volume is 

Fig. 1  Representation of the computational cell: (a) traditional non-sub-grid model and (b) sub-grid in 
HEC-RAS model
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updated by adding fluxes through the coarse cell faces. Therefore, numerical computations 
during a simulation largely take place in the coarse cells, which are fewer in number than 
the sub-grid cells. The new water surface elevation for a coarse cell is then estimated based 
on the updated volume and the prestored volume-surface elevation table. Thus, the sub-grid 

Fig. 3  Flow area property tables used in the HECRAS model for flux and water level computation

 

Fig. 2  Flow through nar-
row drains and channels as 
simulated by a sub-grid model in 
HEC-RAS
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approach incorporates the high-resolution terrain data in the numerical solution of the gov-
erning equations. This improves the numerical solution, especially in an urbanized domain, 
and better accuracy is achieved.

2.4  Possibility of improved flow dynamics around urban features due to sub-grids

The dynamic updating of the variables based on the sub-grid geometry enables capturing 
the flow through narrow channels within the coarse cells, as shown in Fig. 2. Besides, high-
resolution terrain beneath enables better computation of flow dynamics around and amid 
built-up areas by tracing the building footprint accurately. Thus, to reiterate, the significant 
advantage of the sub-grid approach is the representation of urban topographical features in 
the numerical computation without resorting to any special approach, as discussed before, 
for higher accuracy. This enables one to use a coarser grid with a larger time step, ensuring 
lower computational time but without compromising the accuracy achieved in the process 
(HEC-RAS River Analysis System Hydraulic Reference Manual, 2016). For further refer-
ence, a detailed description of the sub-grid approach is available in the latest HEC-RAS 
hydraulics reference manual.

It should be noted that pre-processing for establishing the relationships among volume, 
face area, and water surface elevation does not take much time, even for large-scale appli-
cations, as discussed later in this study. The applications presented in the upcoming sec-
tions demonstrate the advantages of the sub-grid approach over the traditional coarse-grid 
approach for accurate and computationally efficient urban flood simulations.

3  Urban flood simulations

The present study is carried out with the help of three cases - one experimental test case and 
two real-time flood events, as briefed in the subsequent sections. Urban layout, especially 
buildings, is incorporated in all three cases employing the building block (BB) method 
(Schubert and Sanders 2012). This method has been identified as the best-suited build-
ing representation technique for numerical simulations in an urban layout (Mustafa and 
Szydłowski 2021). This method represents the buildings by raising the base terrain below 
the building footprint to an acceptable height, thereby declaring them as no-flow areas. Non-
sub-grid and sub-grid techniques of HEC-RAS are used to generate urban flood inundation 
maps for a comparative study and to find a suitable approach for urban flood simulation 
and risk management. For non-sub-grid computations, coarser DEMs of the resolution cor-
responding to the adopted computational grid are considered, while for sub-grid compu-
tations, DEMs of the higher resolution available are used as the base terrain data. Grid 
convergence tests are carried out for all the cases to determine the stable time step size, and 
only the converged solutions are reported in this paper to reduce the length of the paper.

3.1  Case study 1: toce river valley experimental test case

Flash flood experimental study on a 1:100 scaled-down laboratory model of Alpine Toce 
River Valley conducted by Testa et al. (Testa et al. 2007a) as part of the IMPACT project is 
considered here as the first case study. The model represents an urban layout of a few build-
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ings (15 cm concrete cubes) in aligned and staggered patterns. Though the test case puts 
forth two different configurations of buildings (aligned and staggered) with low, medium, 
and high flow scenarios and two DEMs (original and modified), only the aligned pattern 
with the original DEM and low flow case is considered here to reduce the length of the 
paper. Figure 4 shows the model setup and the point gauge locations within the DEM. The 
observed water depth data at all nine gauges is available for a period of 60 s with a time step 
of 0.2 s for model validation.

A resampled DEM of 5 mm resolution with the building layout is used as the base ter-
rain for the sub-grid topographical description. Computational mesh with varied grid sizes 
of 5, 20, 30, 40, 60, and 90 mm are adopted in the simulations. As aforementioned, the 
BB method adopted to represent the urban city layout rules out the requirement of varying 
Manning’s roughness value (n) for built-up and non-built-up areas. A common value of 
0.0162 m− 1/3s (roughness value for concrete finish) is adopted henceforth, as suggested by 
Testa et al. (Testa et al. 2007a). The computational results corresponding to 5 mm mesh are 
taken as the reference solutions while comparing with the sub-grid and non-sub-grid results 

Fig. 4  Study area map – Toce experimental setup
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for different mesh resolutions. Hence, the 5 mm mesh model will be referred to as the refer-
ence model − 1 (RM-1) hereafter. The inflow boundary corresponding to the inlet discharge 
from the upstream tank and a normal flow boundary at the downstream constitute the bound-
ary conditions of the model as discussed by Testa et al. (Testa et al. 2007a). Simulations are 
carried out for a period of 60 s.

3.2  Case study 2: urban flooding of Carlisle city, UK in 2005

The city of Carlisle is the largest border city of Cumbria, lying to the north of North-West 
England (UK), and has three rivers - Eden, Petteril, and Caldew - flowing through the city. 
The city lies along 54°53′27″ N latitude and 2°56′38″ W longitude. According to the Köp-
pen climate classification, the region has an oceanic climate with a more or less even distri-
bution of precipitation throughout the year (“Köppen Climate Classification. Encyclopedia 
Britannica - Google Search,” n.d.).

Carlisle has faced four major flood events since the 19th century - each in 1822, 2005, 
2009, and 2015, with heavy rainfall accompanied by storms being their primary triggering 
factor. Among these, the urban flood that engulfed the city on January 08, 2005, succeeding 
a heavy downpour on the previous day, is considered the second scenario for this study. The 
highest recorded rainfall for this 36-hour event was 80.40 mm, with a total spell of around 
175 mm (Neal et al. 2009), resembling a one in 200-year rainfall event. The peak floodwater 
depth was around 1 m higher than historic flood events. Figure 5 shows the study area map 
of the city and the sample locations for which the flow depth time-series are extracted and 
assessed.

A building-data incorporated DEM of 5 m resolution (Neal et al. 2009) is used as the base 
terrain for the sub-grid simulations of the flood event. Like in case study 1, a common Man-
ning’s n value of 0.04 m− 1/3s is applied over the area uniformly as the building layout is well 
handled by the BB method. No river-bathymetry survey data is punched into the DEM due 
to the non-availability of the same. However, the 5 m DEM could represent the three rivers 
with sufficient accuracy. Computational mesh with varied grid sizes of 5, 20, 30, 40, 60, 
and 90 m are adopted for the study. The computational results corresponding to 5 m mesh 
are taken as the reference flood values and hence will be referred to as reference model − 2 
(RM-2) hereafter. Three inflow boundaries corresponding to the three rivers (Eden, Caldew, 
and Petteril) and a normal flow boundary along the other directions constitute the boundary 
conditions of the model. Simulations are carried out for a period of 70 h.

3.3  Case study 3: urban flooding of Chennai city, India in 2015

Chennai, one of the densely populated coastal cities in India, lies in the North-Eastern part 
of Tamil Nadu, a state positioned in the South-Eastern part of India. The city holds a high 
degree of cultural, educational, administrative, and political significance. It falls along 
13°4’2.78’’ N latitude and 80°14’15.42’’ E longitude. The area is predominantly flat, with 
three major rivers flowing through – Adyar, Cooum, and Kosathalayar – and many wet-
lands. Though these rivers and wetlands once had abundant water and served as abodes for 
different aquatic species, they are presently in the face of degradation and contamination.

Chennai has a tropical wet and dry climate as per Köppen climatic classification, with 
fewer seasonal variations owing to its proximity to the sea and the thermal equator. North-

1 3

9618



Natural Hazards (2024) 120:9609–9647

East monsoon during the October-December months and coastal cyclones along the Coro-
mandel coast bring in the major amount of rainfall to the city with an average annual value 
of 1400 mm. Chennai has faced drastic and haphazard urbanization during the last three 
decades owing to industrialization and subsequent migration from rural areas. This has, in 
turn, shot up the probability and, hence, the frequency of flooding within the city. Floods 
that were once in a 10-year event have now become an annual phenomenon (Gupta and 
Nair 2010). Historical floods of 1943, 1978, 2005, and 2015 are the major flood events that 
struck the city. Among these, the 2005 and 2015 flood events caused the most destruction 
and losses, which may be attributed to population explosion, rapid urbanization, industrial-
ization, and poor drainage systems.

The Chennai Metropolitan Area (CMA) lies in the downstream portion of the Adyar 
basin. The Adyar River flowing through the CMA overflows during heavy rainfalls and 
floods the adjoining city area. The flood event that struck the city on November 08, 2015, 
with cyclone-induced heavy rainfall inundating the area for more than a month (November 
08 - December 14) is considered the third scenario for this study. The highest recorded rain-
fall during the event was 1049.30 mm, a one in 100-year rainfall event for the city. Figure 6 
shows the study area map of Chennai city and the sample locations for which the flow depth 
was extracted and assessed.

A 10 m resolution resampled LiDAR DEM burnt-in with the building data is used as 
base terrain for the HEC-RAS sub-grid simulations. The use of high-resolution DEM (i.e., 

Fig. 5  Study area map – Carlisle
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1 m LiDAR DEM) for such a large domain is avoided due to significantly long simulation 
time, which could not be afforded in real-time flood forecasting, especially for emergency 
action planning. As in Carlisle case, no river-bathymetry survey data was punched into the 
DEM due to non-availability. However, a 10 m DEM is found to be apt enough to represent 
the Adyar River with acceptable accuracy and reliability. Computational mesh with varied 
grid sizes of 10, 20, 30, 40, 60, and 90 m are adopted for the study. Manning’s n value of 
0.035 m− 1/3s is applied over the area uniformly, as suggested in a previous study by Nithila 
Devi et al. (Nithila Devi et al. 2020). For this case study, results corresponding to 10 m mesh 
are taken as the reference and hence will be referred to as the reference model-3 (RM-3) 
hereafter. Simulations are carried out for a period of 80 h. An inflow boundary across the 
Adyar River corresponding to the rainfall-runoff response hydrograph from the upstream 
basin for the 2015 flood event (Nithila Devi et al. 2019, 2020), the tidal condition at the 
Adyar River mouth pertaining to the same flood event (Narasimhan et al. 2016; Nithila Devi 
et al. 2020) where the river meets the Bay of Bengal, and normal outflow boundary along 
the other directions constitute the boundary conditions.

3.4  Assessment and analysis of simulation results

The time required for simulating a flood event in real-time or forecasting a flood for issuing 
early warnings is a crucial factor in flood risk management and damage reduction measures. 
However, the run time reduction factor alone is not sufficient to establish the supremacy of a 
modeling approach. A detailed flood flow analysis is conducted henceforth to better under-
stand the advantages of the sub-grid approach. Time evolution of flow depth, inundation 
area, as well as maximum inundation extent maps, and velocity vector maps are generated 
for each of the runs of the three scenarios using RAS Mapper in HEC-RAS. The area of 
maximum inundation generated by each simulation is evaluated using the inundation maps 
developed with the aid of the GIS software package ArcGIS. Furthermore, flood hazard 

Fig. 6  Study area map – Chennai
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maps and fitness indices are evaluated for each mesh size (both sub-grid and non-sub-grid) 
as briefed in Sect. 3.4.1 and 3.4.2, respectively. However, the hazard maps are not generated 
for the experimental test case as the same is irrelevant and non-applicable for an experimen-
tal model study.

3.4.1  Flood hazard map

Flood hazard maps are prepared based on the recommendations of the Department for Envi-
ronment Food & Rural Affairs, the UK Government (DEFRA, 2006). The hazard index, H, 
is calculated as

	 H = D ∗ (v + 0.5) +DF � (4)

where D is the flow depth, v is the velocity, and DF is the debris factor. The debris factor 
is taken as a non-zero parameter depending on the depth of flow, as suggested by DEFRA 
(Hunt 2009). Based on the most recent recommendations by DEFRA (Hunt 2009), the inun-
dation area is classified into different hazard zones from very low hazard to danger for all 
(Table 1).

3.4.2  Fitness index calculation

The maximum inundation extents generated by each mesh size (sub-grid and non-sub-grid) 
are compared and analyzed with reference to the reference model simulation results (RM-
1, RM-2, and RM-3). The overpredicted and underpredicted areas by each mesh size are 
assessed quantitatively with the aid of the fitness index calculated as given in Eq. (5) (Bates 
et al. 2006; Kuiry et al. 2010; Sridharan et al. 2021)

	
F =

A

A+ B + C
∗ 100� (5)

where A is the maximum inundation area predicted by the meshes as similar to the reference 
model, and B and C are the overpredicted and underpredicted inundation areas, respectively, 
by the sub-grid or non-sub-grid model in comparison to the reference model.

4  Results and discussion

The considered urban flood events and the experimental test case are simulated in HEC-
RAS 6.1.0 using a 64-bit Desktop system with 11th Gen Intel(R) Core (TM) i7-1165G7 
processor @ 2.80 GHz, and 32 GB RAM. The results obtained from the simulations and 
their analysis are elaborated in this section.

Table 1  Flood Hazard Zoning. (Source: (Surendran et al. 2008)
Hazard Index < 0.75 0.75–1.25 1.25–2.0 > 2.0
Hazard to people Very low hazard Danger for some Danger for most Danger for all
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4.1  Alpine toce river valley experimental test case

The experimental test case of Alpine Toce River Valley with the aligned building layout is 
simulated on different grid resolutions, and comparisons are made in terms of inundation 
area, depth, and velocity vector maps under various flood risk levels. The sub-grid resolu-
tion that converges with the reference solution is selected through various comparisons to 
investigate its applicability in urban flood simulation.

4.1.1  Comparison of maximum water surface elevation

The accuracy of the simulated results is quantified by comparing them with the observed 
data available, as reported by Testa et al. (Testa et al. 2007b) in terms of the root mean 
square error (RMSE), mean absolute error (MAE) and R-squared error (R2). The perfor-
mance of the RM-1 on 5 mm grids with respect to the observed maximum water surface 
elevations results in RMSE = 1.89 m, MAE = 1.28 m, and R2 = 0.63. The error values for all 
the grid resolutions are summarized in Table 2. As expected, the sub-grid approach, in gen-
eral, performs better than the non-sub-grid approach.

4.1.2  Comparison of time-series of water surface elevation

Time-series of water surface elevation at the nine gauges (Fig. 4) are extracted and assessed 
with respect to the observed values for the effectiveness of the sub-grid approach in repre-
senting the temporal evolution of the flow. Plots for four gauges are included here (Fig. 7), 
as the results are similar in nature and hence to reduce the length of the paper.

As seen from Fig. 7, simulations on 20 and 30 mm sub-grids yielded similar results as 
RM-1 and the observed data at all the stations. The results obtained for the RM-1 model are 
very similar to those reported from TELEMAC (Li et al. 2019) as well as dynamic-wave 
cellular automata (Chang et al. 2022) models. As seen in those models there is a slight 
over or underprediction of the observed data, which may be attributed to the difference in 
complex sensor measurement techniques and numerical solver mechanisms. The sub-grids 
beyond 30 mm as well as the non-sub-grid models result in a significant overprediction at 
the inlet (Fig. 7a) and an underprediction amid the buildings (Fig. 7b-d). The rate of under-
prediction of the water depth increases for large sub-grid models like 60 and 90 mm and 
the non-sub-grid models. Since the effect of under or overpredicted water depths is subse-
quently reflected in the inundation extent as well, the maximum inundation extents are also 
compared as discussed below.

Table 2  RMSE, MAE and R2 errors on comparison of simulated and observed maximum water surface 
elevations
Grid
size (mm)

RMSE MAE R2

Sub-grid Non-sub-grid Sub-grid Non-sub-grid Sub-grid Non-sub-grid
20 1.77 1.94 1.23 1.36 0.62 0.51
30 1.91 2.11 1.46 1.59 0.42 0.37
40 2.08 2.19 1.62 1.67 0.33 0.32
60 2.44 2.59 1.93 2.13 0.27 0.17
90 2.27 2.61 1.72 2.08 0.16 0.12
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4.1.3  Comparison of the maximum inundation extent

The observed inundation map for the test case is not available, and hence, the inundation 
map by RM-1 is considered to be the reference map. In order to limit the length of the paper, 
the maps only for 20 mm grids are shown in Figs. 8 and 9 for the sub-grid and non-sub-grid 
simulations, respectively. The simulated maps are overlaid on the RM-1 map so that under 
and overpredicted areas can be visualized. The overall inundation extent is found to be more 
or less the same for all the resolutions. This is because the setup is small, and building foot-
prints do not occupy much area in the computational domain. However, the sub-grid model 
gives better results with reference to the RM-1 model results, for the area in the immediate 
vicinity of the buildings. The flow amid and around the buildings is accurately captured by 

Fig. 7  Flow depth time-series for Toce flood at the gauges: (a) 1, (b) 5, (c) 8, and (d) 9. Numerals in the 
legend denote the adopted computational grid size, “Grid-5  mm” represents results generated by the 
RM-1 model with 5 mm mesh, “observed” denotes the observed value set. The solid lines with “Xmm” 
notation represent results from the simulation of sub-grid models using ‘X’ mm computational mesh, and 
the dashed lines with “XmmC” notation denote the results from the simulation performed with the non-
sub-grid models using ‘X’ mm coarse computational mesh
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the sub-grid model, as seen in Fig. 8 and the zoomed-in view. On the contrary, the non-sub-
grid model cannot capture the inundation accurately around the urban features, as seen in 
Fig. 9 and the zoomed-in view. It fails to capture the exact boundary of the buildings thereby 
resulting in an unrealistic flow representation.

Also, there is slight overprediction along the left bottom bounding extents of inunda-
tion in the case of the non-sub-grid model. Thus, overall, the sub-grid model performs 

Fig. 9  Maximum inundation extent map for non-sub-grid simulations - Toce

 

Fig. 8  Maximum inundation extent map for sub-grid simulations - Toce
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better than the non-sub-grid model. The accuracy of the inundation extents for each 
of the grids is quantified using the fitness index given by Eq. (5) and is provided in 
Table 3. It can be noticed from the table that the sub-grid model predicts floods accu-
rately compared to the non-sub-grid model. The higher fitness index value (> 95%) for 
the sub-grid model points out its better suitability for reliable and accurate urban flood 
simulations. In particular, the 20 mm sub-grid has almost 100% fitness in comparison 
with the RM-1 model.

In addition to the maximum inundation extent, the temporal variation of the inundation area 
over the period of simulations is also compared, as shown in Fig. 10. It is obvious from the 
plot that the trend shown by RM-1 is better captured by the sub-grid models, while the non-
sub-grid models render highly underpredicted values.

4.1.4  Comparison of velocity field around the buildings

The velocity field influences the flood risk and disaster management measures, including 
evacuation during the event, and hence the velocity vector representation available in HEC-
RAS is also analyzed to emphasize the significance of the sub-grid technique in simulating 
flood flow within and around the built-up area. To limit the length of the paper, the velocity 
vectors generated by the RM-1 model, the 20 mm sub-grid model, and the corresponding 
20 mm non-sub-grid model are only included here (Fig. 11). A similar trend is found for 
model setups of other grid sizes as well. The built-up area with aligned pattern is consid-
ered for the purpose, as shown in Fig.  11 (area enclosed by the red rectangle). As seen 

Table 3  Fitness Index: Toce
Sub-grid model Non-sub-grid models

Grid size (mm) 20 30 40 60 90 20 30 40 60 90
Fitness Index (%) 99.2 98.3 98.0 97.8 97.4 92.9 92.7 92.3 91.7 89.9

Fig. 10  Inundation area time-
series graph for different grid 
sizes (sub-grid and non-sub-grid) 
–Toce River Valley experiment
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from the figure, the sub-grid model generates a velocity vector pattern nearly similar to the 
high-resolution RM-1 model. Whereas the non-sub-grid model at 20 mm resolution fails 
to capture the complex flow pattern within the urban area amid the buildings and along the 
street. The flow field along the building footprints is accurately simulated by the sub-grid 
model, whereas the non-sub-grid model fails to trace the footprint. Also, the complex flow 
pattern amid two structures is better represented by the RM-1 and 20 mm sub-grid models 
(Fig. 11a-f).

4.1.5  Comparison of computation time

The net computation time required for each run for the Toce event is given in Table 4. The 
net computation time for the RM-1 model is 22,821 s. Thus, as seen from the table, the sub-
grid model of mesh size 20 mm provides similar results as RM-1 but in a lesser simulation 
time. The computational time consumed by the 20 mm sub-grid model is around 0.027 times 
that consumed by the RM-1 model, i.e., the 20 mm sub-grid model is 36.8 times faster than 
the RM-1 model.

The sub-grid models with a mesh size of 20 mm produce quite accurate results with 
significantly less (approximately 0.027 times) computation time when compared to the full 
dynamic 2D model on 5 mm mesh. The coarse non-sub-grid model is faster than the sub-
grid model on the same computational mesh, but the accuracy is compromised. Therefore, 
the sub-grid of a 20 mm computational grid can be considered the best-suited one for the 
simulation of experimental flood scenarios of the Alpine Toce Valley test case when using 
a 5 mm resolution DEM for topography description. This experimental test case validates 
the superiority of the sub-grid concept for simulating urban flood dynamics with respect to 
accuracy and simulation time.

4.2  Carlisle flood of 2005

The Carlisle flood event is simulated on different grid resolutions, and comparisons are 
made in terms of inundation area, depth, velocity field, and hazard maps under various flood 
risk levels, as in the Toce Valley event.

4.2.1  Comparison of maximum water surface elevation

The accuracy of the simulated results is quantified by comparing the simulated maximum 
water surface elevations with the observed data available for the area, as reported and used 
by Neal et al. (Neal et al. 2009) and Liu and Pender (Liu and Pender 2013) in terms of the 
root mean square error (RMSE), mean absolute error (MAE) and R-squared error (R2). The 
performance of the RM-2 on 5 m grids with respect to the observed maximum water surface 
elevations results in RMSE = 0.77 m, MAE = 0.72 m, and R2 = 0.82. The error values for all 
the grid resolutions are summarized in Table 5. As expected, the sub-grid approach, in gen-
eral, performs better than the non-sub-grid approach. The value of the R2 error is found to 
reduce with an increase in the mesh size beyond 30 m. For all the non-sub-grid resolutions, 
the R2 value is less than 0.4, again indicating the better performance of the sub-grid model. 
The RMSE and MAE values of 20 and 30 m sub-grid setups are comparable with the HEC-
RAS reference results.
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Fig. 11  Velocity Vector Representation – Toce for: (a) RM-1, (b) 20 mm sub-grid model, (c) 20 mm 
non-sub-grid models, zoomed in views for (d) RM-1, (e) 20 mm sub-grid model, (f) 20 mm non-sub-grid 
model
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4.2.2  Comparison of time-series of water surface elevation

A few locations are selected hypothetically across the study area comprising the main river 
Eden and its tributaries Caldew and Petteril and the surrounding urban area, as shown in 
Fig.  5. The water depths are reported at these hypothetical locations to demonstrate the 
effectiveness of the sub-grid approach in representing the evolution of the urban flood with 
time. The time-series of flow depths obtained using the RM-2 are used to compare the sub-
grid and non-sub-grid model results at the selected locations, owing to the lack of observed 
time-series data of water depths, as shown in Fig. 12.

All the sub-grid models provide similar flow trends in the river and over the barren land 
as that of RM-2, while the significance of the sub-grid approach is highly prominent in the 
representation of flow in urban areas. It can be observed from Fig. 12 that the 20 and 30 m 
sub-grids yielded similar results as RM-2 at all the stations. The non-sub-grid models result 
in a significant underprediction of flow depths in the rivers (12 a and h) and an overpredic-
tion in the barren lands (Fig. 12d and g). Also, the non-sub-grid models fail to represent the 
flow trend, particularly amid the buildings (Fig. 12b and f). The rate of underprediction of 
the water depth increases for large sub-grid models like 60 and 90 m and the non-sub-grid 
models.

The non-sub-grid models generally fail to capture the underlying terrain features due to 
the coarser DEM used, and hence, the flow arrival is not accurately captured. In this case, 
this results in overflowing the river onto floodplains (barren land) before reaching the actual 
peak, thus underpredicting the river flow depth and consequently causing early flooding of 
floodplains, as seen in Fig. 12d and g. Also, since the flow from the floodplains to the river 
is not captured properly, the peak in barren land is higher than the reference solution. From a 
grid sensitivity point of view, we can say that the results tend to diverge with the coarsening 
(from 30 to 90 m) of cell size, especially in the case of non-sub-grid model. As seen from 

Table 4  Total computation time for each grid size
Grid
size 
(mm)

Total run time (hh:mm:ss) Total run time (s) Relative run time with respect to RM-1
Sub-grid Non-sub-grid Sub-grid Non-sub-grid Sub-grid Non-sub-grid

20 00:10:20 00:10:06 620 606 0.027 0.026
30 00:04:12 00:04:00 252 240 0.011 0.010
40 00:02:23 00:02:20 143 140 0.006 0.006
60 00:01:00 00:01:00 60 60 0.002 0.003
90 00:00:18 00:00:18 18 18 0.001 0.0007

Table 5  RMSE, MAE and R2 errors on comparison of simulated and observed maximum water surface 
elevations
Grid
size (m)

RMSE MAE R2

Sub-grid Non-sub-grid Sub-grid Non-sub-grid Sub-grid Non-sub-grid
20 0.718 0.979 0.656 0.662 0.815 0.380
30 0.769 1.239 0.717 0.782 0.821 0.284
40 0.886 1.742 0.819 1.042 0.796 0.105
60 1.099 1.823 1.035 1.105 0.764 0.078
90 1.262 2.047 1.194 1.256 0.742 0.046
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Fig. 12  Flow depth time-series at selected locations - Carlisle flood: (a) Caldew River, (b) and (f) Urban 
area, (c), (d), (e), and (g) Barren land, (h) Eden River. Numerals in the legend denote the adopted com-
putational grid size, and the capital letter ‘C’ represents the coarser grid or non-sub-grid models. For 
example, ‘Xm’ solid lines denote the results from the simulation using sub-grid models with X m compu-
tational mesh, and ‘XmC’ dashed lines denote the results from the simulation performed using non-sub-
grid models with X m coarser mesh
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Fig. 12d and g, when we coarsen the sub-grid, though the flow characteristics, trend, and 
flooding-residing pattern are still well captured, the accuracy tends to reduce. In summary, a 
non-subgrid model needs to be checked for grid sensitivity as usual. On the other hand, site-
specific trials need to be carried out to find out the optimal combination of the sub-grid reso-
lution for terrain and numerical grid resolution for flux computation for acceptable accuracy 
and computation time. The effect of under or overpredicted water depths is subsequently 
reflected in the inundation extent as well as discussed below.

4.2.3  Comparison of the maximum inundation extent

The observed satellite inundation map for this event is not available, and hence, the inun-
dation map by RM-2 is considered to be the reference map. In order to limit the length of 
the paper, the maps only on 30 m grids are shown in Figs. 13 and 14 for the sub-grid and 
non-sub-grid simulations, respectively, as in case study 1. The simulated maps are overlaid 
on the RM-2 map so that under and overpredicted areas can be visualized. The inundation 
map over the barren floodplains and the river system is found to be more or less the same 
for all the models. However, the sub-grid model gives better results with reference to the 
RM-2 model results. The street flooding and flow amid buildings are accurately captured 
by the sub-grid model, as seen in Fig. 13 and the zoomed-in view. On the contrary, the non-
sub-grid model cannot capture the inundation accurately around the urban features, as seen 
in Fig. 14 and the zoomed-in view. It mostly overpredicts the flow and inundation amid the 
buildings.

The overprediction along these rivers by the sub-grid model may be due to the approxi-
mation that arises due to the flux computation by the interpolated relationships as adopted 
by the HEC-RAS sub-grid formulation. However, the non-sub-grid model results in over-
prediction due to an inaccurate description of the river and floodplain topography. Although 
both the model setups show overprediction along the floodplains of the rivers Caldew and 
Petteril and in some other regions, overall, the sub-grid model performs comparatively bet-
ter than the non-sub-grid model. The accuracy of the inundation extents for each of the 
grids is quantified using the fitness index given by Eq. (5) and is provided in Table 6. It can 
be noticed from the table that sub-grid models of 20 and 30 m grids predict floods accu-
rately compared to other sub-grid and non-sub-grid models. The higher fitness index value 
(> 95%) for 20 and 30 m sub-grid models points out their better suitability for reliable and 
accurate urban flood simulations. In contrast, the non-sub-grid model setups show 9.9% and 
13.4% lesser accuracy than the corresponding sub-grid model setups for 20 and 30 m grid 
sizes, respectively.

In addition to the maximum inundation extent, the hourly variation of inundation area 
over the period of simulations is also compared, as shown in Fig. 15. It is obvious from the 
plot that the trend shown by RM-2 is better captured by 20 and 30 m sub-grid models, while 
the 90 m sub-grid model and the non-sub-grid models render an entirely different pattern. 
The flooding and receding phenomenon are also well captured by the sub-grid model. All 
the non-sub-grid models, in general, overpredict the inundation area, especially during the 
rising and receding intervals of the flooding event.
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Fig. 13  Maximum inundation extent map for sub-grid simulations - Carlisle
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Fig. 14  Maximum inundation extent map for non-sub-grid simulations - Carlisle
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4.2.4  Comparison of velocity field around the buildings

The estimation of the velocity field for various model setups is summarized here. The veloc-
ity vectors generated by the RM-2 model, the 30 m sub-grid model, and the corresponding 
30 m non-sub-grid model are only included here (Fig. 16) to limit the length of the paper, 
as in the case of Toce Valley simulations. A similar trend is found for model setups of other 
grid sizes as well. The urban area near Petteril River is considered for the purpose, as shown 
in Fig. 16 (area enclosed by the red rectangle). As seen from the figure, the sub-grid model 
generates a velocity vector pattern nearly similar to the high-resolution 5 m RM-2 model. 
Whereas the non-sub-grid model fails to capture the complex flow within the urban area 
amid the buildings and along the street. The real-time flow field within the urban settlement 
is accurately simulated by the sub-grid model, whereas the non-sub-grid model fails to gen-
erate the complex urban flow field and hence generates a flow over the buildings irrespective 
of the relative water depth or building height.

4.2.5  Comparison of flood risk and hazard maps

Flood risk maps and areas under each hazard zone, as generated by the simulations of each 
mesh size, are prepared. The hazard maps for 20 and 30 m, along with the RM-2, are only 
presented in Fig. 17 (a - e) in order to restrict the length of the paper. However, Table 7 sum-
marizes hazard areas under each category and for all the considered grid resolutions. Green 
represents very low hazard zones, yellow represents a danger for some, orange denotes 
danger for most, and red represents a danger for all. The results obtained using 20 and 30 m 
sub-grid models are found to have a high agreement with the results of RM-2. In particular, 

Table 6  Fitness Index: Carlisle flood 2005
Sub-grid models Non-sub-grid models

Grid size (m) 20 30 40 60 90 20 30 40 60 90
Fitness Index (%) 96.4 96.3 91.9 86.4 83.0 86.5 82.9 81.1 77.4 76.8

Fig. 15  Inundation area time-
series graph for different grid 
sizes (sub-grid and non-sub-grid) 
– Carlisle
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for the 20 m sub-grid and non-sub-grid model setups, the area simulated under the ‘Danger 
for most’ category is underpredicted by around 3.4% and 20%, respectively. This signifies 
the use of the sub-grid approach for accurate flood risk mapping. Also, a further increase in 
mesh size is found to cause either overprediction or underprediction of the inundation extent 
and, hence, the hazard zone areas. Besides, the results produced by 20 and 30 m sub-grid 
models are almost the same, while the coarsest mesh used (90 m - both sub-grid and non-
sub-grid model) underpredicts the highly hazardous zone the most.

4.2.6  Comparison of computation time

The net computation time required for each run for the Carlisle event is given in Table 8. 
The net computation time for the RM-2 model is 13,412 s. Thus, as seen from the table, 
sub-grid models of mesh size 20 and 30 m provide the same results as RM-2 but in a shorter 
time span for the Carlisle flood event as well. The computational time consumed by the 20 
and 30 m sub-grid mesh is, respectively, around 0.104 and 0.012 times that consumed by 
the RM-2 model, i.e., the 20 and 30 m sub-grid models are 8.3 and 73.6 times faster than 
the RM-2 model.

Thus, the 30 m sub-grid model generates quite accurate results with significantly lesser 
(approximately 0.012 times) computation time and hence the sub-grid of a 30 m computa-
tional grid can be considered the best-suited one for the simulation of real-time urban flood 
scenarios of Carlisle city when using a 5 m resolution DEM.

Fig. 16  Velocity Vector Representation – Carlisle for: (a) RM-2, (b) 30 m sub-grid model, and (c) 30 m 
non-sub-grid model
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Table 7  Area under each hazard zone for Carlisle city
Grid
size 
(m)

Area under each hazard zone (sq. km)
Very low hazard Danger for some Danger for most Danger for all
Sub-grid Non-sub-grid Sub-grid Non-sub-grid Sub-grid Non-sub-grid Sub-grid Non-sub-grid

5 0.2 0.12 0.84 3.26
20 0.25 0.23 0.11 0.10 0.81 0.67 3.42 3.43
30 0.25 0.25 0.10 0.09 0.76 0.75 3.42 3.54
40 0.31 0.25 0.13 0.09 0.74 0.76 3.33 3.59
60 0.27 0.27 0.10 0.11 0.84 0.80 3.13 3.60
90 0.27 0.16 0.08 0.10 0.96 0.83 2.85 3.74

Fig. 17  Hazard Maps – Carlisle for: (a) RM-2, (b) 20 m sub-grid model, (c) 20 m non-sub-grid model, (d) 
30 m sub-grid model, and (e) 30 m non-sub-grid model
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4.3  Chennai flood of 2015

Similar to case studies 1 and 2, the Chennai flood simulations on different grid sizes are 
analyzed here to identify the suitable grid size for the sub-grid model.

4.3.1  Comparison of maximum water surface elevation

As aforementioned, the accuracy of the simulated results is quantified by comparing them 
with the observed data available for the area, as shown in Table 9. The performance of the 
RM-3 on 10 m grids with respect to the observed maximum water surface elevations results 
in RMSE = 0.832 m, MAE = 0.635 m, and R2 = 0.848. Results similar to that of the Toce and 
Carlisle cases are obtained, with the RMSE and MAE values being the least for 20 and 30 m 
sub-grid models. Also, the R2 value is found to reduce significantly beyond a mesh size of 
30 m. As seen earlier, RMSE and MAE values of 20 and 30 m sub-grid models are compa-
rable with HEC-RAS reference results.

4.3.2  Comparison of time-series of water surface elevation

As for case study 2, flow depth time-series plots are prepared at selected arbitrary locations 
(Fig. 6). The locations are selected uniformly across the area of study and cover the Adyar 
River course within the city. The time-series of depth at the selected locations are extracted 
and plotted for all the adopted mesh sizes (sub-grid and non-sub-grid), as shown in Fig. 18. 
A trend similar to that seen in Carlisle event simulations is found for the different mesh sizes 
of sub-grid and non-sub-grid models. Sub-grid model with grid sizes 20 and 30 m produces 
results similar to RM-3, while those with 60 and 90 m mesh sizes and the non-sub-grid 
model either underpredicts or overpredicts the inundation depth. This reinforces the fact 

Table 8  Total computation time for each grid size
Grid
size 
(m)

Total run time (hh:mm:ss) Total run time (s) Relative run time with respect to RM-1
Sub-grid Non-sub-grid Sub-grid Non-sub-grid Sub-grid Non-sub-grid

20 00:23:17 00:21:54 1397 1314 0.1042 0.0979
30 00:02:37 00:01:48 157 108 0.0117 0.0081
40 00:01:44 00:01:27 104 87 0.0078 0.0065
60 00:00:40 00:00:38 40 38 0.0029 0.0028
90 00:00:19 00:00:16 19 16 0.0014 0.0011

Table 9  RMSE, MAE, and R2 errors on comparison of simulated and observed maximum water surface 
elevations – Chennai 2015 flood
Grid
size (m)

RMSE MAE R2

Sub-grid Non-sub-grid Sub-grid Non-sub-grid Sub-grid Non-sub-grid
20 0.802 1.073 0.601 0.824 0.850 0.778
30 0.809 1.076 0.606 0.873 0.842 0.775
40 0.876 1.488 0.690 1.234 0.841 0.647
60 0.879 1.501 0.704 1.323 0.838 0.555
90 0.947 1.566 0.772 1.340 0.830 0.487
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that merely increasing mesh size to achieve less computation time will not render accurate 
results. Besides, the flow amid the buildings and streets (sample stations no. 3, 4, 7, and 9) 
is better captured by the sub-grid meshes when compared to the non-sub-grid ones. A close 
analysis of the time-series of flow depth within the riverbank confinements (Fig. 18a and 
b) reinforces the reduction in computation time without compromising the accuracy when 
the sub-grid approach is adopted. The legend notations are same as explained earlier in 
Sect. 4.2.2.

4.3.3  Comparison of maximum inundation extent

The maximum inundation extent maps generated by the sub-grid and non-sub-grid simula-
tions (and the zoomed-in views) are shown in Figs. 19 and 20, respectively. Flood inunda-
tion extent over the barren floodplains and the river is more or less the same for all the 
models. In particular, the 30 m sub-grid model produces results in high agreement with 

Fig. 18  Flow depth time-series at selected locations – Chennai flood: (a) and (b) – Adyar River, (c), (g), 
(h), and (i) – urban area, (d) and (e) street, and (f) barren land. Numerals in the legend denote the adopted 
computational grid size, and the capital letter ‘C’ represents the coarser grid or non-sub-grid models. 
For example, ‘Xm’ solid lines denote the results from the simulation using sub-grid models with X m 
computational mesh, and ‘XmC’ dashed lines denote the results from the simulation performed using 
non-sub-grid models with X m coarser mesh
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RM-3 in terms of flood inundation extent and flow depth. Also, the flood flow pattern within 
the city area and amid the buildings (stations 3, 7, and 9) as well as streets (stations 4 and 
5) is better captured by the smaller grid sizes, 20 m, and 30 m, with the sub-grid approach 
(refer Fig. 18: (c), (d), (e), (g), (h), and (i)). The red-colored regions represent the overpre-
dicted areas generated by sub-grid and non-sub-grid models with reference to RM-3 for the 
same reasons as described before. Also, visually it can be seen that the coarser non-sub-grid 
model for the same 30 m grid generated a greater percentage of overpredicted inundation 
area throughout the domain (Fig. 20 and the zoomed-in view).

The fitness value of the simulation models is quantified using Eq. (5) and is provided in 
Table 10. It can be noticed that the sub-grid models with 20 and 30 m computational grids 
outperform compared to other sub-grid and non-sub-grid models considered. The higher fit-
ness index value (> 95%) for 20 and 30 m models once again shows their better suitability 
for reliable and accurate urban flood simulations. The non-sub-grid models for 20 and 30 m 
grid resolutions reported 10.7% and 13.6% lesser fitness accuracy, respectively, than the 
sub-grid model setups of similar grid sizes.

The hourly variation of inundation area over the period of simulations is extracted and 
plotted as shown in Fig. 21. It is evident from the graph that the trend shown by RM-3 is 
better captured by the 20 and 30 m sub-grid mesh, while the 90 m sub-grid one and other 
coarser non-sub-grid models render an overpredicted inundation extent, especially when 
the flood is receding. Nevertheless, the 20 m sub-grid model slightly overpredicts the flood 
peak, whereas the 30 m sub-grid mesh generates almost similar results as RM-3 except for 
the last segment of the recession limb.

4.3.4  Comparison of velocity field around the buildings

The velocity vector representation is analyzed, as earlier, to emphasize the superiority of 
the sub-grid technique. As aforementioned, to limit the length of the paper, the velocity vec-
tor generated by the RM-3 model, 30 m sub-grid model, and 30 m non-sub-grid model are 
only included here. The urban area near Raja Annamalai Puram (R. A. Puram) is considered 
for the purpose, as shown in Fig. 22 (area bounded by the red rectangle). As seen from the 
figure, the flow field amid the urban land is better captured by the 30 m sub-grid model than 
the non-sub-grid one in comparison with the RM-3 model. A similar trend is found for other 
models as well, similar to case studies 1 and 2. Thus, the complex flow vectors found within 
an urban area are best simulated by the sub-grid models, enabling them to be the apt model 
for urban flood simulations.

4.3.5  Comparison of flood risk and hazard maps

Flood hazard maps and corresponding areas under each hazard zone as generated by the 
simulations of each mesh size are prepared and are shown in Fig. 23 (a – e) and Table 11, 
the color representation being the same as that in the Carlisle case study, as explained in 
Sect. 4.2.5. The results obtained using 20 and 30 m sub-grid models are found to be in high 
agreement with the results of RM-3. Also, a further increase in the mesh is found to cause 
either overprediction of safer regions or underprediction of high-hazard zones. All the non-
sub-grid models result in underprediction of high-hazard zones.
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4.3.6  Comparison of computation time

The net computation time required for each run is given in Table 12. Similar to the Toce 
and Carlisle events, adopting the sub-grid approach reduces the run time considerably in 
this case as well - from days to minutes. The net computation time for the RM-3 model is 
17,23,226 s. The sub-grid models 20 and 30 m produce similar accuracy as that of the RM-3 

Fig. 19  Maximum inundation extent map for sub-grid simulations - Chennai
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Table 10  Fitness Index: Chennai flood 2015
Sub-grid models Non-sub-grid models

Grid size (m) 20 30 40 60 90 20 30 40 60 90
Fitness Index (%) 98.4 97.6 93.3 82.5 79.6 87.7 84.0 80.8 76.3 72.9

Fig. 20  Maximum inundation extent map for non-sub-grid simulations - Chennai
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Fig. 22  Velocity vectors around the urban features in R. A. Puram for: (a) RM-3, (b) 30 m sub-grid model, 
and (c) 30 m non-sub-grid model

 

Fig. 21  Inundation area time-
series graph for different grid 
sizes (sub-grid and non-sub-grid) 
– Chennai
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Table 11  Area under each hazard zone for Adyar
Grid
size (m)

Area under each hazard zone (sq. km)
Very low hazard Danger for some Danger for most Danger for all
Sub-
grid

Non-sub-grid Sub-
grid

Non-sub-grid Sub-
grid

Non-sub-grid Sub-
grid

Non-sub-grid

10 2.91 1.7 11.87 24.17
20 2.99 2.55 1.69 1.67 12.17 11.64 23.27
30 3.27 2.59 1.73 1.60 12.09 11.55 23.80
40 3.18 2.47 1.64 1.49 12.04 11.29 23.98
60 3.65 2.83 1.62 1.56 11.62 11.47 23.60
90 3.81 3.08 1.53 1.60 10.99 11.07 23.55

Fig. 23  Flood hazard maps of Chennai for: (a) RM-3, (b) 20 m sub-grid, (c) 20 m non-sub-grid (d) 30 m 
sub-grid, and (e) 30 m non-sub-grid models
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model in terms of simulation of inundation depth, inundation area, and flood risk levels at 
around 0.128 and 0.032 times the computational time consumed by RM-3.

Thus, computational efficiency, along with an accurate representation of urban flood sce-
narios, make the sub-grid model of 30 m best-suited for the simulation of real-time urban 
flood events in Chennai city when using a 10 m resolution DEM.

5  Conclusions

Computational time and accuracy in representing the complex urban topography are crucial 
in natural hazard analysis and formulating efficient disaster management and mitigation 
measures. The primary objective of this study was to establish the advantages and aptness of 
using the sub-grid approach for urban flood modeling and risk analysis. Urban flood simula-
tions of the Toce Valley experimental test case, the Carlisle flood of 2005, and the Chennai 
flood of 2015 are performed using sub-grid and non-sub-grid approaches in the freely avail-
able HEC RAS 6.1.0 software package. Major conclusions drawn from the study are:

	● Inundation depth: In terms of maximum inundation depths, the sub-grid model with 
coarser computational mesh and finer topographical description performed similarly 
to that of the reference model. Whereas the corresponding non-sub-grid model setups 
showed appreciable differences in all the cases. Based on the time evolution of inun-
dation depth, it can be said that the flow amid the buildings, in the streets, and in the 
smaller canals in the corresponding test cases are simulated in a more or less similar 
accuracy by both optimal sub-grid setup and the reference model in all the cases. In 
contrast, the non-sub-grid model at coarser resolutions than the corresponding reference 
full 2D model fails to simulate the flood inundation depths accurately, especially in the 
urbanized flood plains. Thus, the ability to capture the underlying high-resolution ter-
rain data along with the overlying coarse-resolution computational mesh details makes 
the sub-grid approach advantageous in terms of computational time and efficiency.

	● Inundation extent: The fitness index for smaller sub-grid models (20 units and 30 
units) are above 95% when compared respectively to the RM-1, RM-2, and RM-3 mod-
els (Toce, Carlisle, and Chennai flood scenarios, respectively), establishing their suit-
ability in accurate urban flood simulations. Besides, for the real-time flood events of 
Carlisle and Chennai cities, the 30 m sub-grid is considered the best alternative owing 
to its lesser computation time involved in comparison with the 20 m sub-grid model. As 
expected, the non-sub-grid models of 20 and 30 m, respectively, reported 10% and 14% 
lesser fitness index values than the corresponding sub-grid models.

	● Flood risk mapping: The 20 and 30 m sub-grid models can also capture the velocity 

Table 12  Total computation time for each grid size
Grid
size (m)

Total run time (hh:mm:ss) Total run time (s) Relative run time with respect to RM-2
Sub-grid Non-sub-grid Sub-grid Non-sub-grid Sub-grid Non-sub-grid

20 61:10:53 59:11:02 220,253 213,062 0.1278 0.1236
30 15:04:17 12:34:35 54,257 45,275 0.0315 0.0263
40 06:19:13 04:46:48 22,753 17,208 0.0132 0.0099
60 03:10:22 01:33:04 11,422 5584 0.0066 0.0032
90 00:32:01 00:21:17 1921 1277 0.0011 0.0007
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field similar to the reference model in both the real flood event simulations. Therefore, 
the areas under different flood risk levels are also accurately simulated by the 20 and 
30 m sub-grid models for both events, thus rendering reliable flood hazard maps.

	● Computational cost: The sub-grid model, at the optimal grid size of 20 mm- for Toce 
and 30 m for both the real flood events, simulates the urban flood dynamics signifi-
cantly faster (~ 37, 85, and 32 times, respectively, for the considered case studies) than 
the high-resolution grid size reference models in the presented case studies without 
compromising accuracy. However, a site-specific trial is required to find an optimal 
combination of sub-grid resolution for terrain and numerical grid resolution for flux 
computation for acceptable accuracy and computation time.

Thus, the use of the sub-grid approach enables real-time urban flood forecast simulations 
and inundation mapping with better accuracy (time evolution of inundation depth and area, 
flood hazard maps) and lesser computation time than the traditional high-resolution flood 
simulations. In other words, the sub-grid approach examined herewith is particularly use-
ful in the simulation of floods in urbanized flood plains with several smaller topographic 
features that govern the flood dynamics. A greater understanding of our results can be of use 
in the timely simulation of urban floods more accurately and reliably, enabling systematic 
and improved hazard analysis and flood damage mitigation, risk and hazard reduction, as 
well as preparedness.
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