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Abstract
Debris avalanches caused by landslides often lead to building damage, and insufficient 
research has been conducted on the vulnerability of buildings, especially reinforced 
concrete (RC) buildings, to such impact disasters. A vulnerability assessment framework 
for a two-story RC building based on the generalized F-discrepancy (GF-discrepancy)-
based point selection strategy and discrete element method (DEM)-finite element method 
(FEM) is proposed. Considering the randomness of granular flow, including the impact 
height, impact velocity, and density of particle flow, these three random variables are 
uniformly sampled using GF-discrepancy, obtaining a total of 134 samples. A deterministic 
analysis of each sample is performed to obtain the responses of the 134 samples according 
to the DEM-FEM coupling method, which can fully reflect the failure characteristics of 
RC buildings under mass flow impact. Given the quantitative vulnerability assessment, we 
select the inter-story displacement ratio and the displacement of walls and columns in the 
responses as indicators defining the damage state of the building. The former is used to 
evaluate the overall damage state of the building, while the latter is applied to evaluate 
the local damage situation of the building as a correction to the first indicator. Ultimately, 
the vulnerability of the building is obtained corresponding to different impact intensities 
related to three random variables. This method provides not only the vulnerability of RC 
buildings under particle flow impact but also insight into vulnerability assessments of 
buildings in areas that are not currently in danger of such disasters.
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1 Introduction

Debris avalanches induced by landslides, containing a large number of particles and rock 
fragments, frequently lead to serious infrastructure damage and severe loss of life (Petley 
2012; Froude et al. 2018; Ko et al. 2018; Tang et al. 2019; Cai et al. 2022a, b; Cai et al. 
2022a, b; Casagli et  al. 2023). For example, on December 20, 2015, the Guangming 
landslide in Shenzhen destroyed 33 buildings and killed nearly 80 people (Yin et al. 2016). 
On May 2, 2014, the Abe Barek landslide in Afghanistan caused a death toll of up to 
2700 people and resulted in nearly a hundred houses being buried (Zhang et  al. 2015). 
A landslide occurred in Diexi Mountain, Maoxian County, Sichuan Province, resulting 
in 83 deaths and the destruction of numerous villages and roads in 2017 (Huang et  al. 
2019). With global warming and the frequent occurrence of extreme weather events, the 
risk of future debris avalanche disasters should not be underestimated (Papathoma-Köhle 
et  al. 2012; Thouret et  al. 2020a, b). Accordingly, a suitable vulnerability assessment of 
buildings is conducive to both risk assessment and risk management for government and 
insurance companies (Papathoma-Köhle et al. 2017).

The physical vulnerability of a building influenced by debris avalanches can usually be 
measured in a quantitative manner via three methods: vulnerability matrices, vulnerability 
indicators, and vulnerability curves (Papathoma-Köhle et al. 2017; Thouret et al. 2020a, b). 
Vulnerability curves, the most common method of risk evaluation, define the relationship 
between the intensity of the debris flow, e.g., the flow depth, impact velocity, viscosity of 
debris, and impact pressure, and the damage response of an element; this method often 
requires a large amount of reliable historical statistical data collected after a debris flow 
event (Prieto et al. 2018; Liang et al. 2019; Luo et al. 2020; Yan et al. 2020). The data used 
for drawing the vulnerability curves usually come from authorities and insurance company 
and field investigations, which may be time-consuming and expensive. If an area likely to 
be impacted by future debris has not experienced a previous debris disaster, this work can 
be particularly difficult to perform.

Given the development of computer technology in recent years, numerical simulation 
methods may be able to compensate for the disadvantages that arise in the above-men-
tioned method because computational methods can simulate various impact scenarios 
for different types of buildings with different characteristics to obtain the various data 
required for debris flow risk analyses (Quan Luna et al. 2011; Chen et al. 2021; Qingyun 
et  al. 2022). For example, Cheng et  al. (2022) investigated the physical vulnerability of 
buildings to construction solid waste by evaluating the resistance of the buildings and the 
impact height determined by a simplified flow slide model that they developed. Similarly, 
Zhang et al. (2018) built a vulnerability curve using the debris intensity of the flow depth, 
flow velocity, and impact pressure simulated via FLO-2D at a regional scale based on a 
debris event that occurred in Zhouqu County, Gansu Province, Northwest China. Kim et al. 
(2020) also applied this software to build a vulnerability curve in Korea. These authors 
used numerical methods to provide accurate simulation data, saving a large amount of on-
site investigation time; however, the interaction process between debris flows and build-
ings has been ignored to a certain extent. Interestingly, this issue attracted the attention 
of Luo et al. (2022), who established a simplified equivalent impact model in which the 
impact force is estimated via hydrodynamic models with uniform (Fig. 1a) and trapezoidal 
(Fig. 1b) pressure distributions ( pslurry and Fboulder represent pressure of slurry and impact 
force of boulders), and ultimately constructed a series of fragility curves via approximately 
5000 simulations in LS-DYNA, considering the uncertainties of the debris in an explicit 
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manner. Although interactions between debris flows and buildings have been considered, 
true dynamic contact models, which can accurately simulate the entire process of failure of 
building, have not yet been applied to vulnerability assessments of buildings impacted by 
debris flows because of the large computational costs, both in time and money.

Dynamic contact models can not only effectively simulate the dynamic damage process 
of existing buildings but also provide various data that are difficult to collect on site, and 
therefore applying these methods to vulnerability assessments is very beneficial (Luo 
et  al. 2021; Yu et  al. 2022). However, one important issue needs to be addressed: how 
can real debris flow impact scenarios, including all of types of impact cases, be selected 
as accurately as possible when the uncertainties of debris flows are considered (Luo et al. 
2020, 2022). The most commonly used sample methods to solve this problem are Monte 
Carlo simulation (MCS) and Latin hypercube sampling (LHS), which has been widely used 
in probability analyses (Shields et al. 2016). However, MCS requires a large samples size 
to obtain the desired result, and if the size of samples is small, significant deviations may 
arise (Li et al. 2023). Although LHS can control the deviation between the sample and the 
population, small samples are not very uniform in the context of multidimensional variable 
sampling, which also lead to discrepancy in vulnerability. Due to the expensive computing 
cost of dynamic contact model used for evaluating vulnerability, there is not possible to 
calculate too many samples. Hence, these two methods are not suitable for sampling when 
dynamic contact models are used to investigate vulnerability.

Fortunately, a point selection method based on generalized F-discrepancy 
(GF-discrepancy) can deal with the problem, which was proposed by Chen et al. (2016) and 
improved by Yang et al. (2019). This method effectively manages the discrepancy between 
the sample distribution function and the population distribution function, while also 
producing samples that are relatively uniform, even for small samples (Chen et al. 2019). 
The method has been used successfully in structural fragility analysis. For example, Ren 
et al. (2022) built a fragility curve of a prestressed concrete containment vessel considering 
the uncertainties of the concrete and steel rebar, and Chen et  al. (2023) explored the 
seismic fragility of concrete face rockfill dams, given uncertainties in the ground motions 
and soil variability. Furthermore, Li et al. (2023) found that, under the same sample size, 
the calculation results based on the GF-discrepancy method are significantly better than 
those based on MCS and that GF-discrepancy avoids the problem of redundant calculation 

Fig. 1  Schematic diagram of simplified equivalent impact model
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experienced when using MCS. Therefore, GF-discrepancy is suitable for generating 
representative samples in vulnerability evaluation.

At present, the vulnerability of reinforced concrete (RC) buildings impacted by debris 
avalanches originating from mountain collapses or landslides has not attracted sufficient 
attention (Zhang et  al. 2018). There are many dynamic contact models that can be used 
to investigate the vulnerability of RC building under mass flow impact, including discrete 
element method (DEM)-finite element method (FEM) (Zhong et  al. 2022; Yuen et  al. 
2023), smooth particle hydrodynamics (SPH)-FEM (Feng et  al. 2019; Liu et  al. 2022), 
arbitrary Lagrangian–Eulerian (ALE)-FEM (Luo et al. 2019, 2021), and SPH-DEM-FEM 
(Liu et al. 2021; Qingyun et al. 2022). In these methods, the deformation and failure of RC 
building are calculated by FEM, while the debris flow is simulated using DEM, SPH, or 
ALE. Compared with SPH-FEM, ALE-FEM, and SPH-DEM-FEM, DEM-FEM is more 
suitable for vulnerability studies because the other methods are highly time-consuming. In 
addition, DEM-FEM has been successfully applied to the study of bridge pier failure under 
impact of particle flow (Zhong et al. 2022). Accordingly, the DEM-FEM coupling method 
is chosen in this study to explore the vulnerability of RC buildings impacted by dry grain 
flows.

Here, explicitly considering the randomness of debris avalanches, including the 
impact height, impact velocity, and density of particle flow, 134 representative samples 
are sampled in accordance with GF-discrepancy. Subsequently, a deterministic analysis is 
performed on the 134 samples in LS-DYNA based on DEM-FEM to obtain the dynamic 
responses of these cases. Furthermore, quantitative building damage states are proposed 
according to the inter-story drift ratio and the damage degree of the walls and columns of 
an RC building and vulnerability curves related to different impact intensity indicators are 
established based on the Weibull distribution. Finally, we compare the vulnerability curves 
derived from debris avalanches with those of common debris flows.

2  Method

2.1  Point selection method based on GF‑discrepancy

To control the uniformity of the sampling points used in the vulnerability analysis, the 
sampling discrepancy of the sampling points needs to be controlled; that is, to reduce the 
discrepancy between the empirical distribution function and the cumulative distribution 
function (CDF) of the samples. The discrepancy of the CDF can be controlled by the 
discrepancy of the joint probability density function (PDF), and the PDF can be expressed 
by a combination of the moments of the characteristic function. Therefore, if the error 
of each central moment is small, the error of the distribution function is also small. For 
n-dimensional random variables Θ =

(
Θ1,Θ2,⋯ ,Θn

)
 , the worst error D� of its n-th central 

moment can be expressed as (Li et al. 2017)

(1)D� =

||||||�
ΩΘ
f�(�, t)pΘ(�)d� −

n∑
q=1

Pqf�(�, t)

||||||
≤ VEF

(
f�
)
DEF

(
ℜn

)
,

(2)ℜ
n
=

{
�
q
=

(
�
q,1, �q,2,⋯ , �

q,s

)
, q = 1, 2,⋯ , n

}
,
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where DEF

(
ℜn

)
 and ΩΘ are the extended F-discrepancy of the point set ℜn and the range 

space of a random variable Θ , respectively; s is the dimension unit hypercube. f�(�, t) is a 
function with bounded variation whose expression is generally unknown; pΘ(�) is the joint 
PDF of the random variable Θ ; VEF

(
f�
)
 is the total variation of the function f� ; and Pq is 

the probability calculated according to a Voronoi cell.Pq can be calculated by Eq. (3) and 
DEF

(
ℜn

)
 is both defined by Eq. (4) and depicted in Fig. 2 (Chen et al. 2013).

where Fn(�) and Fn

(
�,ℜn

)
 are the joint CDF of the random variable Θ and the empirical 

CDF determined by the assigned probabilities of the point set ℜn , respectively. Fn

(
�,ℜn

)
 

can be expressed as

Here, I
{
�q ≤ �

}
 is the indicator function, which is 1 when the expression is true and 0 

when it is false. It is difficult to determine an analytical expression of Eq. (1), making it 
difficult to solve. To avoid this NP-hard problem, the GF-discrepancy method based on the 
marginal PDF is proposed, as defined in Eq. (6).

Here, Fn,j

(
�j
)
 and Fn,j

(
�j,ℜn

)
 are the marginal CDF and the empirical marginal CDF of 

the j-th random variable, respectively. It has been proven that there exists a constant s that 
leads to the following relationship between DGF and DEF:

(3)Pq = ∫ Ωq
pΘ(�)d�,

(4)DEF

(
ℜn

)
= sup

|||Fn

(
�,ℜn

)
− Fn(�)

|||
(
� ∈ ΩΘ

)
,

(5)Fn

(
�,ℜn

)
=

n∑
q=1

PqI
{
�q ≤ �

}
.

(6)DGF = max
1≤j≤s

{
sup

−∞≤�j≤∞
{|||Fn,j

(
�j,ℜn

)
− Fn,j

(
�j
)|||
}}

(7)DGF

(
ℜn

) ≤ DEF

(
ℜn

) ≤ sDGF

(
ℜn

)
.

Fig. 2  Schematic diagram of the 
total discrepancy DEF for a one-
dimensional distribution
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According to Eq. (7),  Eq. (1) can be rewritten as

Equation (8) indicates that the total discrepancy DEF of the system can be controlled by 
reducing the marginal discrepancy DGF , such that, not only can n-dimensional problems 
be simplified to one-dimensional problems but also a relatively uniform point set can be 
obtained by assigning approximately equal probability. A uniform point set can be achieved 
via the Sobol sequence method, which first generates a Sobol sequence containing n random 
variables, where each dimension of the variable follows a uniform distribution with a 
minimum of 0 and a maximum of 1. The Sobol sequence can be expressed as ℜn,sob = Xns . 
Then, according to the inverse function of the CDF, inverse transformation can be performed 
on the point set ℜn,sob to obtain the initial point set �q,j:

where Fi(⋅) is the marginal CDF of j-th random variable.
ℜn,sob is not absolutely uniform, and therefore the initial point set obtained via Eq. (9) is 

the same, such that the assigned probability of each point being partitioned by the Voronoi 
cell is uneven. Therefore, the point set �q,j needs to be rearranged; this can be divided into two 
steps. First, the position of the initial point set is rearranged to make the assigned probability 
of each point as close as possible, which can be adjusted according to Eq.  (10). Then, the 
point set is adjusted using Eq. (11) based on the Voronoi partitioning method to minimize its 
GF-discrepancy. The point set adjusted via these two steps is a relatively uniform point set. 
Equations (10) and (11) are as follows (Yang et al. 2019):

2.2  DEM‑FEM coupled model

DEM is a common numerical method widely used in the study of solid particles, especially 
debris, and its principle is shown in Fig. 3a. In this method, particles of different sizes are 
modeled by soft balls allowing slight penetration in order to transfer forces between particles. 
The translation and rotation between particles follow Newton’s second law, and the motion 
control and momentum conservation equations of the particles are (Liu et  al. 2021; Zhong 
et al. 2022)

(8)
||||||�

ΩΘ
f�(�, t)pΘ(�)d� −

n∑
q=1

Pqf�(�, t)

||||||
≤ sVEF

(
f�
)
DGF

(
ℜn

)
.

(9)�q,j = F−1
j

(
xq,j

)
(q ∈ [1, n]; j ∈ [1, s]).

(10)𝜃1
q,j

= F−1
j

[
n∑

k=1

1

n
I
(
𝜃k,j < 𝜃q,j

)
+

1

2n

]
,

(11)𝜃2
q,j

= F−1
j

[
n∑

k=1

PqI
(
𝜃1
k,j

< 𝜃1
q,j

)
+

1

2
Pq

]
.
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where mi , �̈�i , �̈�i , and Ii are the mass, translation acceleration, rotational acceleration, and 
moment of inertia of the i-th particle, respectively; fn,ik , ft,ik , and Tik denote the normal 
contact force, tangential contact force, and torque, respectively, between the i-th and k-th 
particle; and g and s are the gravitational acceleration and the total number of particles in 
contact with the i-th particle, respectively.

In Eq.  (12), the magnitude of the contact force calculated based on the linear 
spring dashpot model is related to the overlap thickness between the soft balls and the 
magnitude of the contact velocity. Specifically, the tangential contact force between the 
particles follows Coulomb’s law of friction. The expressions for the overlap thickness 
between the particles � , normal contact force fn,ik , and tangential contact force ft,ik are

where ri and Xi are the radius and a vector showing the position of the i-th particle, 
respectively; kn , 𝛿n, �̇�n and cn represent the normal spring stiffness, normal overlap 
thickness, normal relative velocity, and normal damping coefficient, respectively; and 
kt, 𝛿t, �̇�t, cn, u are the tangential spring stiffness, tangential overlap, tangential relative 
velocity, tangential damping coefficient, and friction coefficient, respectively. Here, 
kn, kt, cn, ct can be defined by (Karajan et al. 2014)

(12)

⎧⎪⎪⎨⎪⎪⎩

mi�̈�i = mig +

s�
k=1

(fn,ik + ft,ik)

Ii�̈�i =

s�
k=1

Tik

,

(13)� = ri + rk − |Xi − Xk|,

(14)fn,ik = (−kn𝛿n + cn�̇�n),

(15)ft,ik = min(−kt𝛿t + ct�̇�t, ufn,ik),

Fig. 3  Contact model of DEM a and DEM-FEM b (Liu et al. 2019)
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 where �i represents the bulk modulus of the i-th particle, which is equal to E∕3(1 − 2�) ; nn 
and nt are ratio constants of the normal and tangential stiffness, which are generally taken 
to be 0.01 and 2/7 (Albaba et al. 2017; Liu et al. 2019), respectively; and �n and �t represent 
the normal and tangential damping ratios, respectively, between the particles.

A coupling diagram of DEM and FEM is shown in Fig. 3b, and the motion between 
DEM and FEM satisfies Eq.  (18), where the first two equations are the DEM control 
equations and the final equation is the FEM control equation (Liu et al. 2021; Zhong et al. 
2022).

Here, fn,ij, ft,ij and Tij are the normal contact force, tangential contact force, and torque, 
respectively, between the i-th discrete element and the j-th finite element; l is the number 
of finite elements in contact with discrete elements;X, M, C and K denote the displace-
ment matrix, mass matrix, damping matrix, and stiffness matrix, respectively, of the finite 
element set; Fcontact represents the external force imposed by the discrete element; and 
Fnon_contact represents external force other than contact force applied by discrete element.

The contact force between DEM and FEM is determined based on a penalty function, 
and similar to Eqs. (14) and (15), the magnitude of the contact force is also related to the 
stiffness of the contact spring, penetration depth, and relative velocity. fn,ij and ft,ij can be 
expressed as

where �̇�FD,n and �̇�FD,t represent the normal and tangential penetration thicknesses, 
respectively, between DEM and FEM; cFD,n and cFD,t are the normal and tangential 
damping coefficient, respectively, commonly set to 0 in the absence of high-frequency 
oscillations; and kFD,n and kFD,t refer to the stiffnesses of the normal contact spring and the 
tangential spring on the contact surface between finite and discrete elements, which are 
usually assumed to be equal. The contact spring stiffness expressions for DEM with shell 
elements and solid elements are (Liu et al. 2021)

(16)kn =
�iri�krk

�iri + �krk
nn, kt = knnt,

(17)cn = 2�n

√
mimk

mi + mk

kt, ct = 2�t

√
mimk

mi + mk

kn,

(18)

⎧⎪⎪⎨⎪⎪⎩

mi�̈�i = mig +
s∑

k=1

(fn,ik + ft,ik) +
l∑

j=1

(fn,ij + ft,ij)

Ii�̈�i =
s∑

k=1

Tik +
l∑

j=1

Tij

MẌ + CẊ + KX = Fcontact + Fnon_contact

(19)fn,ij =
(
−kFD,n𝛿FD,n + cFD,n�̇�FD,n

)
,

(20)ft,ij = min
(
−kFD,t𝛿FD,t + cFD,t�̇�FD,t, ufn,ij

)
,

(21)kFD,n = max

[
lSOFSCLm

2Δ(t)
,

kpenaltyKA

max (shell diagonal)

]
,
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where lSOFSCL and kpenalty are the scale factor of the soft constraint penalty formulation and 
the penalty scale factor for the contact spring stiffness, respectively, with lSOFSCL and kpenalty 
set to 0.1 meeting most computational needs; K and Δ(t) are the bulk modulus of the finite 
element and the time step function, respectively; m is a function of the slave node set of the 
discrete element and the master node set of the finite element on the contact surface; A and 
V  are the surface area and volume of the finite element, respectively.

2.3  Material models

The cap model, which considers the hardening and damage of concrete materials, is widely 
used in the progressive collapse of buildings in impact debris flows and has achieved good 
simulation results (Luo et  al. 2019). This model realizes a smooth connection between 
the shear failure surface and the hardened cap surface, solving the numerical calculation 
problem caused by the discontinuity between the two. The yield surface equation is 
(Murray 2007)

where J1, J2 and J3 are the first invariant of the stress tensor and the second and third 
invariants of the deviatoric stress tensor, respectively; R and k are the strength reduction 
coefficient and cap hardening parameter, respectively, of concrete. Ff

(
J1
)
 and Fc

(
J1, k

)
 

represent the shear failure surface equation and the hardening cap equation, respectively, 
and are expressed as

where �, e, b and � are fitting parameters of the failure surface determined via uniaxial 
compression experiments on plain concrete; X(k) and L(k) are operator functions related 
to the hardening parameters. The cap model generally determines its failure based on its 
maximum principal strain, and when the maximum principal strain exceeds 0.05 (the 
default value), it is determined that the concrete element is to be deleted.

Reinforcement in concrete usually follows the elastic–plastic constitutive law (Shi et al. 
2021), which can accurately describe the hardening behavior of the reinforcement after 
being stressed. Its constitutive equation is

Here, �0 is the initial stress; Ep, � are the hardening modulus and the hardening 
parameters, respectively; �e

p
 and �̇� the effective strain and the strain rate, respectively. C and 

P refer to the strain rate parameter. Parameters related to strain rate maintains the default 
value during calculation.

(22)kFD,n = max

[
lSOFSCLm

2Δ(t)
,
kpenaltyKA

2

V

]
,

(23)f (J1, J2, J3, k) = J2 − R2F2
f

(
J1
)
Fc

(
J1, k

)
,

(24)Ff (J1) = � − �e−bJ1 + �J1,

(25)Fc(J1, k) = 1 −

[
J1 − L(k)

][|J1 − L(k)| + J1 − L(k)
]

2[X(k) − L(k)]2
,

(26)𝜎y =
(
𝜎0 + 𝛽Ep𝜀

e
p

)[
1 +

(
�̇�

C

)(1∕P)
]
.
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2.4  Experimental validation

To verify the effectiveness of DEM-FEM, we selected a flume test of a debris avalanche 
as a reference (Jiang et  al. 2013). This test is treated as a benchmark to calibrate the 
DEM parameters because there are no experiments in which particles directly impact 
concrete. The flume test system is 2.93 m long (L1), 0.3 m wide, and 0.35 m high, as 
shown in Fig. 4, with a 0.4-m rigid barrier equipped with force sensors at the bottom of 
the system. The sliding mass, with a length of 0.44 m (L3), width of 0.3 m, and height 
of 0.15 m (H), slides down a 50°  (θ) flow channel and impacts the rigid barrier at a dis-
tance of 2.19 m (L2). The bulk density of the sliding mass is 1350 kg/m3, having a cor-
responding particle density of 2800 kg/m3. Particles having a distribution of 10–20 mm 
account for over 95% of the total according to Fig. 5; therefore, the particle size is set 
to 10–20 mm in the simulation. The normal and tangential damping coefficients of the 
particles are set to 0.9 and 0.3, respectively. The friction coefficients between the par-
ticles and the floor, the sidewall, and the rigid barrier of the flume are 0.38, 0.55, and 
0.38, respectively. The grain, flume, and barrier materials are treated as rigid, rigid, and 
elastic, respectively. The particles and the barrier and the particles and the flume have 
automatic node to surface contacts between them. The simulation was performed using 
LS-DYNA, and the simulation parameters are given in Tables 1 and 2.   

Fig. 4  Schematic diagram of the 
flume test

Fig. 5  Particle size distribution
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Comparisons between the flume test and the numerical simulation are shown in Fig. 6 
and Fig. 7. Figure 6a1–a5 and b1–b5 shows that the flow state of the simulation matches 
that of the experiment quite well at different times; the stacking state Fig.  6a6–b6 is 
also the same. Figure 6a6–b6 indicates that the errors of the stacking lengths parallel 
and perpendicular to the blocking structure are 5.7% and 3.33%, respectively. Similarly, 
Fig. 7 shows that the deviation of the normal impact force is approximately 3% after the 
original impact force data are smoothed via a fast Fourier transform (FFT). Overall, the 
accurate calculation results, for both the flow state and the impact force, indicate that 
particles simulated based on DEM can make good contact with the flume and retaining 
structure based on FEM, and that these methods are capable of simulating the impact 
process of a debris avalanche. 

Table 1  Parameters of the discrete element particles

Bulk density c
n

c
t

n
n

n
t

Friction coefficient Rolling friction coefficient

1350 kg/m3 0.9 0.3 0.01 0.0029 1.4 0.12

Table 2  Material parameters 
of the different parts of the 
simulation

Element Nature Density (kg/m3) Elastic 
modulus 
(GPa)

Poisson’s ratio

Particle rigid 2800 30 0.3
Flume rigid 7850 30 0.3
Barrier elastic 7850 200 0.25

Fig. 6  Flow state verification of the numerical model and flume tests: a1–a6 flume test of Jiang et al. (2013) 
and b1–b6 simulation results
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3  Numerical model

To construct a model with strong transferability, the randomness of not only the debris 
flows but also the buildings needs to be considered. The randomness of an architectural 
structure primarily arises from the materials, dimensions, and geometric shape of the 
building (Kappes et  al. 2012). However, dividing the finite element models of building 
are very challenging when the randomness of building is considered. Therefore, this 
randomness is overlooked in our research. To make the research more meaningful, the 
two-story RC building with common features in rural areas of China is selected as the 
analysis objects. Papathoma-Köhle et al. (2017) thought that the complete destruction of 
the structure of a building is only caused by a frontal debris flow impact; therefore, we 
primarily consider frontal impacts of the representative building in this article.

The numerical model of the two-story RC building is shown in the blue box in the upper 
left corner of Fig. 8; the length of the debris flow is 3 m, as determined by trial and error to 
ensure a sufficient impact force, the width of the debris flow is 3.15 m, corresponding to the 
width of the building, and the height of the debris flow is an unassigned random variable. 
The length, width, and height of the building placed on a foundation, are 6.4 m, 3.15 m, 
and 5.9 m, respectively. A total of 12 longitudinal steel bars with a diameter of 14 mm are 
evenly arranged in beam sections and column, with a length of 40 mm, and are reinforced 
by stirrups with a diameter of 10 mm. In the non-encrypted area (yellow box), the spacings 
between the stirrups placed in the beams and column are 20 cm and 15 cm, respectively, 
while in the encrypted area (purple box), the spacing between the stirrups is 10 cm. The 
walls and floor, with thicknesses of 20 cm and 10 cm, respectively, contain double-layer 
rebar with a diameter of 10 mm and spacings of approximately 25 cm and 15 cm, respec-
tively. Three monitoring lines are set up on the building to detect the displacements on the 
column (Line A), impact face (Line B), and far end of the column (Line C). In this study, 
the concrete protective layer of the steel bar is set to 25 mm. These parameters are mainly 
determined by engineering experience and Code for Seismic Design of Buildings (2016).

The parameters of the particle flow are basically consistent with those in Table  1, 
and the values of the density, impact height, and impact velocity of the granular flow are 

Fig. 7  Impact force comparison 
of the numerical model and 
flume test
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given in Sect. 4. The rebars are modeled using a beam with a Hughes–Liu cross section, 
and the rebar parameters are listed in Table 3 in which an average yield strength value of 
455.7 MPa corresponds to a standard yield strength value of 400 MPa with a guarantee 
rate of no less than 95%. The concrete is modeled using constant stress elements, and 
the concrete parameters of the cap model, except for the average compressive strength, 
which is set to 28 MPa, adopt the default values listed in Table 4. The interaction of the 
rebars and concrete is modeled using the constrained_beam_in_solid algorithm, and the 
contacts of the particles with the beams and concrete are characterized using the de_to_
beam_coupling and eroding_nodes_to_surface algorithms, which describe the erosion of 
the discrete particles on the finite elements of the concrete. This study assumes that the 
foundation does not experience any displacement, and therefore that full constraints are 
applied to the foundation.

4  Sampling based on GF‑discrepancy

In general, a large number of random variables are involved in a vulnerability assessment, 
of which the factors related to the impact force of the debris are easier to consider; these 
include the velocity, height, and density of the debris avalanche. The velocities of debris 
avalanches produced by landslides range from several meters per second to hundreds of 
meters per second; we only consider impact situations with relatively low mass flow speeds 
because of the strong destructive nature of high-speed debris flows. The velocity and height 
of a debris event in a flow channel are generally assumed to follow a uniform distribution 
(Luo et al. 2022), with the velocity range a debris flow being 1–12 m/s (Table 5). Usually, 
when the height of a debris flow exceeds the height of the building, resulting in the build-
ing being completely buried, it is assumed that the building is completely destroyed, losing 
its value in the vulnerability assessment. In addition, if the depth of the debris flow is too 
shallow, it is assumed to not have a significant impact force, thus not causing any damage 
to the building. Accordingly, the depth of the debris flow was set to be between 1 m and 
5.9 m (Table 5). As for the density, numerous studies have shown that the density follows 

Fig. 8  Schematic diagram of the dynamic impact model
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a logarithmic normal distribution; in this study, we assumed that the mean of density of 
flowing material was 1800 kg/m3 with a coefficient of variation of 5%, following the study 
of Parisi et al. (2017) (Table 5).

According to the research of Papathoma-Köhle et  al. (2017), the number of damaged 
buildings typically used in existing vulnerability curves is in the tens. We are confident that 
offering over 100 cases with different damage states can fulfill the demand of the statistical 
analysis of vulnerability. Finally, approximately 134 samples are selected based the point 
selection strategy of GF-discrepancy for the consideration of balancing calculation time 
and accuracy of vulnerability. The PDFs and CDFs of the velocity ( � ), height ( h ), and den-
sity ( � ) of the selected samples according to Eqs. (9–11) are shown in Fig. 9. Known from 
Fig. 9, the selected points are basically uniformly distributed in their range spaces, with 
small PDF deviations. After trial and error calculations, we found that the entire model 
only requires 0.15 s of calculation time to ensure that the building reaches its maximum 
displacement if the displacement rebounds; therefore, the termination time for all models 
was set to 0.15 s.

5  Definition of building damage states

Definitions of the different levels of vulnerability of a building often vary across study 
areas and for different types of buildings, the classification of damage states is often 
qualitative, as shown in Table 6. Table 6 defines the level of vulnerability from a macro 
perspective; however, when this definition is used to determine the damage states of 
buildings in numerical models, if there are many models, non-quantitative evaluation 
methods have extreme difficulty achieving statistical analyses. Consequently, quantitative 
evaluation indictors within the framework of macro definitions are urgently needed.

Here, inspired by the failure modes of RC buildings under earthquake excitation, we 
propose a quantitative classification of building damage levels based on failure modes to 
increase the transferability of the evaluation method. The failure modes of an RC building 
impacted by granular flow at the current reinforcement ratio are shown in Fig. 10. Regard-
less of the height of the debris flow, the entire building tends to move in the same direction 
as the debris flow, which leads to rupture of the building’s beam column joints (within the 
red box). Because the foundation of the building is assumed to be immovable, movement 
of its upper structure is equivalent to generating inter-story drift ratio. Accordingly, the 
overall damage status of the building can be determined by the inter-story drift ratio of the 
columns at the farthest end from the debris flow. This determination is generally correct; 
however, further correction is still needed. For example, the inter-story drift ratio correctly 
determines the failure state for Fig.  10a but is not applicable to Fig.  10b because there 
is no significant destroy signal at the far end, rather the elements on the impact surface 

Table 3  Parameters of rebars with different diameters

Diameter 
(mm)

Density 
(kg/m3)

Young’s 
modulus 
(GPa)

Poisson’s 
ratio

Yield stress 
(MPa)

Tangent 
modulus 
(MPa)

Failure 
strain

�

�14/�10 7850 200 0.3 455.7 2000 0.1 0
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are completely destroyed. Therefore, in addition to considering the overall damage of the 
building, the local damage of the beams and columns on the contact surface needs to be 
considered.

Based on Table  6, a quantitative definition of RC building damage considering both 
overall (Condition A) and local (Condition B) building damage state is shown in Table 7. 
In the table, � is the inter-story drift ratio at the farthest, characterizing the overall degree of 
damage of the building, whose value is referring to Code for Seismic Design of Buildings 
(2016). Furthermore, to solve the problem of insufficient description of local damage by 
� , two indicators of Dwall and Dcolumn representing local damage of buildings are proposed. 
Dwall and Dcolumn mean the displacements of the foot of the wall and column first collided 
with debris flow, and their values are summarized from numerical models without a unified 
reference. In our simulation, when Dwall reaches 0.001m, the wall cracks, and when Dcolumn 
is 0.01 m, the column begins to shear failure; when Dcolumn reaches to 0.4m, the column 
loses its support capacity and detaches from its original position. Here, we use an example 
to illustrate the meaning of Table 7. If the displacement at the far end of a building falls 
within the range from 1/550 to 1/100 (Condition A), it is considered to be in a state of 
slight damage that will be further evaluated based on the displacement of the column at 
the impact face (Condition B). Then, if the displacement of the column exceeds 0.01 m, 
the final damage level will be considered to be moderate damage. It is worth noting that 
the above quantitative definition has certain universality for analyzing vulnerability of RC 
buildings, but further analysis and adjustment are needed for specific applications.

Table  6 merely presents the range of vulnerability in various states, and numerous 
impact cases exist within a same range. To assign specific of vulnerability to those diverse 
impact cases, we perform linear interpolation on vulnerability within the same interval, 
dependent on the inter-story displacement ratio, the velocity ( � ) and height ( h ) of particle 
flow, and the equation used for interpolation is demonstrated in Table 7. When the local 
damage is small, the inter-story displacement ratio is used to interpolate the vulnerability, 
while when the local damage is large, the vulnerability is obtained by the impact velocity 
and impact height of debris flow, which highlights the local damage effect of impact height 
and impact velocity on buildings. In the event of an impact disaster, the variation in particle 
flow density ( � ) is significantly less than the variation in impact velocity and impact height, 
therefore, we only take into account the influence of the latter two indictors. In the impact 
force variable of ��2h , we observe that when � and h increase by the same amount, the 

Table 4  The parameters of concrete of cap model

Density (kg/m3) Compressive strength (MPa) Failure strain Maximum aggregate size (mm)

2500 28 0.05 18

Table 5  Probability distribution 
of random variables

Variable Lower interval/mean Upper 
interval/CoV

Distribution

Velocity ( v) 1m/s 12m/s Uniform
Height ( h) 1m 5.9m Uniform
Density ( �) 1800kg/m3 3% Lognormal
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increment of impact force caused by � is greater than that caused by h . For convenience, 
the exponents of v and h in this variable are used to determine the contribution of v and 
h to vulnerability, resulting in a weight of approximately 2:1 for � and h . Accordingly, 
weights of 0.66 and 0.34 are assigned to the � and h . Using this method to assign specific 
vulnerability to each sample can help generate some relatively continuous points.

Fig. 9  Uniformly distributed samples selected using the generalized F-discrepancy (GF-discrepancy)-based 
method. a, c, and e PDFs and b, d, and f CDFs of the a and b velocity, c and d height, and e and f density 
of the flowing material
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6  Results

6.1  Vulnerability

Here, to intuitively present the impact results for over 100 samples, we constructed 6 vul-
nerability curves (Fig.  11) based on vulnerability value defined by Table  7. In the non-
linear regression analysis, Weibull distribution, a sigmoid function, was chosen for con-
structing vulnerability curves, due to the widespread use in characterizing the correlation 
between vulnerability and impact intensities of debris flow (Totschnig et al. 2013; Kang 
et al. 2015), and the basic mathematical notation of the function is shown in Table 8. The 
function established the relationships between the vulnerability and the flow depth h , flow 
velocity v , impact force measure hv2 , overturning moment measure hv , hydrodynamic 
impact pressure �v2 , and relative intensity measure h

/
h0 , where h0 is the height of the RC 

building. The final results were presented by the limit vulnerability curves (Green line) and 
suggested vulnerability curves (Red line), and the parameters used to fit the equation are 
shown in Table  8. Limit vulnerability curves, characterizing the maximum vulnerability 
value under the same impact intensity, were determined by fitting the points with the high-
est vulnerability in the figure. The suggested curves were obtained by fitting the average 
vulnerability (Red dots), which were weighted within a certain intensity range, assuming 
that the probabilities of each case are approximately equal.

A limit vulnerability index of 0.8 for the RC buildings can be determined given a 
flow depth of 2.36 m (Fig. 11a), a flow velocity of 4.10 m/s (Fig. 11b), a overturn-
ing moment measure of 21.8  m2/s (Fig. 11c), an impact force measure of 99.81  m3/s2 
(Fig. 11d), an impact pressure of 34.60 kPa (Fig. 11e), or a relative intensity of 0.43 
(Fig.  11f). The proposed vulnerability index equals 0.8 for a flow depth of 4.57  m 

Table 6  Qualitative definition of the damage states of buildings

Damage state Qualitative descriptions Vulnerability (Kang et al. 2015)

Slight Wall crack, and columns and 
beams remain intact or Minor 
nonstructural damage (Hu et al. 
2012; Kang et al. 2015)

0–0.3

Moderate The wall cracks and the beams 
and columns begin to break, 
but there is no risk of collapse 
(Mavrouli et al. 2014)

0.3–0.6

Heavy The wall is broken, and the 
beams and columns are severely 
damaged, and the floor slab 
begins to fall off, posing a risk 
of collapse (Hu et al. 2012; 
Mavrouli et al. 2014)

0.6–0.8

Complete 50% of beam and column 
failures result in loss of bearing 
capacity and complete loss of 
maintenance value (Mavrouli 
et al. 2014; Luo et al. 2022)

0.8–1
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(Fig.  11a), a flow velocity of 8.36  m/s (Fig.  11b), an overturning moment measure 
of 21.92   m2/s (Fig.  11c), an impact force measure of 182.14   m3/s2 (Fig.  11d), an 
impact pressure of 157.16  kPa (Fig.  11e), or a relative intensity of 0.78 (Fig.  11f). 
Furthermore, in order to express the relationship between vulnerability and multivari-
ate, a vulnerability surface fitted using polynomial regression and Tricube weight-
ing method is presented, which is a function of independent variables of h and v , 
as shown in Fig.  12. Figure  12 demonstrates that the vulnerability surface is very 
smooth, indicating that our definition of the vulnerability has good continuity and, 
at the same time, to the greatest extent possible, overcomes the problem of having 
the same vulnerability value under different impact intensities. In addition, Fig.  12 
highlights the spatial variation pattern of the vulnerability, intuitively reflecting the 
variation of the vulnerability with two-dimensional indicators and making it easier to 
apply to guide disaster assessments compared with a vulnerability curve.

6.2  Exceedance probability

After determining the damage status of each case, we divided every intensity indictor into 
several continuous intervals and calculated the probability of occurrence of the different 

Fig. 10  Typical failure modes in the numerical simulations
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damage levels, namely, the damage probability PLi , which was obtained by dividing the 
total number of cases in the same damage level by the total number of cases falling within 
same interval. Then, the exceedance damage probabilities of the different intensity 
indictors ( hv , hv2 , Frh

/
h0 , and Frhv

/
h0v0 , which were used by Luo et  al. (2022)) were 

calculated using the equations listed in Table 9 with intervals of 3  m2/s, 12  m3/s, 0.1, and 
0.15, respectively. In the expression of Frhv

/
h0v0 , v0 and Fr are the limit of the velocity in 

the study and the Froude number defined as v
/

√

gh , that is, the ratio of the inertial force to 
the gravity. The exceedance damage probabilities of the different intensities are showed in 
Fig. 13. Because only one or two points fall within the intact state, fitting an accurate curve 
is difficult. Therefore, the exceedance probabilities of three levels of slight, moderate, and 
heavy damage are given here. The exceedance probability of 0.8 for the slight damage state 
occurs for threshold values of hv = 16.5  m2/s (Fig.  13a), hv2 = 120  m3/s2 (Fig.  13b), 
Frh

/
h0 = 0.57 (Fig. 13c), and Frhv

/
h0v0 = 0.34 (Fig. 13d). The exceedance probability 

of 0.8 for the moderate damage state occurs for threshold values of hv = 23.5   m2/s 
(Fig. 13a), hv2 = 180  m3/s2 (Fig. 13b), Frh

/
h0 = 0.725 (Fig. 13c), and Frhv

/
h0v0 = 0.565

(Fig.  13d). The exceedance probability of 0.8 for the heavy damage state occurs for 
threshold values of hv , hv2 , Frh

/
h0 , and Frhv

/
h0v0 equal to 30  m2/s (Fig. 13a), 260  m3/s2 

(Fig. 13b), 0.9 (Fig. 13c), and 0.8 (Fig. 13d), respectively. Compared with the hv indicator, 
the other three indicators have better fitting performances; that is, the discriminability of 
the exceedance probability of the hv indicator is not as good as those of the other three 
indicators when the evaluation sample is small.

6.3  Comparison

Here, we compare the proposed vulnerability curve with those from on-site investiga-
tions or simulations; the comparison results are shown in Fig. 14 and Table 10, where 

Table 7  Quantitative definition of the damage states of two-story reinforced concrete buildings

f (⋅) represents the linear interpolation function within the corresponding vulnerability interval and that 
v ∈ [1, 5.9], h ∈ [1, 12]

Quantitative description Damage states Vulnerability range Value

Condition A Condition B (m)

Inter-story drift ratio 
of rear column ( �)

D
wall

D
column

� ≤ 1∕550  < 0.001  < 0.01 Intact (L1) 0 0
 > 0.001 Slight (L2) 0–0.1 f (�)

 > 0.01 Moderate (L3) 0.3–0.35 0.66f (v) + 0.34f (h)

1∕550 < 𝛿 ≤ 1∕100  < 0.01 Slight (L2) 0.1–0.3 f (�)

 > 0.01 Moderate (L3) 0.35–0.4 0.66f (v) + 0.34f (h)

1∕100 < 𝛿 ≤ 1∕50  < 0.40 Moderate (L3) 0.4–0.6 f (�)

 > 0.40 Heavy (L4) 0.6–0.7 0.66f (v) + 0.34f (h)

1∕50 < 𝛿 ≤ 1∕30  < 0.40 Heavy (L4) 0.7–0.8 f (�)

 > 0.40 Complete (L5) 0.8–0.9 0.66f (v) + 0.34f (h)

𝛿 > 1∕30 Complete (L5) 1 1
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the broken lines represent the vulnerability of brick–concrete structures (Akbas et  al. 
2009; Quan Luna et al. 2011; Totschnig et al. 2013; Kang et al. 2015; Zhang et al. 2018) 
and the solid lines represent the vulnerability of RC buildings (Kang et al. 2015; Zhang 
et al. 2018). Overall, the limit vulnerability curve is approximately equal to or less than 
the vulnerability curve of the brick–concrete structures; the suggested vulnerability 
curves differ slightly from others’ statistical results of the RC building (Fig.  14a–c). 
There are two primary reasons for the aforementioned phenomenon. On one hand, 
we added bars to the wall in building to enhance its resistance, thereby reducing its 

Fig. 11  Vulnerability curves for the reinforced concrete (RC) building



2591Natural Hazards (2024) 120:2571–2597 

1 3

vulnerability. On the other hand, cases with low vulnerability were included in the sug-
gested curves, leading to low vulnerability. Despite some deviations in the results, our 
suggested curves are close to the results of previous research, especially in Fig.  14a, 
which shows the effectiveness of our method. 

In terms of specific intensity indicators, the threshold value of the impact intensity h 
(Fig.  14a) was compared with those of Zhang et  al. (2018) and Kang et  al. (2015); we 
found that the thresholds corresponding to a vulnerability of 0.8 for the Zhang et al. (2018), 
Kang et al. (2015), limit curve and suggested curve are 5.40 m, 4.36 m, 2.36 m, and 4.57 m, 
respectively. As for the intensity indictor v , Fig. 14b shows that, when v reaches 5.85 m/s, 
6.46 m/s, 4.10 m/s, and 8.36 m/s for the Zhang et al. (2018), Kang et al. (2015), limit curve 
and suggested curve, the value of the vulnerability equals 0.8. Figure 14c illustrates that 
a vulnerability of 0.8 occurs when the impact pressures of the Zhang et al. (2018), Kang 

Table 8  The parameters used to fit the vulnerability equation

Intensity index Weibull distribution ( V = 1 − e(ax
b))

Limit curve Suggested curve

a b R
2 a b R

2

h − 1.21E-01 3.01 97.72% − 9.96E-02 1.83 91.52%
v − 1.24E-02 3.45 98.36% − 4.00E-02 1.74 96.72%
hv − 3.68E-05 3.50 98.46% − 5.19E-05 3.35 99.66%
hv

2 − 2.23E-04 1.93 97.34% − 5.90E-04 1.52 99.77%
�v2 − 2.83E-03 1.79 96.59% − 4.22E-02 0.72 91.81%

h
/
h0

− 1.67E + 01 2.74 94.64% − 2.56E + 00 1.83 91.73%

Fig. 12  Vulnerability surface for the RC building
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et al. (2015), limit curve and suggested curve are 57.91 kPa, 121.17 kPa, 34.60 kPa, and 
157.16 kPa, respectively. It can be observed in Fig. 14d that, when the vulnerability equals 
0.8, the relative intensity corresponding to the Zhang et al. (2018) and limit curve are both 
0.43, while the relative intensity is 0.78 for the suggested curve. Overall, our research 
results are closer to those of Kang et al. (2015), while there are significant differences from 
those of Zhang et  al. (2018). These differences may arise from various aspects, such as 
the reinforcement ratio of the buildings, the building form, and the height of the building 
floors, and further studies of RC buildings under the impact of mass flows are required.

7  Discussion

The numerical simulation method used in this study has significant advantages when 
analyzing the vulnerability of buildings, providing an analytical tool for areas that 
have not experienced disasters but may in the future. However, the method has several 
shortcomings. First, although GF-discrepancy can effectively control the uniformity of 
the selected samples, extreme values are inevitably selected; such values may not occur 
in practical situations, leading to a bias in the vulnerability. Second, compared with 
vulnerability curves originating from statistical analyses containing the same type of 
architecture with various characteristics, this study only analyzed the vulnerability of a 
two-story RC building under debris avalanche impact. This method may be applicable to 
areas where the building form only changes slightly but is difficult to apply in areas with 
significant changes in the architectural structural form. If the vulnerability of other forms 
of buildings needs to be analyzed, re-modeling is necessary; this doubles the computational 
workload. Third, it may be difficult to analyze the results, such as those in Fig. 11, where 
the dispersion of the results makes it difficult to find a representative vulnerability curve; 
this problem has also been encountered by Luo et al. (2022).

8  Conclusions

According to the impact force of debris flows, this study considered three random variables, 
namely, the impact height, impact velocity, and density of the mass flow, which were 
sampled via GF-discrepancy to obtain a total of 134 cases. Then, a deterministic analysis 
was performed on these cases using the DEM-FEM coupling method to find the responses 
of the inter-story drift ratio and the displacement of the walls and columns. On the basis 
of these responses, we conducted a vulnerability analysis on a two-story RC building and 
drew the following conclusions.

Table 9  Equations used to calculate the exceedance probability

Damage state Intact Slight Moderate Heavy

Damage probability P
L1 P

L2 P
L3 P

L4

Exceeding damage probability 1 − P
L1

1 −
2∑
i=1

P
Li

1 −
3∑
i=1

P
Li

1 −
4∑
i=1

P
Li
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(1) DEM can be well coupled with FEM, fully describing the interaction and damage pro-
cess between debris avalanches and buildings. Meanwhile, the GF-discrepancy-based 
point selection method can generate relatively uniform samples, to a great extent avoid-
ing vulnerability bias and redundant calculations caused by sample point concentration. 
The proposed method can provide a reference for vulnerability analyses of areas that 
have not yet been impacted by debris avalanches but may be impacted in the future.

(2) Within the framework of qualitative vulnerability descriptions, this study proposed 
three quantitative vulnerability assessment indictors for two-story RC buildings: the 
inter-story drift ratio and the displacement of the walls and columns. The vulnerability 
surface indicates that the vulnerability defined by this set of indicators has good 
continuity in the space determined by the intensity of the impact height and the impact 
velocity.

(3) In this study, we provided both the ultimate vulnerability curves and the recommended 
vulnerability curves for RC buildings based on the equal weight method correspond-
ing to six impact intensity indicators. The limit vulnerability curves are close to or 

Fig. 13  Exceedance probability of the RC building characterized by different intensity indicators
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smaller than that of brick–concrete structures, and there are small differences between 
the recommended vulnerability curves and those of previous studies on RC buildings. 
Overall, the final results show that the method proposed in this paper is effective.

Fig. 14  Comparison of the vulnerability functions for the RC building with other studies. The broken and 
solid lines indicate the vulnerability curves of the brick–concrete structures and the RC buildings, respec-
tively

Table 10  Threshold of the intensity indictors corresponding to a vulnerability of 0.8 for RC buildings

Intensity indictors Threshold (Vulnerability = 0.8)

Zhang et al. (2018) Kang et al. (2015) Limit curve Suggested curve

Impact height (m) 5.40 4.36 2.36 4.57
Impact velocity (m/s) 5.85 6.46 4.10 8.36
Impact pressure (kPa) 57.91 121.17 34.60 157.16
Relative intensity 0.43 0.43 0.78
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