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Abstract
Since flooding in urban areas is rarely observed using sensors, most researchers use arti-
ficial intelligence (AI) models to predict flood hazards based on model simulation data. 
However, there is still a gap between simulation and real flooding phenomenon due to the 
limitation of the model. Few studies have reported on the AI model for flood inundation 
depth forecasting based on observed data. This study presents a novel method integrating 
long short-term memory (LSTM) with moving average (MA) for flood inundation depth 
forecasting based on observed data. A flood-prone intersection in Rende District, Tainan, 
Taiwan, was adopted as the study area. This investigation compared the forecasting perfor-
mance of the backpropagation neural network (BPNN), recurrent neural network (RNN) 
and LSTM models. Accumulated rainfall (Ra) and the moving average (MA) method were 
applied to enhance the LSTM model performance. The model forecast accuracy was eval-
uated using root mean square error, coefficient of determination (R2) and Nash–Sutcliffe 
efficiency (NSE). Analytical results indicated that the LSTM had better forecasting ability 
than the RNN and BPNN, because LSTM had both long-term and short-term memory. 
Since Ra was an important factor in flooding, adding the Ra to the model input upgraded 
the LSTM forecasting accuracy for high inundation depths. Because MA reduced the noise 
of the data, processing the model output using the MA also elevated the forecasting accu-
racy for high inundation depths. For 3-step-ahead forecasting, the NSE of the model bench-
mark BPNN was 0.79. Using LSTM, Ra and MA, NSEs gradually increased to 0.83, 0.88 
and 0.91, respectively.
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1 Introduction

Between 1998 and 2017, 3148 floods occurred around the world, affecting more than 2 
billion people and causing economic losses of US $656 billion (Wallemacq and House 
2018). Urbanization has led to dense population and intense economic activity in urban 
centers, exposing cities to greater risks of flooding. Global climate change has caused sea 
levels to rise and increased rainstorm intensity in recent years, seriously threatening many 
major cities around the world (Dieperink et  al. 2016; Huong and Pathirana 2013; Ward 
et  al. 2011). Huong and Pathirana (2013) proposed that increased rainfall and rising sea 
levels due to global climate change cause the water level in the Mekong River to rise. The 
current degree of urban expansion in Can Tho city, Vietnam, would significantly increase 
the flood risk. Kefi et al. (2020) estimated future direct flood damage in two urban water-
sheds, the Ciliwung River in Jakarta, Indonesia, and the Pasig–Marikina–San Juan River in 
Metro Manila, Philippines. Their analytical results reveal that the total flood damage would 
have risen by 80% and 212% over current levels in the study areas of Jakarta and Manila, 
respectively, in 2030. This increase is due to the occurrence of extreme rainfall events and 
the increase in the degree of urbanization. Flood inundation depth and flooded area signifi-
cantly affect flood damage.

Accurate flood prediction and forecasting enable the authorities and residents to respond 
early to reduce the losses and damage caused by floods. Physical models and data-driven 
methods are often adopted to forecast floods. Physical modeling methods generally involve 
a rainfall–runoff model to forecast runoff, a one-dimensional hydraulic model for flood 
routing and a two-dimensional hydraulic model for flood inundation simulation (Chang 
et  al. 2018). Data-driven methods usually require less computing resource than physi-
cal models and can be applied for real-time operational flood forecasting. Backpropaga-
tion neural network (BPNN) is one of the most frequently used models. BPNN has many 
advantages, including the ability to process sequence data, high forecasting accuracy and 
fast recall, and it can handle complex sample identification and nonlinear function syn-
thesis problems. Some studies have found that BPNN model has a good ability to forecast 
river discharges and water levels (Campolo et  al. 1999; Dawson and Wilby 1998; Elsafi 
2014; Siou et al. 2011), and sometimes generates even better forecasting results than the 
rainfall–runoff model (Kerh and Lee 2006).

The main disadvantage of BPNN is that it loses information about the input sequence. 
The difference between BPNN and recurrent neural network (RNN) is that RNN has at 
least one feedback loop, and its output is passed back to other neurons in the same layer or 
the previous layer as input data. Therefore, RNN is suitable for handling static or dynamic 
time series data. Some studies have utilized RNN to forecast river discharges and water 
levels (Chang et al. 2002, 2004, 2012; Deshmukh and Ghatol 2010), and show that RNN 
models have more accurate forecasting results than BPNN model (Chen et al. 2013; Razavi 
and Karamouz 2007).

The main disadvantage of RNN is that it cannot learn long-term dependencies or 
remember information for a long time (Guo 2013). Long short-term memory (LSTM) 
is a special RNN originally developed by Hochreiter and Schmidhuber (1997). The spe-
cial network architecture of LSTM enables it to learn both short-term and long-term 
dependencies. LSTM has been widely employed in river discharges and water levels 
forecasting in recent years (Kratzert et  al. 2018). LSTM models have been utilized to 
forecast the discharges and water levels in different types of rivers, and show excellent 
forecasting capabilities (Hu et al. 2018; Le et al. 2019; Liu et al. 2020; Song et al. 2020; 
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Zhang et  al. 2018a). The development of complex network architectures can enhance 
the predictive capabilities of LSTM (Ding et al. 2019; Kao et al. 2020; Kratzert et al. 
2019a, b; Ni et al. 2020; Xiang et al. 2020). Heuristic iterative search technology can 
be used to optimize the parameters of LSTM model to improve the forecasting accuracy 
(Yuan et  al. 2018). Preprocessing input data can improve the forecasting accuracy of 
LSTM (Ni et  al. 2020; Zhu et  al. 2020; Zuo et  al. 2020). Smoothing time series data 
using a moving average (MA) algorithm can enhance ANN-based model forecasting. 
Nhita et al. (2015) used MA to smooth rainfall time series data, increasing the rainfall 
forecasting accuracy with evolutionary neural network (ENN). Xiang et al. (2020) used 
MA to process rainfall data to increase the runoff forecasting accuracy by LSTM‐based 
sequence‐to‐sequence model.

Artificial intelligence (AI) models have been widely adopted in urban flood inundation 
management (Sayers et al. 2014). Some scholars employed AI models to assess urban flood 
risk based on geographic information system (GIS) data. Darabi et al. (2019) used genetic 
algorithm rule-set production (GARP) and quick unbiased efficient statistical tree (QUEST) 
for flood risk mapping. Rahmati et al. (2019) employed SOM for urban flood hazard map-
ping. Zhao et al. (2019) utilized weakly labeled support vector machine (WELLSVM) to 
assess urban flood susceptibility. Lei et  al. (2021) adopted convolutional neural network 
(NNETC) and recurrent neural network (NNETR) for flood hazard mapping.

Some scholars have used simulated data from the flooding simulation model to predict 
the flood hazard maps, because observed time series data of flood inundation depths are 
not as easy to obtain. Chang et  al. (2010) combined K-means clustering analysis, linear 
regression model and BPNN to predict the flood hazard maps. Shen and Chang (2013) 
presented a recurrent configuration of nonlinear autoregressive with exogenous inputs net-
work (R-NARX) to predict the flood inundation depth. Chang et al. (2014) employed self-
organizing map (SOM) and R-NARX to obtain the real-time inundation map. Kao et al. 
(2021) proposed the SAE-RNN model, which combines a stacked autoencoder (SAE) and 
a RNN to predict the flooding area. Those studies were based on the simulated two-dimen-
sional (2D) data obtained with the model integrated HEC-1, SWMM and 2D non-inertial 
overland flow simulation models. Jhong et  al. (2016) combined support vector machine 
(SVM) with multi-objective genetic algorithm (MOGA) to predict the flood hazard maps. 
Jhong et al. (2017) developed an integrated two-stage support vector machine approach to 
produce flood hazard maps based on simulated 2D data with FLO-2D. However, because 
of the limitation of the model, there is still a gap between simulation and actual flooding 
phenomenon. Chang et al. (2018) pointed out that the coupled one-dimensional and two-
dimensional hydrodynamics models (1D–2D model) have difficulty in accurately simu-
lating the small-scale flooding with poor road drainage system. The flooding can only be 
detected by flooding sensors. Since few flooding sensors are installed in cities, time series 
data of real urban floods are rarely observed and used in AI models for forecasting.

This study has developed a novel LSTM integrating MA for high-temporal-resolu-
tion flood inundation depth forecasting based on 10-min-resolution observed data in an 
urban area. The study was performed at a flood-prone intersection in Rende District, 
Tainan City, Taiwan. The BPNN, RNN and LSTM models were run to forecast flooding 
depth, and their forecasting accuracies were compared. Furthermore, two methods were 
proposed to improve model performance, namely accumulated rainfall (Ra) to improve 
the input (Jhong et al. 2017) and MA (Nhita et al. 2015; Xiang et al. 2020) to improve 
the output. Four issues were explored: (1) comparison of the LSTM-, RNN- and BPNN-
based models in forecasting accuracy; (2) the addition of accumulated rainfall factor 
into the LSTM-based model for improving model accuracy; (3) the application of the 
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MA to process the model output to further improve model accuracy; and (4) using 
BPNN as the benchmark to compare the improvement effects of LSTM, Ra and MA.

2  Methodology

2.1  Backpropagation neural networks (BPNN)

The architecture of BPNN is mostly multilayer perceptron (MLP), as shown in Fig. 1. 
The structure can have more than one hidden layer between the input layer and the out-
put layer. The nonlinear mapping relationship between the input layer and the output 
layer is processed with error backpropagation (EBP). In each neuron, the weight (wi) 
sum (net) is calculated using its inputs (Xi) and the bias (b), and is then input into a pre-
determined activation function (σ), as shown below:

Fig. 1  Architecture of BPNN
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The output of one neuron Y is used as the input of neurons in higher layers. In this 
investigation, ReLu was selected as the activation function. Backpropagation method, 
based on approximating to a gradient descent method, was applied to adjust the connec-
tion weights in the network during the training process.

2.2  Recurrent neural network (RNN)

The architecture of RNN belongs to a three-layer network with an extra set of context 
unit, as illustrated in Fig. 2a. The context unit is fed back to the input layer from the 
output vector of the hidden layer. Therefore, besides the original input vector, the input 
layer also contains the information of the previous hidden layer, enabling the depend-
ency relationship of the time series to be established. This study employed an Elman 
network, shown as follows:

where xt denotes the input vector; ht represents the hidden layer vector; yt indicates the out-
put vector; W, U and V are the weight vectors; b denotes the bias vector; and σh and σy are 
the activation functions.

(1)net =

N∑
i=1

wiXi + b

(2)Y = �(net) = max(0, net)

(3)ht = �h

(
Whxt + Uhht−1 + bh

)

(4)yt = �y

(
Vyht + by

)

Fig. 2  a Architecture of RNN. b Architecture of LSTM
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2.3  Long short‑term memory (LSTM)

LSTM has four interacting layers with a unique communication method. Figure 2b illus-
trates the structure of LSTM. The LSTM network comprises memory blocks (cells). 
Two states, namely cell and hidden states, are transferred to the next cell. Data are 
transferred forward in the cell state. Through the different gates, data can be added or 
removed in the cell state. The first step is to delete unnecessary information from the 
cell through the forget gate (ft), which is a vector corresponding to the cell state Ct−1.

where ht−1 represents the last unit at time t − 1; Xt indicates the current input at time t; σ is 
the activation function. Wf denotes the weight vector of the forget gate; and bf represents 
the bias vector of the forget gate. The next step is to compute and store information from 
the new input (Xt) in the cell state and update the cell state. First, the active function deter-
mines whether to update or ignore the new information. Second, the tanh function assigns 
the weight to the passed value to derive its importance level (− 1 to + 1). The new unit state 
is updated by multiplying the two values. The new state Ct is obtained as the new unit state 
plus the result of multiplying ft and Ct−1.

where it is input gate; Wi and Wn indicate the weight vectors; bi and bn are the bias vectors; 
Ct−1 is the cell state at time t − 1; and Ct denotes the cell state at time t. Finally, the output 
gate (Ot) determines the parts of the unit state to be output. The values can be computed 
from the new output (ht), which can be obtained from the Ot multiplied by the value from 
substituting Ct into the tanh function.

where Wo and bo represent the weight and bias vectors of the output gate, respectively.

2.4  Moving average method

Figure 3 shows the process of the MA method. The steps are listed as follows.

2.4.1  Data preprocessing

Before model forecasting, the MA can be used to process the model output data. The 
formula of observed average inundation depth ( Dt+Δt ) at time t + Δt and Dt+Δt−1 at time 
t + Δt − 1 is shown as:

(5)ft = �(Wf

[
ht−1,Xt

]
+ bf )

(6)it = �(Wi

[
ht−1,Xt

]
+ bi)

(7)Nt = tanh(Wn

[
ht−1,Xt

]
+ bn)

(8)Ct = Ct−1ft + Ntit

(9)Ot = �(Wo

[
ht−1,Xt

]
+ bO)

(10)ht = Ottanh
(
Ct

)
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where Δt denotes lead time.

2.4.2  AI model training and testing

Dt+Δt And Dt+Δt−1 are, respectively, used as the output of two AI models.X1,… ,Xn are the 
input of AI models. Input and output data are used for AI model training and testing. Fore-
cast average inundation depth ̂Dt+Δt at time t + Δt and ̂Dt+Δt−1 at time t + Δt − 1 are shown 
as:

where f represents the AI model and X1,…, Xn indicate model inputs.

2.4.3  Forecast flood inundation depth calculation

After the model forecast is completed, the average flood inundation depths forecasted by 
the model are converted to the forecasted flood inundation depth. The formula of the fore-
casted flood inundation depth ( ̂Dt+Δt ) at time t + Δt  is as follows:

(11)Dt+Δt =
1

Δt

Δt∑
n=1

Dt+n

(12)Dt+Δt−1 =
1

Δt − 1

Δt−1∑
n=1

Dt+n

(13)̂
Dt+Δt = f (X1,… ,Xn)

(14)̂
Dt+Δt−1 = f (X1,… ,Xn)

(15)D̂t+Δt = Δt ×
̂
Dt+Δt − (Δt − 1) ×

̂
Dt+Δt−1

Fig. 3  Process for moving average method
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3  Materials

3.1  Case study

The flood inundation depth gauge (FIDG) was set up at a flood-prone intersection in Rende 
District, Tainan, Taiwan, as shown in Fig. 4. Due to storms from monsoons and typhoons, 
the intersection is often flooded, causing traffic disruptions. The intersection is 200 m west 
of the Jitan Bridge. The Jitan Bridge is at the confluence of the Dawan Drainage and Tai-
zimiao Drainage. The drainage at the Jitan Bridge has width of about 20 m and height of 
about 5 m. The catchment area of the Jitan Bridge is approximately 1,521 hectares. The 
length of the Dawan Drainage is about 1871 m, and the slope is about 1/850. The length 
of the Taizimiao Drainage is about 2884 m, and the slope is about 1/740. Several flood-
ing incidents have recently occurred at this site. The heavy rainfall raises the stage of the 
Dawan Drainage, preventing the runoff in connected sewers from draining into the Dawan 
Drainage, leading eventually to waterlogging.

Fig. 4  a Flood inundation depth gauge (FIDG). b Location of case study in Rende District, Tainan, Taiwan
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3.2  Data used

The rainfall observation data with ten-minute interval come from the Wenhua Rainfall Sta-
tion. The FIDG is an Anasystem SenSmart WLS and observes the flood inundation depth 
by radio frequency admittance. The accuracy of the FIDG is 0.5% of the length of the sen-
sor (usually 1.5 to 2.0 m). The observed data were transmitted to the cloud server through 
Long Range (LoRa) every 30 s. The road adjacent to the FIDG erected location is often 
closed due to flooding. The FIDG was erected in 2017 to record the flooding process and 
is still under observation. Flooding events caused by one typhoon and four storms were 
observed, as listed in Table 1 and Fig. 5. Since Event 3 had the longest flooding duration 
and the second highest maximum flood inundation depth, it was selected as the test event. 
The other four events were training events. The 575 observations were divided into the 
training data (328 from 4 events) and the testing data (247 from 1 event). The resolution of 
the observations was 10 min. The training data set was utilized to adjust the parameters of 
the models. The test data set was adopted to measure the performance of the models.

3.3  Model benchmark

To highlight the improvement due to the use of LSTM, this study employed the traditional 
BPNN-based model as the model benchmark. Figure 5 shows a high correlation between 
rainfall and flood inundation depth. Therefore, this study took observed rainfalls and flood 
inundation depth as model inputs. The general form is shown as follows:

where Rt is observed rainfall at time t; Rt-1 is observed rainfall at time t-1; Rt−(LR−1)
 is 

observed rainfall at time t-(LR-1); LR represents the lag length of rainfall; and Dt is observed 
flood inundation depth at time t.

3.4  Model development

Three experiments were designed to evaluate improvement for different methods of the 
model forecasting ability. The purpose of the first experiment was to evaluate the forecast-
ing capabilities of Model RNN and LSTM, and the general form is shown as:

The second experiment was to evaluate improvement of the model forecasting ability by 
using the Ra as the input. Ra can significantly improve the accuracy of AI model for fore-
casting flood inundation depth (Jhong et al. 2017). The formula is as follows:

The general form is shown as:

(16)D̂t+Δt = fBPNN(Rt,Rt−1,… ,Rt−(LR−1)
,Dt)

(17)D̂t+Δt = fRNN(Rt,Rt−1,… ,Rt−(LR−1)
,Dt)

(18)D̂t+Δt = fLSTM(Rt,Rt−1,… ,Rt−(LR−1)
,Dt)

(19)Ra =

LR−1∑
n=0

Rt−n
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The third experiment was to evaluate the improvement of the model forecasting ability 
by using MA. The general forms are shown as Eq. (21) and (22).

After the model forecast was completed, the forecasted flood inundation depths were 
converted according to Eq. (15).

The correlation coefficients between the flood inundation depth and rainfalls with dif-
ferent LR were calculated to find the appropriate LR. Then, the trial-and-error method 
was further used to find the optimal LR. Therefore, LR was selected as 6 in this study. Δt 
was selected as 3 in this study. Table 2 lists the names, algorithms, inputs and outputs of 
models.

The BPNN and LSTM models were programmed in Python 3.8 with the Keras data-
base. The data were normalized with the max–min scaler. The program was compiled 
using the Adam optimizing compiler. The optimal hyper-parameters, such as numbers of 
hidden layers and nodes, of the model were obtained by trial and error. All models had 
1 hidden layer and 20 neurons. We solved the local problem by running multiple simula-
tions. Take t + 3 forecasting as an example, the convergence plots of BPNN, RNN, LSTM 
are shown in Fig. 6. The computation times of BPNN, RNN, LSTM were 2.23, 6.43 and 
11.45 s, respectively.

(20)D̂t+Δt = fLSTM(Ra,Dt)

(21)̂
Dt+Δt = fLSTM(Ra,Dt)

(22)̂
Dt+Δt−1 = fLSTM(Ra,Dt)

Fig. 5  Observed inundation events for model training and testing
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3.5  Evaluation of model performance

The forecasting performance of models was measured from the root mean square error 
(RMSE), coefficient of determination (R2) and Nash–Sutcliffe efficiency (NSE). The 
RMSE value indicates the error between the forecasted and observed values. An RMSE 
value closer to 0 indicates a more accurate forecasting. The R2 value measures the lin-
ear correlation between the forecasted and observed values, and ranges from 0 to 1. An 
R2 value closer to 1 indicates a more accurate forecasting. The value of NSE is generally 
utilized to evaluate the forecasting of hydrological models, and ranges from − ∞ to 1. An 
NSE value closer to 1 indicates a more accurate forecasting. The formulae of the above 
evaluation indices are as follows:

(23)RMSE =

√√√√ 1

N

N∑
i=1

(
D̂i − Di

)2

Table 2  Names, algorithms, 
inputs and outputs of models

Dt: observed flood inundation depth at time t; D̂
t+1–D̂t+3 : forecasted 

flood inundation depths at time t + 1–t + 3; Rt: observed flood inun-
dation depth at time t; Rt−1–Rt−5: observed rainfalls at time t-1 ~ t-5; 
Ra: accumulated rainfall; ̂D

t+2 and ̂D
t+3 : forecasted average inundation 

depths at t + 2 and t + 3
† The predicted results of LSTM-Ra and LSTM-Ra-MA are the same 
for D̂

t+1 forecasting

Name Algorithm Input Output

BPNN BPNN Dt, Rt, Rt−1, Rt−2, Rt−3, Rt−4, Rt−5 D̂
t+1

Dt, Rt, Rt−1, Rt−2, Rt−3, Rt−4, Rt−5 D̂
t+2

Dt, Rt, Rt−1, Rt−2, Rt−3, Rt−4, Rt−5 D̂
t+3

RNN RNN Dt, Rt, Rt−1, Rt−2, Rt−3, Rt−4, Rt−5 D̂
t+1

Dt, Rt, Rt−1, Rt−2, Rt−3, Rt−4, Rt−5 D̂
t+2

Dt, Rt, Rt−1, Rt−2, Rt−3, Rt−4, Rt−5 D̂
t+3

LSTM LSTM Dt, Rt, Rt−1, Rt−2, Rt−3, Rt−4, Rt−5 D̂
t+1

Dt, Rt, Rt−1, Rt−2, Rt−3, Rt−4, Rt−5 D̂
t+2

Dt, Rt, Rt−1, Rt−2, Rt−3, Rt−4, Rt−5 D̂
t+3

LSTM-Ra LSTM Dt, Ra D̂
t+1†

Dt, Ra D̂
t+2

Dt, Ra D̂
t+3

LSTM-Ra-MA LSTM Dt, Ra D̂
t+1†

Dt, Ra ̂
D

t+2

Dt, Ra ̂
D

t+3
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Fig. 6  a Convergence plot of 
BPNN. b Convergence plot of 
RNN. c Convergence plot of 
LSTM
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where D̂i and Di represent, respectively, the ith forecasted and observed flood inundation 
depths, and D̂i and Di are, respectively, the means of forecasted and observed flood inunda-
tion depths. Dfor

p  and Dobs
p

 are, respectively, the peak forecasted and observed flood inunda-
tion depths.

4  Results and discussion

4.1  Improvement due to the use of LSTM model

Table 3 lists the performance of models in the training stage. All R2 and NSE values were 
greater than 0.91, indicating that the models were well trained. Figure 7a–c illustrates the 
comparison of different indicators between the BPNN, RNN and LSTM in the test stage. 
Those results revealed that the accuracy of the three models decreased as the lead time 
increased. For t + 1 and t + 2 forecastings, RNN outperformed LSTM, which outperformed 
BPNN. However, for t + 3 forecasting, LSTM was better than BPNN and than RNN.

Figure 7d shows that BPNN performs very close to RNN and LSTM in peak forecast-
ing; however, the BPNN obviously underestimated observed values below 100 mm. Fig-
ure 5 shows the rising and falling limbs of flood inundation depth. When the rain reached a 
certain level, the flood inundation depth increased rapidly with the rainfall. When the rain 
stopped, the depth decreased slowly. The flooding on road was discharged into the side 
ditch first and then discharged into the storm sewer through the connecting pipes. This is a 
nonlinear system. BPNN does not have a memory function, resulting in inability to forecast 
this nonlinear system. LSTM and RNN can predict this nonlinear system because of their 
memory function. Hu et al. (2018) used BPNN and LSTM to simulate the rainfall–runoff 
process of Fen River in China. This study indicated that when the simulated flow was low, 
the simulated values of BPNN model fluctuate abnormally. The simulated values of LSTM 
model were more stable than those of BPNN model. Therefore, the LSTM model has better 
nonlinear simulation ability. Zhang et al. (2018b) observed that the performance of BPNN 
degraded as the lead time increased, and BPNN, a static feed-forward ANN, was not suit-
able for multiple-step-ahead forecasting. These findings are consistent with our experimen-
tal results.

For t + 1 and t + 2 forecasting, RNN performed slightly better than LSTM, but for t + 3 
forecasting, LSTM performed better than RNN. Because of the vanishing or exploding 
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Table 3  Performance of models

† The predicted results of LSTM-Ra and LSTM-Ra-MA are the same for D̂
t+1 forecasting

Model Lead time Training Testing

RMSE (mm) R2 NSE RMSE (mm) R2 NSE

BPNN 1 0.04 0.99 0.97 35.46 0.96 0.91
2 0.04 0.98 0.97 41.22 0.91 0.87
3 0.04 0.97 0.97 52.65 0.86 0.79

RNN 1 0.03 0.99 0.99 23.92 0.97 0.96
2 0.04 0.98 0.97 36.69 0.93 0.90
3 0.04 0.97 0.97 53.68 0.88 0.79

LSTM 1 0.03 0.99 0.98 30.81 0.97 0.93
2 0.03 0.98 0.98 40.01 0.93 0.88
3 0.04 0.97 0.96 48.01 0.87 0.83

LSTM-Ra 1† 0.03 0.98 0.98 19.90 0.97 0.97
2 0.05 0.95 0.95 32.94 0.94 0.92
3 0.07 0.91 0.91 40.77 0.89 0.88

LSTM-Ra-MA 1† 0.03 0.98 0.98 19.90 0.97 0.97
2 0.04 0.97 0.97 27.52 0.96 0.94
3 0.05 0.96 0.96 33.87 0.93 0.91

Fig. 7  a–c Performance of BPNN, RNN and LSTM in testing stage. d Comparisons of observed and fore-
casted inundation depth from LSTM, RNN and LSTM at 3 steps ahead in testing stage
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gradients, RNNs can only learn dependencies for 10 or fewer time steps (Bengio et  al. 
1994; Hochreiter and Schmidhuber 1997). Because this study only forecasted 3 steps 
ahead, the forecasting accuracies of RNN and LSTM were similar. When the forecast lead 
time is longer, LSTM should perform better than RNN. Kratzert et al. (2018) used LSTM 
to predict runoffs in 241 watersheds in USA. Their study found that RNN had good fore-
casting with short lead time of forecasting, but LSTM outperformed RNN with long lead 
time. Their work made similar inferences.

4.2  Improvement due to the use of the LSTM‑based model with the accumulated 
rainfall

Figure 8a–c compares different indicators running LSTM and LSTM-Ra in the test stage. 
The RMSE values of the LSTM were, respectively, 31 mm, 40 mm and 48 mm, and the 
RMSE values of the LSTM-Ra were, respectively, 20 mm, 33 mm and 41 mm, for 10-, 20- 
and 30-min-ahead forecasting. Adopting Ra as the model input reduced RSME values for 
LSTM by 35.4%, 17.7% and 15.1%, respectively. All R2 and NSE values of the LSTM-Ra 
were larger than those the LSTM, respectively. These results showed that using Ra as input 
could significantly upgrade the accuracy of LSTM forecasting.

Figure 8d shows that the forecasted values of LSTM-Ra are closer than those of LSTM 
to the observed values, especially at high values. For 10-, 20- and 30-min-ahead forecast-
ing, the EDp, the maximum forecasted depth minus the maximum observed depth, of 

Fig. 8  a–c Performance of LSTM, LSTM-Ra and LSTM-Ra-MA in testing stage. d Comparisons of 
observed and forecasted inundation depth from LSTM, LSTM-Ra and LSTM-Ra-MA at 3 steps ahead in 
testing stage
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the LSTM-Ra were − 18 mm, − 37 mm and − 32 mm, respectively, and their biases were 
smaller than − 71 mm, − 89 mm and − 79 mm of the LSTM. This result demonstrated that 
the accumulated rainfall factor could effectively improve the LSTM-based model’s ability 
to forecast high depths.

Events 1, 2 and 4 in Table 1 and Fig. 5 indicate that the flood inundation depth is based 
on the amount of rainfall in a short period of time, and is zero if the amount of rainfall 
is below a bound. The waterlogging only occurred when the storm sewer was filled with 
floodwater and surface runoff could no longer drain into the storm sewer. Therefore, water-
logging did not occur if the rainfall intensity was not large enough to exceed the flood con-
veyance capacity of the storm sewer. Event 5 was a typical short-duration intense rainfall, 
with a rainfall intensity of 98 mm over 60 min. Event 3 was a typical typhoon rainfall. The 
total rainfall was 601 mm, and the rainfall duration was 51 h. Although Event 5 (9.7 h) had 
a shorter inundation time than Event 3 (23.7 h), it had a greater inundation depth (574 mm) 
than Event 3 (374 mm). Jhong et al. (2017) utilized a support vector machine (SVM) to 
forecast the depth and extent of flooding during the next 1–6 h based on simulated data 
from a 2D numerical model. Their study proposed that Ra could significantly improve fore-
cast accuracy. The above views are consistent with the findings of our investigation.

4.3  Improvement due to the use of the LSTM‑based model with MA

Figure 8a–c illustrates the comparison of different indicators between the LSTM-Ra and 
the LSTM-Ra-MA in the test stage. The forecastings of the LSTM-Ra and LSTM-Ra-MA 
were the same for D̂t+1 forecasting. For D̂t+2 and D̂t+3 forecasting, the RMSE values of 
the LSTM-Ra were 33 mm and 41 mm, respectively, and the RMSE values of the LSTM-
Ra-MA were 28 mm and 34 mm, respectively. The MA reduced RMSE values by 16.5% 
and 16.9% of the LSTM-Ra, respectively. For 20- and 30-min-ahead forecasting, all R2 
and NSE values of the LSTM-Ra-MA were greater than the LSTM-Ra, respectively. Such 
results showed that using MA to process the flooding depth data could effectively improve 
the overall forecasting accuracy of the LSTM-based model.

Figure 8d shows that the forecasted value of LSTM-Ra-MA is closer to the observed 
value than that of LSTM-Ra at high values. For D̂t+2 and D̂t+3 forecasting, the EDp of 
LSTM-Ra-MA were, respectively, − 24 mm and − 34 mm for 20- and 30-min-ahead fore-
casts, and their bias were slightly smaller than the − 37  mm and − 32  mm of LSTM-Ra. 
This result demonstrated that MA improves the forecasting ability of LTSM-based model 
for high depth.

Because of the high resolution (10 min) of the observational data used in this study, the 
observational data had high noise. The model output was processed using MA, and MA 
could reduce the noise of the data and highlight the data trend. Nhita et al. (2015) used MA 
to smooth the rainfall time series data, which could improve the forecasting effect of ANN-
based model. Xiang et al. (2020) pointed out that using MA to process hourly rainfall data 
could avoid high variances and noisy signals generated by storms. These observations are 
consistent with our findings.
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4.4  Improvement comparison among LSTM‑based model, Ra and MA

Figure  9a plots the RMSE for Models BPNN, LSTM, LSTM-Ra and LSTM-Ra-MA. 
This graph indicates that the model benchmark gradually improved by method in order of 
LSTM-based model, Ra and MA, with decreasing RMSE.

In the D̂t+1 forecasting, the RMSE value was reduced from 35 to 20 mm in total. Of the 
total reduction, 29.9% was contributed by the LSTM-based model and 70.1% by Ra (see 
Fig. 9b). Because the forecastings of the LSTM-Ra and LSTM-Ra-MA were the same for 
D̂t+1 forecasting, only the LSTM-based model and Ra were compared. The RMSE value 
was reduced from 41 to 28 mm in total in the D̂t+2 forecasting. Of the total reduction in 
RMSE value, 8.8% was contributed by the LSTM-based model, 51.6% by Ra and 39.6% 
by the MA. In the D̂t+3 forecast, the RMSE value was reduced from 53 to 34 mm in total. 
Of the total reduction in RMSE value, 24.7% was contributed by the LSTM-based model, 
38.6% by Ra and 36.7% by MA.

Among the three methods to improve the accuracy of model forecasting, Ra was the 
most effective, MA was the second, and the LSTM-based model was the third. This result 
was also consistent with the physical phenomenon of flooding depth, where the accumula-
tion of sufficient rainfall within a certain period of time causes flooding to occur in flooded 
areas. MA could reduce the noise of flooding data with high temporal resolution, simplify-
ing flooding trend forecasting for the forecasting model. LSTM-based model could forecast 
the nonlinear system of flood inundation depth because of its memory function. We sug-
gest that in future studies, Ra should be included in the input. Additionally, the output can 
be processed using MA and LSTM-based model can be applied as the forecasting model to 
increase the forecasting accuracy.

4.5  Limitations of the work and future research

Only five observational flood events have occurred so far since the station was established 
in 2017, further revealing the difficulty in obtaining these data. Higher-quality observations 
can effectively improve the accuracy of deep learning models. Besides continuous observa-
tions in the future, other deep learning models could be applied to reproduce more data to 
improve the accuracy of observations.

Fig. 9  a RMSE of models using different methods in testing stage. b RMSE improvement percentage of 
model prediction using different methods in testing stage
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The forecasting lead time of the model in this study is short, leading to limitations in 
practical application. The accuracy of forecasting drops significantly when running the 
proposed model with long forecasting lead times. The novel deep learning models could be 
employed to extend the lead time of forecasting.

In this study, observations from surface rainfall stations were utilized as input to the 
forecasting model. Model forecasting might be advanced if quantitative rainfall forecast 
data, such as QPESUM (Quantitative Precipitation Estimation and Segregation Using Mul-
tiple Sensors) and QPF (Quantitative Precipitation Forecast), are adopted as model inputs 
(Chiou et  al. 2005; Wang et  al. 2016). Urban flooding characteristics are determined by 
many factors, such as drainage system, vegetation and topography. However, this study 
only used rainfall and flood inundation depth as model inputs. Future works could incorpo-
rate a wider variety of inputs to reflect flooding characteristics.

4.6  impact and usefulness of work concerning water resources management

This model, programmed using Python, could be incorporated into the urban flood control 
system with an Application Programming Interface (API) in the future. An alarm could 
be sent to people’s mobile phones when the forecast flood inundation depth exceeds the 
threshold (for example, 50 mm), giving local residents sufficient time to erect waterproof 
gates at the entrances of their houses. The authority can quickly regulate flooded roads to 
stop vehicles from entering.

5  Conclusions

This work proposes a novel LSTM integrating MA method for flood inundation depth fore-
casting based on 10 min-resolution observed data in an urban area. The proposed model 
accurately forecasted the high-temporal-resolution flooding depth in the flood-prone cross-
road in Rende District, Tainan, Taiwan. The research is summarized as follows:

1. The LSTM network with short- and long-term memory was more suitable than the 
BPNN and RNN networks for forecasting the flood inundation depth.

2. Flood inundation resulted from the accumulated rainfall over a period of time. The 
model input adopted Ra, which could improve the forecasting ability of the LSTM-based 
model for high flooding depth.

3. The model output was processed using MA to streamline the flood inundation depth 
data. The trend of such data could be easily forecasted by models. MA could enhance 
the forecasting accuracy of LSTM-based model for high inundation depth.

4. Taking BPNN as the benchmark, Ra provided the largest improvement in model forecast-
ing accuracy, followed by MA, and then the LSTM-based model.

Since the observational data of flood inundation depths are quite hard to obtain, this 
investigation only used 328 data from four rainfall events for model training. The model 
accuracy can be improved by measuring more actual observations in the future. Other 
observational data, such as quantitative precipitation forecast and water level data, can be 
further adopted in future work. The application of other novel deep learning models can 
also improve the accuracy of the model.
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The proposed model can be connected to the flood prevention system of Tainan City. 
Residents and authorities can follow flood prevention and evacuation measures when fore-
casted flood inundation depths exceed thresholds. The proposed model can be applied in 
other domains, such as river flow, water level and groundwater table.
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