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Abstract
This study presents estimates of bedrock level peak ground motion at 2346 sites on a regu-
lar grid of 0.2° × 0.2° in northwestern (NW) Himalaya from 543 simulated sources, using 
the stochastic finite-fault, dynamic corner frequency method, with particular emphasis on 
Kashmir Himalaya. The earthquake catalogue used for simulating synthetic seismograms 
is compiled by including both pre-instrumental and instrumental era earthquakes of mag-
nitude Mw ≥ 5, dating back to 260 AD. Acceleration time series thus generated are then 
integrated to obtain velocity and displacement time series, which are all used to construct 
a suite of hazard maps of the region. Expected PGA values for the Kashmir Himalaya and 
Muzaffarabad are found to be ~ 0.3–0.5 g and for the epicentral region of the 1905 Kangra 
event, to be 0.35 g. These values are consistent with other reported results for these areas 
e.g., Khattri et al. (Tectonophysics 108:93–134, 1984) and Parvez et al. (J Seismol, 2017. 
https ://doi.org/10.1007/s1095 0-017-9682-0). The PGA values estimated in this study are in 
general found to be higher than those implied by the official seismic zoning map of India 
produced by the Bureau of Indian Standards (BIS in Indian Standard criteria for earthquake 
resistant design of structures part 1 general provisions and buildings (Fifth Revision), vol 
1, no 5. Indian Standard, 2002). Even the acceleration-derived intensities for most regions 
are found to be higher compared with those observed, which apparently is due to the use 
of a longer duration catalogue (260 AD–2016) for simulation not covered by the observed 
intensity catalogue and higher magnitude ascribed to historical events. Major events in 
Kashmir Himalayas, such as those of 1555, 1885 and 2005, are simulated individually 
to allow comparison with available results. Simulated pseudo-acceleration and velocity 
response spectra for three sites near the 2005 Kashmir earthquake for which site condi-
tions were available (Okawa in Strong earthquake motion recordings during the Pakistan, 
2005/10/8, Earthquake, 2005. https ://iisee .kenke n.go.jp) are compared with observed spec-
tra. This study provides a first-order ground motion database for safe design of buildings 
and other infrastructure in the NW Himalayan region.
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1 Introduction

Over a dozen of damaging earthquakes have occurred along the Himalaya in the past 
millennium, including the 1555 (Mw 7.56) Kashmir, the 1905 (Mw 7.79) Kangra and 
the 2005 (Mw 7.6) Kashmir events, which took a huge toll of life and property. The NW 
Himalaya and adjacent regions, currently home to > 10 million people, also contain 
some prominent seismic gaps (Fig. 1) including the Kashmir Seismic Gap (KSG)—a 
seismically quiescent region since 1555 that lies between the rupture zones of the 2005 
Kashmir and 1905 Kangra earthquakes (Khattri 1999). Meanwhile, a rapid increase 
in population, construction works and urban sprawls over the past half-century has 
resulted in exposing a much larger number of people and infrastructural assets to the 
repeated ineluctable seismic hazard of the region. The 1905 Kangra earthquake, which 
took a toll of 18,000 lives if it were to happen today, cause fatalities up to 80,000 even 
during daytime (Arya 1990). The number of people at risk in the region covering the 

Fig. 1  Map of study region in NW Himalaya (29–38°N and 72–82°E). Earthquakes for period 260 AD to 
2016, Mw ≥ 5.0 (543 in number), are plotted and scaled in size according to their magnitude (see legend). 
Background shows adjusted gridded population (GP) (5 × 5  km2) of the region (CIESEN 2018); note that 
the Himalaya and adjacent foreland basin is at substantial risk due to large population. Major thrust, nor-
mal, strike slip and unclassified faults are, respectively, shown by blue, red, green and black lines (Mohadjer 
et al. 2016). The main boundary thrust (MBT) and main frontal thrust (MFT) are major thrust systems of 
the NW Himalaya separating it into distinct litho-tectonic units but merge at depth into a decollement that 
marks the interface between the northward underthrusting Indian plate and Tibet that drives over it south-
wards. MMT is the Main Mantle Thrust and KF is Karakoram Fault. Population (≥ 106) of major cities are 
plotted as squares (see legend), with data obtained from the India census (2011), and Pakistan census (last 
accessed July 2017). Inset shows the location of study region (red rectangle) in the Himalaya along with 
major earthquake rupture zones marked by black polygons (Bilham 2019), clearly demarcating the current 
seismic gaps. Numbers represent the year of earthquake
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present study can be gauged from the population in the region (Fig. 1), which has been 
steadily increasing. For example, in Srinagar, the capital city of the Kashmir valley, 
the population increased from 0.4 million in 1971 to 1.2 million in 2011 (Kuchay and 
Bhat 2014)—a threefold increase in just 40 years. The present work is motivated by the 
perceived need to produce knowledge-based figures of expected strong ground motion 
in the region to guide earthquake resistant design and construction practices.

Seismic hazard is defined as property of an earthquake which can cause damage 
or loss (McGuire 2004), and other associated effects can also be present like strong 
ground motion crossing a certain range, induced tsunami wave, landslides, rockfalls, 
liquefaction, etc. These can be evaluated using the Probabilistic Seismic Hazard 
Analysis (PSHA) or the Deterministic Seismic Hazard Analysis (DSHA) or a hybrid 
approach, depending on the data suite available. Seismic zoning map in India has been 
produced by the Bureau of Indian Standards (BIS) in terms of seismic zones numbered 
in ascending order of perceived seismic hazard intensity from 2 to 5. Additionally, 
several attempts were made to quantify seismic hazard using the meagre set of data 
available until recently. Notable amongst these are those by Khattri et al. (1984) and 
Bhatia et al. (1999). The first deterministic seismic hazard analysis of the Indian sub-
continent was carried out by Parvez et al. (2003) followed by Kolathayar et al. (2012). 
Later, using updated input data and advanced computational tools, Parvez et al. (2017) 
produced a revised neo-deterministic seismic hazard map of India.

Here, we have simulated peak ground motions in terms of bedrock level accelera-
tion, velocity and displacement at 2346 sites in northwestern Himalaya at 0.2° × 0.2° 
spatial resolution, using the stochastic modelling approach introduced by Motazedian 
and Atkinson (2005) and subsequently modified by Boore (2009). This method simu-
lates acceleration time histories using a combination of disaggregated finite-fault rup-
tures obeying the omega square model and a dynamic corner frequency. The method 
has been successfully used to simulate a number of scenario events, e.g. the 2011 (Mw 
5.8) Mineral, Virginia (Sun et  al. 2015); the 2015 (Mw 7.8) Gorkha, Nepal (Dhanya 
et al. 2017); and 2016 (ML 6.6) Meinong, Taiwan (Chen et al. 2017) events.

The stochastic approach is well suited for evaluating peak ground motions in 
regions such as the NW Himalaya, where strong motion data are sparse. The approach 
allows efficient computation of ground acceleration time series at desired sites due 
to an earthquake of given seismic moment, by superposing individual accelerations 
produced by a set of discretized sub-faults that rupture sequentially. Simulated peak 
ground acceleration was also used to derive seismic intensities on the European Mac-
roseismic Scale (EMS) following Panjamani et  al. (2016) and Lliboutry (2000) and 
compared with observed intensities complied by Martin and Szeliga (2010) (vide 
Online Resource Figure S1) also discretized at 0.2° × 0.2° grid to allow point-to-point 
comparison. In particular, the simulated pseudo-acceleration and velocity response 
spectra (PAS, PVS) of the 2005 Kashmir earthquake have been compared with the 
observed response spectra available at three strong motion sites, using appropriate site 
amplification models guided by the available information (Okawa 2005).
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2  Methods

Calculation of ground motion at a site (R) produced by a future damaging earthquake 
requires, at the very outset, knowledge of earthquake history of the region. In plate bound-
ary regions such as the Himalaya, where accumulated strain energy from persistent tectonic 
activity is released periodically, the historical record should preferably cover at least one 
seismic cycle. In northwestern Himalaya where the annual convergence rate of ~ 12  mm 
adds ~ 3 × 10−19 Nm strain energy per year, a seismic cycle may be over a millennium or 
longer. The catalogue of events used for this work dates back to 260 AD, a period of over 
1800 years, which we believe, fits this requirement. The basic quantity abstracted from the 
catalogue, apart from epicentral locations, is the homogenized value of seismic moment 
M0 = μAs where μ is the rigidity of the crust which has a value of ~ 32 × 109  N/m2. A is 
the total area of fault rupture and s is the total fault slip. In this work, we calculate ground 
accelerations, velocities and displacements at 2346 sites in northwestern Himalaya, first 
by defining the source parameters S(M0, ω), of the strongest earthquakes that are known 
to have occurred in the region and propagating the released energy to calculate bedrock 
ground motion at various sites. Wherever these sites are overlain by unconsolidated materi-
als with substantially different properties than those of hard rocks, we separately propagate 
the bedrock ground motion to the surface using knowledge of the overlying section. This 
is called correction for the site effect. In this study, we have used site effect only for 2005 
Mw 7.6 Kashmir event to validate simulated pseudo-acceleration and velocity spectra with 
observed ones. Finally, the computed ground acceleration is integrated once to yield the 
surface velocity and twice to produce the ground displacement. Approximating the earth 
as a linear system, we can connect the above processes in terms of convolution (or multi-
plication in frequency (ω) domain) of source [E(M0, ω)], path [P(R, ω)], and site [G(ω)] 
properties, i.e. Y(M0, R, ω) = E(M0, ω)P(R, ω)G(ω). (See Sect. 2.2 for detailed description 
of this equation).

In this study, ground motions are generated using the finite-fault stochastic modelling 
method of Motazedian and Atkinson (2005). Accordingly, each fault surface is divided into 
a number of equi-dimensional sub-faults, each sub-fault being treated as a point source. 
The sizes of sub-faults are selected by optimizing the computational time: 1 km for Mw < 6, 
3 km for 7 > Mw ≥ 6 and 6 km for Mw ≥ 7. Slips on sub-faults are prescribed randomly sub-
ject to the total slip consistent with the seismic moment (M0) of the particular earthquake. 
For each sub-fault, three random values of slip are chosen and average of these provides 
total slip from that sub-fault with rupture beginning from sub-fault near to the hypocentre. 
The major positive advantage accruing from the adoption of non-uniform slip is better rep-
resentation at higher frequencies (Aki 1987). However, weakening of the directivity effect, 
i.e. less variation of amplitude w.r.t azimuth, above corner frequency of sub-faults is mostly 
caused by the use of large number of sub-faults (Gallovič and Burjanek 2007).

Accelerations contributed by the various sub-faults (aij) that tessellate to form the entire 
rupture plane are then superposed to obtain the total acceleration produced by a given fault 
rupture.

where nl and nw are, respectively, the index numbers of the sub-faults along the length and 
width of the rupture, which slip with time delays of Δtij.

a(t) =

nl∑
i=1

nw∑
j=1

aij
(
t + Δtij

)
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2.1  From the Earthquake catalogue to the definition of its rupture parameters

The earthquake catalogue compiled here (260 AD to 2016) is assembled from various 
national and international agencies, notably the National Oceanic and Atmospheric Admin-
istration (NOAA), International Seismological Centre (ISC), United States Geological Sur-
vey (USGS), Indian Meteorological Department (IMD), National Disaster Management 
Authority (NDMA) and Global Earthquake Model (GEM) along with early instrumental 
and historical events compiled by various authors, notably Chandra (1978), Ambraseys and 
Douglas (2004) and Kolathayar et al. (2012) (for events Mw ≥ 7). Also, the variously scaled 
magnitudes used by different authors have been translated into Moment magnitudes (Mw) 
following Scordilis (2006). This list is further scrutinized for any repetitions in time and 
space following Wiemer (2001). Also, all events lying within a square grid of 0.1° × 0.1° 
are replaced by a single largest event. A total of 543 events (Fig.  1) thus screened have 
been used in quantifying seismic hazard in the region. The final compiled catalogue is 
available via Online Resource Table S1. Next, we parameterize each event in terms of their 
magnitude (Mw), stress drop, strike, dip, depth, fault type, fault length and width (Wells and 
Coppersmith 1994) and epicentral coordinates, whilst using a constant value of stress drop 
equal to 100 bars.

In order to specify the geometry of rupture, we compile ~ 300 focal mechanism solu-
tions (Mw ≥ 5) of events that occurred in the study region during 1977–2014, from the ISC 
source mechanism catalogue, as those reported by the global Centroid Moment Tensor cat-
alogue are quite sparse during this very period. These events along with those from Khalid 
et al. (2016) are studied for their strike and dip variations, and we select an average dip of 
40°, strike of 310° and a shear-wave velocity (Vs) of 3.7 km/s estimate from Mir (2020). 
As the major events in this region have largely thrust-type mechanism, occurring along 
the Main Himalayan Thrust, we assume that all ruptures are reverse thrusts. Simulations 
of all 543 events are also used to investigate the sensitivity of estimated PGA values to 
the assumed values of stress drop and dip by perturbing them through ± 20 bars and ± 10° 
respectively (Online Resource Figures S2 and S3). To account for sensitivity of Vs on the 
estimated PGA, we perturbed its selected value by ± 0.1  km/s for Mw 7.6 October 2005 
Kashmir event (Online Resource Figure S4).

2.2  Parameters used for computation

2.2.1  Source

The earthquake source E(M0, ω) in this simulation is defined in terms of displacement on 
the fault, equivalent to the seismic moment M0 abstracted from the catalogue, and a source 
time function proposed by Aki (1967). Aki (1967) proposed a model of slip in terms of its 
frequency spectrum, called the omega square model. Aki (1967) obtained this model by 
trial and error to fit the observed results of Berckhemer (1962), assuming self-similarity of 
the rupture process, distils out the value of E(M0, ω) = CS0 [1 + (ω/ω0)2]−1, where ω๐ is the 
‘corner’ frequency that marks an inflexion in the observed spectra, and S0 = M0 ω0

3 = con-
stant. The constant C is defined by as C = RθφFV/4πρβ3R0 (Boore 2003), where Rθφ denotes 
the radiation pattern whose average is taken over an appropriate range of azimuths (θ) and 
take-off angles (φ); ρ is the density, β is the shear-wave velocity near the source, and R0 a 
reference distance, usually set equal to 1 km. F represents the free surface amplification 
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(taken as 2, Boore 2003), and V represents the partitioning of shear-wave energy into its 
horizontal components. Hypocentral depth of all events is assigned as a function of magni-
tude following Parvez et al. (2003) (Table 1).

Motazedian and Atkinson (2005) proposed the use of a dynamic corner frequency cal-
culated in each simulation from the distribution of slips on the sub-faults. For a sub-fault 
rupturing at time t, a new corner frequency is calculated by considering the number of 
sub-faults ruptured till t and their average seismic moment. Therefore, ω0 has a maximum 
value as rupture begins and decreases as rupture propagates. The use of a dynamic corner 
frequency that is shown to make ground motion estimates independent of the sub-fault size 
and number (Motazedian and Atkinson 2005) thus becomes the key advantage offered by 
stochastic methods.

2.2.2  The propagation term P[Rs, Q, ω, β]

This term can be fundamentally derived from the elastodynamic Green’s Function (Aki and 
Richards 2002) but turns out to be quite unwieldy for calculating ground motion caused by 
a double-couple rupture. Fortunately, however, this term can be approximated by a general 
function of form Z(R)exp(− ωR/2QβQ) where Q is seismic attenuation determined using 
velocity βQ and Z(R)—geometrical spreading—is represented by piecewise linear function 
defined as follows after Boore (2003) [Eq. 9]:

Here, we use three piecewise straight linear functions (Parvez et al. 2001) as follows: 
R0 = 1 km; p1 =  − 0.9, R1 = 1 km; p2 =  + 0.2, R2 = 70 km and p3 =  + 0.7, R3 = 500 km. We 
also use path duration model of Boore and Thompson (2014) (Table  2), developed for 
active continental regions.

2.2.3  The site effect G(ω)

Site conditions, if different from bedrock, allow a wide variety of influences in modifying 
the local ground motion. In general, they consist of two factors, one causing amplification 
and the other diminution. Following Boore (2003), we express this as—G(ω) = A(ω)D(ω) 
where A(ω) denotes amplification and D(ω)—the diminution. A(ω) is the effect produced 
by the vibration of the overburden column which has a node at the bottom and an anti-node 

Z(R) =

⎧⎪⎪⎨⎪⎪⎩

�
R0

R

�
, R ≤ R1

Z
�
R1

��
R1∕R

�p1
, R1 ≤ R ≤ R2

…

…

Z
�
Rn

��
Rn∕R

�pn
, R1 ≤ R ≤ R2

Table 1  Hypocentral depth (km) 
as a function of magnitude (Mw) 
used in all computations (after 
Parvez et al. 2003)

Magnitude (Mw) Assigned 
depth (km)

Mw ≤ 7 10
8 > Mw > 7 15
Mw ≥ 8 25
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at the surface. D(ω), on the other hand, is caused by the loss of energy by viscous dissipa-
tion which can be expressed as: D(ω) = exp(− ωκ/2). Here we use a value of 0.04 for κ as 
proposed by Boore (2003) and optimized by Mittal and Kumar (2015) to fit their experi-
mental data from western Himalaya.

Table  2 lists all the parameters of source, path and site used for simulation, which 
includes general crustal amplification model for active continental regions (after Boore and 
Thompson 2014) generated for velocity model for which Vs30 = 618 m/s. It shall be noted 
that all computations to generate peak ground motion maps are performed on bedrock, 
which means no site effects are used in this study, except in case of 2005 Mw 7.6 Kashmir 
event (Table 2 and Sect. 3.3).

Figure 2 shows ground motion prediction equations (GMPE) for NW Himalaya from 
Parvez et al. (2001), along with those obtained from tuning the EXSIM algorithm (Mot-
azedian and Atkinson 2005; Mw 5–8) using the parameters listed in Table 2 and discussed 
above. For comparison, we also plotted GMPE obtained by Joyner and Boore (1981) for 
Western United States and Ambraseys and Bommer (1991) for Europe. However, GMPE 
of Joyner and Boore (1981) deviate from those of Parvez et al. (2001) at larger distances 
(> 100 km), which will have an insignificant contribution towards the final product. This 
comparison of GMPE is necessary for seismic hazard assessment, as attenuation uncertain-
ties contributes to most of the errors in final hazard maps, particularly in strong motion 
data deficit region like the Himalaya.

Fig. 2  Ground motion prediction equations (GMPE) obtained from tuning the EXSIM algorithm (Motaze-
dian and Atkinson 2005;  Mw 5–8) using the parameters listed in Table 2. For comparison GMPE for NW 
Himalaya (Parvez et al. 2001), Western United States (Joyner and Boore 1981) and Europe (Ambraseys and 
Bommer 1991) are also plotted (see legend)
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3  Simulation results

Synthetic seismograms are simulated in northwestern Himalaya (29–38°N and 72–82°E) 
at each 0.2° × 0.2° grid point using the EXSIM12 algorithm of Motazedian and Atkinson 
(2005). The process for identifying the peak acceleration time series from those generated 
by all the 543 events is automated for a group of 50 sites at a time, and the procedure is 
repeated for all other sites. The maximum of 543 acceleration time series thus computed 
for each of the 2346 sites is finally retained. These are shown in Fig. 3. Since we obtain 
acceleration time series using the EXSIM12 algorithm, the omega arithmetic method is 
used for integrating accelerations to velocity and displacement. In this method, accelera-
tion time series are Fourier-transformed and divided with jω to obtain the corresponding 
velocity and further converted back into time domain using an inverse Fourier transform 
(Brandt and Brincker 2014). A similar procedure is followed to obtain displacement time 
series along with a high-pass filter of corner frequency 0.1 Hz to attenuate the long-period 
effects. The generated peak ground motion maps of velocity and displacement are shown 
in Fig. 4.

PGA values for the Kashmir Himalaya are found to vary from 0.3 to 0.5  g. It is 
observed as: 0.33 g for the capital city of Srinagar, 0.39 g for Kupwara, near the north-
western edge of the Kashmir basin (KB) and 0.47 g for Anantnag, near its south-eastern 
edge. PGA values north of the Main Frontal Thrust (MFT) are generally higher: 0.44 g 

Fig. 3  Peak ground acceleration map (in g) at bedrock level at all 2346 sites; dip 40◦, strike  310◦and stress 
drop of 100 bars. All 543 earthquakes were simulated, acceleration time series are generated at each site 
and maximum PGA are picked to map. MFT is the Main Frontal Thrust, KF is Karakoram Fault, and KB 
and PB are Kashmir and Peshawar Basins in NW Himalaya. Faults are same as in Fig. 1
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near the south-eastern edge of the valley, 0.3 g in the Peshawar basin (PB) and 0.3–0.35 g 
in Himachal Himalaya including the epicentral region of the 1905 Kangra earthquake. A 
comparatively smaller value of 0.07–0.09 g is found for the Zanskar range NE of the Kash-
mir basin (Fig. 1), likely reflecting the lack of seismicity over the steady convergence slip 
zone that lies deeper below. In the Jammu region too, south of the MFT, PGA values are 
found to be much lower: 0.12 g. Table 3 compares the PGA values obtained from the cur-
rent study with those calculated by Bhatia et al. (1999), Giardini et al. (1999) and Parvez 
et al. (2017), and BIS (2002), for major cities in the region.

3.1  Comparison with observed intensities

To validate the simulated values of PGA, we convert these into EMS earthquake intensity 
scale following Panjamani et al. (2016) for comparison with the observed EMS intensities 
provided by Martin and Szeliga (2010), also discretized at 0.2° × 0.2° to have point-to-point 
check. The discretized intensities from Martin and Szeliga (2010) available at 397 points 
from 39 events over a period of 374 years represent maxima of the observed intensity at 
each point. The difference between derived values and the observed ones (dI = Isim − Iobs) 
is mapped in Fig.  5a. Out of the 397 points, about 56% sites have intensity difference 
within ± 1 i.e. − 1 ≤ dI ≤  + 1, ~ 43% show higher simulated intensity value dI > 1; the 
remaining 1% show lower simulated intensities, dI < − 1. It is clear that simulated intensi-
ties are larger than the observed ones, which may be due to the lesser number of events for 
shorter time periods reported by Martin and Szeliga (2010) and higher magnitude reported 
for historical events. To test the former assumption, we simulate the same period catalogue 
(374 years, 1636–2009) to generate peak ground acceleration map with same parameters 
as mentioned in Sect. 2. This new partial catalogue contains 35 lesser events, with 2 events 
having M6-6.9, 2 with M > 7 and rest lie in magnitude range of 5–5.9. The resulting accel-
eration and intensity difference maps are shown in Online Resource vide Figure S5, which 
show lesser difference between simulated and observed intensities as compared to full 
catalogue (Fig. 5a). With partial catalogue, about 70% sites now have intensity difference 
within ± 1 i.e. − 1 ≤ dI ≤  + 1, only ~ 28% show higher simulated intensity value dI > 1; the 

Fig. 4  a Peak ground velocity map (in cm/s) and b peak ground displacement map (in cm) at all sites with 
parameters same as in Fig. 3. The peak displacement values are picked after applying a high-pass filter of 
corner frequency 0.1 Hz to obtained displacement time series. Faults are same as in Fig. 1
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remaining 2% show lower simulated intensities, dI < − 1. For Himalaya, the resulting maps 
clearly show large differences in acceleration and intensity near the epicentral regions of 

Table 3  PGA from current and other studies for cities with population ≥ 106 (Fig. 1)

The estimated PGA from this study, given in column 3, represents maxima at a given location calculated by 
comparing over all considered events
a From current study
b AfterMenon et al. (2010)

City Location (Lat°, Lon°) PGAa (g) current 
study)

PGA(g) Reference

Amritsar 31.6; 74.9 0.12 0.11 Parvez et al. (2017)
0.12 BIS (zone)b

0.15–0.20 Bhatia et al. (1999)
Dehradun 30.4; 78.0 0.33 0.30 Parvez et al. (2017)

0.12 BIS (zone)b

0.25–0.3 Bhatia et al. (1999)
Faisalabad 31.4; 73.1 0.08 0.20 Giardini et al. (1999)
Gujranwala 332.2; 74.2 0.07 0.23 Giardini et al. (1999)
Haridwar 30.0; 78.1 0.09 0.20 Parvez et al. (2017)

0.12 BIS (zone)b

0.15–0.2 Bhatia et al. (1999)
Islamabad 33.7; 73.0 0.10 0.26 Giardini et al. (1999)
Jalandar 31.3; 75.6 0.15 0.08 Parvez et al. (2017)

0.12 BIS (zone)b

0.05–0.10 Bhatia et al. (1999)
Jammu 32.7; 74.9 0.12 0.11 Parvez et al. (2017)

0.12 BIS (zone)b

0.05–0.10 Bhatia et al. (1999)
Kangra 32.1; 76.3 0.14 0.15 Parvez et al. (2017)

0.18 BIS (zone)b

0.25–0.3 Bhatia et al. (1999)
Lahore 31.5; 74.3 0.17 0.24 Giardini et al. (1999)
Ludhiana 30.9; 75.9 0.08 0.14 Parvez et al. (2017)

0.12 BIS (zone)b

0.00–0.05 Bhatia et al. (1999)
Mandi 31.7; 76.9 0.13 0.15 Parvez et al. (2017)

0.18 BIS (zone)b

0.2–0.25 Bhatia et al. (1999)
Rawalpindi 33.6; 73.0 0.07 0.26 Giardini et al. (1999)
Sargodha 32.1; 72.7 0.03 0.23 Giardini et al. (1999)
Shimla 31.1; 77.2 0.21 0.52 Parvez et al. (2017)

0.18 BIS (zone)b

0.25–0.3 Bhatia et al. (1999)
Srinagar 34.1; 74.8 0.39 0.54 Parvez et al. (2017)

0.18 BIS (zone)b

0.2–0.25 Bhatia et al. (1999)
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260 AD Mw 8 Black Mango fault earthquake (Kumar et al. 2001) and 1555 Kashmir earth-
quake (Mw 7.56, Sect.  3.2), which are not covered in intensity catalogue of Martin and 
Szeliga (2010).

In fact, we repeat the above exercise by converting the simulated accelerations to EMS 
intensity using acceleration–intensity relationships of Lliboutry (2000). The resulting 
intensity difference map (Fig. 5b) is generated similarly by subtracting the observed values 
of Martin and Szeliga (2010) from the simulated ones. Figure 5b generally follows the dI 
trend of Fig. 5a, but with large differences. As acceleration to intensity relations of Pan-
jamani et al. (2016) have been developed for the Himalayan region, apparently Fig. 5a is 
closer to observed intensities than Fig. 5b.

3.2  Historical events of 1555 and 1885

The September 1555 earthquake caused a significant loss of life in the Kashmir valley 
and its aftershocks reportedly rocked Kashmir and the adjoining areas for months. If we 
assume that the 1555 earthquake slipped by 5–6 m as required by the maximum estimated 
magnitude of Mw 7.56, the return time would be expected to be 500–600 years, given the 
observed geodetic convergence rate of ~ 12–14 mm/year. Thus, a recurrence of the 1555 
earthquake would not be unexpected given the current state of knowledge. In order to have 
an estimate of its ground motion at bedrock, we simulate this event using the epicentral 
location (75.5°E, 33.5°N) given by Ambraseys and Douglas (2004), and the estimated PGA 
values are plotted in Fig. 6a. We also simulate the 1885 earthquake (Fig. 6b), which was 
one of the first events studied extensively (Jones 1885). It affected an area of about 1000 
 km2, centred around NW edge of the Kashmir basin. Jones (1885) also reported a fissure 
of 1600 m in length and 7 m in width near Baramulla. We also study the directivity char-
acteristics of this event through variations of waveforms with changing azimuth and fault 

Fig. 5  a Difference between simulated and observed intensities (dI = Isim − Iobs) with acceleration converted 
to intensity in EMS scale following Panjamani et  al. (2016). b Same as in a, using Lliboutry (2000) for 
PGA to intensity conversions. Note that the estimated values are generally larger than observed ones, par-
ticularly while using conversion scheme of Lliboutry (2000). Faults plotted are same as in Fig. 1
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distance. Waveforms thus generated at some of the susceptible sites are plotted in Online 
Resource Figure S6, which demonstrates the absence of strong azimuthal dependence of 
simulated peak ground acceleration, despite the use of fixed value of strike (i.e. 310°).

3.3  The 2005 Kashmir event

The 2005 Mw 7.6 Kashmir earthquake is the only major event from the instrumental era to 
have been studied thoroughly. Accordingly, this event is also simulated here. This earth-
quake struck in the early hours of October 8, 2005 with its epicentre near Muzaffarabad. 
Its magnitude reported by Kaneda et al. (2008) was Mw 7.6 with a corresponding seismic 
moment of 2.9 × 1020 Nm, and it occurred at a depth of ~ 26 km. It had a strike direction of 
333° and ruptured a series of faults collectively called the Balakot–Bagh fault system on 
a NE dipping fault with a dip of ~ 40°. This event caused havoc and claimed about 80,000 
lives; injured thousands and rendered many homeless. Fortunately, three strong motion 
records around the epicentre were available for comparison (Okawa 2005) proved espe-
cially valuable as they are recorded at sites with varying overburden conditions, which 
were also provided by Okawa (2005). Simulated PGA for this event is shown in Fig. 7, 
with rupture propagating towards the NW direction as suggested by teleseismic studies. 
The three sites at which strong motion recordings were available are Abottabad, Muree 
and Nilore (Fig.  7). Okawa (2005) provided acceleration and velocity response spectra 
for all three sites, which is compared with the spectra obtained here, after correcting for 
site effects according to the formulation of Rodriguez-Marek et al. (2001), by taking into 
account the site details provided by Okawa (2005) (Fig. 8). Rodriguez-Marek et al. (2001) 
introduced a site response evaluation method based on the stiffness of material and depth to 
bedrock level. Their classification scheme ranged sites from A-F, where A being hard rock 
and F potentially liquefiable sand. Since, as per Okawa (2005) Abbotabad site (Fig. 8a, b; 
‘siteD-0.1 g’) is based on alluvium, we use site amplification of site D that represents stiff 
soil with site period < 1.4s. Similarly, as per the details provided by Okawa (2005), Muree 
site (Fig. 8c, d) is apparently situated on a bedrock and hence no site amplification (Fig. 8c, 
d; ‘noamp’) is used to generate the spectra. Finally, for Nilore site a better fit between 

Fig. 6  a PGA map at 0.1° × 0.1° for  Mw 7.56, 1555 earthquake with same parameters as for Fig. 3. b Same 
as a for 1885 earthquake. Waveforms from labelled sites (1–8 and A–X) are plotted vide online resource 
Figure S6. Faults plotted are same as in Fig. 1
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observed and simulated spectra is obtained by not using both general crustal amplification 
(Boore and Thompson 2014; Table 2) as well as site amplification (Fig. 8e, f; ‘No-site-n-
crustal-amp’), which could be due to high attenuation underneath.

4  Discussions and conclusion

Several authors have presented PGA maps of India at different times using data available 
to them and had employed different methodologies i.e. both PSHA and DSHA, with which 
the PGA obtained from this study is compared. Such comparisons are available in litera-
ture by considering PSHA maps generated using knowledge-based return period of large 
earthquakes in a given region (e.g. Zuccolo et  al. 2011 for Italy). In the study region, a 
return period of 475 years (i.e. with 10% probability of exceedance in 50 years) is appar-
ently realistic (e.g. see Sect. 3.2 for discussion on 1555 Kashmir earthquake). Hence, we 
refrain from comparing the obtained PGA values with studies of return period larger than 
475 years. For example,

Rout et  al. (2015) used both 2% and 10% probability of exceedance of PGA. Recur-
rence period of 2500 years (from 2% probability of exceedance) is unusable for describing 
earthquake probabilities in the Himalaya where return periods of M8 events are less than 
a 1000 years: 650 years for the Nepal Himalaya, (Sapkota et al. 2013), 350 years for 1905 
Himachal event (Yeats and Thakur 1998), and similarly 530–720 years for Kashmir (Ben-
dick et al. 2007).

Fig. 7  PGA map for 2005 Kashmir earthquake (Mw 7.6) at bedrock level at 0.1° × 0.1°. Triangles represent 
three strong motion sites at which this event is recorded whose both acceleration and velocity response 
spectra were provided by Okawa (2005). This event has occurred near NW syntaxial bend of the Himalaya 
flanked on either side by basins of Kashmir and Peshawar (KB; PB). Faults plotted are same as in Fig. 1
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Another set of PGA values from neo-deterministic method (Parvez et al. 2003, 2017), 
used for comparison here, is based on calculation of synthetic seismograms via modal 
summation technique of Panza et al. (2001). Comparison of PGA values obtained from this 
study and Parvez et al. (2003, 2017), while using region-specific parameters, e.g. attenua-
tion and shear-wave velocity, provides a check of robustness for both the methodologies.

With these considerations, major studies using both PSHA and DSHA are briefly out-
lined below for comparison. Khattri et al. (1984) were the first to produce a probabilistic 
seismic hazard map of the country by considering linear sources. In the absence of data, 
Khattri et  al. (1984) adopted GMPE at bedrock level from eastern US and used source 
depth of zero kilometres for all computations. Their maps show estimated PGA values with 
10% probability of exceedance in 50 years (i.e. return period of 475 years). Khattri et al. 
(1984) estimated PGA for Kashmir Himalaya as ~ 0.4 g, close to 0.35 g value simulated 
in this study. Bhatia et al. (1999) also calculated PGA values for the India for 10% prob-
ability of exceedance in 50 years following Global Seismic Hazard Assessment Program 
(GSHAP) (Giardini et al. 1999). Their estimates of PGA for NW Himalaya are less than 
any of the earlier studies including the present one. Later, Mahajan et  al. (2010), using 
the same GSHAP approach as Bhatia et al.(1999), produced an updated map with an aug-
mented data set for probability exceedance of 10% over 50 years, their estimates for Kash-
mir Himalaya is about 0.35–0.7  g and that for Kangra region is 0.35–0.5  g. Rout et  al. 
(2015) also used the PSHA methodology to determine PGA map for NW Himalaya at bed-
rock level with a grid size of 0.2° × 0.2°. They estimated PGA for 10% exceedance (return 
period of 475 years) as well as for 2% exceedance (return period of 2500 years). For 10% 
case, the maximum PGA in the study region is 0.36 g.

Parvez et al. (2003) produced the first deterministic earthquake hazard map of India by 
generating synthetic seismograms at 1 Hz at regular grid of 0.2° × 0.2°. For the western 
Himalaya, Parvez et al. (2003) estimated value of 0.3–0.6 g, which is similar to the value 
obtained in current study. Parvez et al. (2017) produced a revised neo-deterministic seismic 
hazard map. Table  3 shows a comparison of the PGA values in northwestern Himalaya 
determined by the various authors using varied data sets and methodologies. While com-
paring with the seismic zones provided by BIS (2002), the given zone values are converted 
to PGA using relations of Menon et  al. (2010). The discrepancies noted here between 
deterministic and probabilistic approaches is expected, as argued by Parvez et al. (2003), 
because of the fundamental question asked by both, the former being, what could be the 
ground motion from a scenario event and latter being, what is the probability of exceeding 
value of a ground motion parameter in a particular time period.

We present in this study—PGA estimations in NW Himalaya using a stochastic 
approach that exploits the intrinsic relationships between fault rupture sources and self-
similarity of the rupture processes to constrain the source model. PGA values thus calcu-
lated at 2346 sites with 0.2° resolution, covering an area close to a million square kilome-
tres of northwestern Himalaya, provide a high resolution PGA map of the region. These 
calculations could be directly validated for just one event i.e., the 2005 Kashmir earthquake 
for which strong motion records generated at three different sites with varying overburden 
conditions were available. Close similarity of these observed spectra with those simulated 
for this earthquake using the stochastic approach lends confidence in the validity of this 
method that has been successfully tested elsewhere. However, we indirectly test PGA val-
ues simulated in this study by comparison of intensities derived from these values at each 
grid point with those observed and published. These successful comparisons engender con-
fidence in the assertion that the PGA maps produced in this study provide a better estimate 
of earthquake hazard in the region.
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