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Abstract
Many landslides occur in the Karun watershed in the Zagros Mountains. In the present 
study, we employed a novel comparative approach for spatial modeling of landslides given 
the high potential of landslides in the region. The aim of the study was to combine adap-
tive neuro-fuzzy inference system (ANFIS) with grey wolf optimizer (GWO) and particle 
swarm optimizer (PSO) algorithms using the outputs of qualitative stepwise weight assess-
ment ratio analysis (SWARA) and quantitative certainty factor (CF) models. To this end, 
264 landslide positions and twelve conditioning factors including slope, aspect, altitude, 
distance to faults, distance to rivers, distance to roads, land use, lithology, rainfall, plan and 
profile curvature and TWI were then extracted considering regional characteristics, litera-
ture review and available data. In the next step, the multi-criteria SWARA decision-making 
model and CF probability model were used to evaluate a correlation between landslide dis-
tribution and conditioning factors. Ultimately, landslide susceptibility maps were generated 
by ANFIS-GWO and ANFIS-PSO hybrid models and the accuracy of models was assessed 
by ROC curve. According to the results, the area under the curve (AUC) for the hybrid 
models ANFIS - GWO

SWARA
 , ANFIS - PSO

SWARA
 , ANFIS - GWO

CF
 and ANFIS - PSO

CF
 

was 0.789, 0.838, 0.850 and 0.879, respectively. The hybrid models ANFIS - PSO
CF

 and 
ANFIS - GWO

SWARA
 showed the highest and lowest prediction rate, respectively. Moreo-

ver, CF outperformed the SWARA method in terms of evaluating correlation between con-
ditioning factors and landslides. The map produced in this study can be used by regional 
authorities to manage landslide risk.
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1  Introduction

Landslides occur on steep slopes of hills and mountainous areas causing mortality, eco-
nomic losses, damage to water and soil resources (Schlögel et al. 2015; Raja et al. 2017). 
This mass movement occurs whenever the loading of an earth material exceeds its shear 
strength (Lin and Lin 2017). Although landslides have always occurred over time, factors 
such as changes in climate patterns, constant deforestation of mountainous regions and 
increased urbanization and its development in susceptible areas have increased landslides 
around the world in recent years (Goetz et  al. 2011). According to a report by the Cen-
tre for Research on Epidemiology of Natural Disasters (CRED), landslides are responsible 
for at least 17% of losses caused by natural disasters in the world (Chen et al. 2019a, b). 
According to Nadim et al. (2006), the South America, the northern parts of USA and Can-
ada, Iran, Turkey, the Himalayas, the Philippines, Indonesia, Japan and New Zealand are 
the most landslide vulnerable areas in the world. Therefore, landslides are of great impor-
tance as a global problem. Landslide-induced mortality risk and economic losses exceed 
actual reported numbers in most countries, so that in some cases damages exceed those of 
other natural disasters (Kjekstad and Highland 2009). In addition, environmental impacts 
of mass movements such as damages to forests and rangelands and increased sediment load 
of rivers and its transport to dams should not be ignored. Hence, research on landslides has 
recently received much attention by policymakers due to the consequences of this destruc-
tive phenomenon (Mohammady et al. 2012). Iran is highly susceptible to landslides due to 
mountainous topography caused by the Alborz and Zagros Mountains, physiography, seis-
micity and diverse climate and geological conditions. According to the statistics recorded 
in Iran, there were 4900 landslides until September 2007 that resulted in 187 casualties and 
about USD 12,700 million in financial losses (Pourghasemi et al. 2012a). The study area, 
located on the Zagros Mountains, is highly susceptible to landslides. This sensitivity is due 
to several factors, including the increase in rural settlements, changes in land use, adding 
the river tributaries and irrigation canals for agricultural use, as well as the construction 
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of Karun 3 and 4 dams. Therefore, this region is of great importance in terms of human, 
economic, environmental and energy supply resources. So spatial modeling of landslides in 
this region seems necessary.

Landslide modeling includes using available data for landslide susceptibility mapping 
(LSM) by selecting an appropriate model. LSMs are in fact tools capable of dividing the 
ground surface into zones of various stability degrees by evaluating the effect of various 
factors on slope instability (Youssef et  al. 2015a). Therefore, the development of land-
slide zoning studies and the preparation of susceptibility maps lead to better management 
and planning of land use and thus reduce the destructive risks arising from it (Baena et al. 
2019).

In recent years, many researchers have tried to develop landslide susceptibility maps 
through using new methods and GIS as a powerful tool (Lorentz et al. 2016; Kadavi et al. 
2018; Sameen et al. 2020). Various qualitative and quantitative methods have been used for 
different areas. However, quantitative (data-driven) approaches have received much atten-
tion and are often used in the related studies (Pradhan 2013; Ciurleo et  al. 2017; Juliev 
et  al. 2019). Generally, quantitative approaches are categorized into statistical and soft 
computing methods. Bivariate and multivariate probability models (Pradhan and Lee 2010; 
Erener et al. 2016; Nicu 2018; Chen et al. 2019a; Zhao et al. 2019) and their combinations 
(Althuwaynee et al. 2014; Youssef et al. 2015b) are among widely used statistical methods 
for prepare LSM. Soft computing methods including various machine learning methods 
such as ANN (Moayedi et al. 2018; Can et al. 2019; Harmouzi et al. 2019), SVM (Zhang 
et  al. 2010), ANFIS (Mehrabi et  al. 2020), random forest (Đurić et  al. 2019), boosted 
regression tree and meta-heuristic algorithms (Kavzoglu et al. 2015) have also been used 
for this purpose. Unlike quantitative methods in which the relationships between landslide 
controlling factors are numerically expressed, qualitative (knowledge-driven) approaches 
such as multi-criteria decision analysis methods (Feizizadeh et al. 2014; Yan et al. 2019; 
Ozioko and Igwe 2020) consider these factors inferentially and their results depend on 
experts’ views. It should be noted that these methods vary in computational process and 
efficiency. Hence, analyzing the previous and new methods is a significant step which 

Fig. 1   Location map and landslide inventory map of the study area
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leads to more realistic results. There is no agreement that determines what type of method 
should be used for an area. Although the use of new methods is essential for making pro-
gress in landslide studies, the use of new combinations as a complementary solution can 
provide more optimal results. It should also be noted that the quality of the input data also 
affects the output. In other words, in the same conditions and simultaneous use of the same 
method, data with better have a more accurate output compared to lower-quality data. The 
above statements confirm the complexity of this issue and show that the preparation of a 
landslide susceptibility map depends on various factors, and all aspects must be carefully 
considered in order to obtain a realistic result. This study aimed at combining ANFIS with 
GWO and PSO algorithms using the outputs of qualitative SWARA and quantitative CF 
methods. The results obtained from these methods were also compared to produce the best 
LSM for the Karun watershed.

As the first innovative aspect, this study compared the ability of meta-heuristic GWO 
and PSO algorithms in preparation of ANFIS model. Furthermore, for the first time, instead 
of a single model, the outputs of qualitative SWARA and quantitative CF models are used 
as input data for training ANFIS-GWO and ANFIS-PSO hybrid models. Ultimately, the 
LSMs’ performance was evaluated by ROC curve, and then, they were compared.

2 � Study area

The study area, as part of the Karun watershed with an approximate area of 7380 km2, lies 
between longitudes 49° 46′ to 51° and latitudes 31° 27′ to 32° 33′ (Fig. 1). This region is 
specified in the Zagros Mountains having a height of 503–3970 m above the sea level. The 
main river flowing in the region is the Karun River originated from Zard-Kuh in Koohrang. 
This watershed is of great economic and environmental importance given its large con-
tribution in hydropower generation as well as 13% of agricultural products in the region. 
The climatic data of the region were obtained from the Meteorological Organization and 
the Ministry of Energy. The lowest average temperature is recorded in February, whereas 
August is reported as the warmest month (− 1.5 and 19.3 °C, respectively). According to 
data collected from rain-gauge stations, the mean annual precipitation rate equals 950 mm 
leading to the creation of many surface runoffs in this mountainous region. The surface 
runoffs in turn induce many landslides by slope un-stabilization in the region. Human fac-
tors such as road construction and settlements as well as agricultural activities exacerbate 
this natural disaster. The diverse regional lithology also causes landslides. There are many 
reasons why the study area is important for finding the potential for landslides. One of 
the reasons that are economically and humanly important is the issue of farming areas 
and settlements. According to the land use maps, 20.6% of the study area is covered by 
agricultural and orchard lands. Some of these regions and settlements are located on low 
slope hillsides or foothills, which are prone to landslides. Therefore, the collapse of unsta-
ble slopes will destroy agricultural regions and human casualties. Another reason that is 
environmentally important is the issue of the sediment accumulation in rivers and their 
transfer to the back of dams. Two important dams of southwest of Iran, namely Karun 3 
and 4, are located in this area (Fig.  1). Therefore, considering an increase in landslides 
occurred in this area and the conditions mentioned above, it is necessary to spatial mod-
eling of landslides.
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3 � Data preparation

3.1 � Inventory map

Locating the landslide points is the basis in finding the correlation between the geographi-
cal distribution of landslides and the conditioning factors (Lee et al. 2013). In this paper, 
the landslide locations were obtained from Forest Range and Watershed Management 
Organization (Fig. 1). According to estimates made, most of the landslides occurred in the 
region are rotational and translational slides, complex, and a small number of them are of 
debris flows. There was no definite approach for dividing landslide points. According to 
the literature (Choi et al. 2012; Juliev et al. 2019), 70% of the identified landslides (185 
landslide pixels) were applied for training phase, while the remaining 30% (79 landslide 
pixels) were used for validation.

3.2 � Preparation of factor maps

Selection of effectual factors as input variables is considered an important step in spa-
tial modeling of landslides for evaluating the potential of susceptible areas (Trigila et al. 
2015). According to the regional properties and available data, a total of 12 conditioning 
factors including slope, aspect, altitude, distance to faults, distance to rivers, distance to 
roads, land use, lithology, rainfall, plan curvature, profile curvature and TWI were selected. 
These factors were obtained from different resources and used for calculating the landslide 

Table 1   Source of the conditioning factors

IIEES International Institute of Earthquake Engineering and Seismology, GOI Geological Organization of 
Iran, NCC National Cartographic Center, FRW Forest, Range and Watershed Management Organization, 
NGO National Geographic Organization

Base map Conditioning factor Source of data Number 
of classes

DEM (digital elevation 
model)

ASTER (Global DEM) 30 m 
(Extract from DEM)

Slope Extracted from DEM 6
Aspect Extracted from DEM 9
Altitude Extracted from DEM 8
TWI Extracted from DEM 5
Plan curvature Extracted from DEM 3
Profile curvature Extracted from DEM 3

Fault map Distance to faults IIEES 1:500,000 8
Geological map Lithology GOI 1:100,000 15
Topographic map Distance to roads NCC 1:100,000 8

Distance to streams NCC 1:50,000 8
Rainfall stations Rainfall FRW 7
Land use Land use NGO 11
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susceptibility index after digitalization (spatial resolution 30 m) (Table 1). All preparation 
stages and display of data layers were carried out using ArcGIS 10.5.

Slope gradient is considered the main slope stability parameter due to its direct rela-
tionship with landslides (Pourghasemi et al. 2012b). Therefore, it is considered one of the 
factors affecting landslides (Fig.  2a). Due to the effect of rainfall and solar radiation on 
different directions of slopes, slope direction has always been considered as an important 
factor in the literature (Basharat et al. 2016). For spatial modeling of landslides, this fac-
tor was classified into flat, north, northeast, east, southeast, south, southwest, west and 
northwest classes (Fig.  2b). Altitude is another important conditioning factor in assess-
ing because of its significant impact on soil properties (Gomez and Kavzoglu 2005). This 
factor, also known as DEM, was categorized into eight classes (Fig. 2c). Water diffusion 
into the porosities of slope-forming materials causes water pressure to the pores leading to 

Fig. 2   Produced causative factors of the study: a slope, b aspect, c altitude, d TWI, e plan curvature, f 
profile curvature, g rainfall, h distance to rivers, i distance to roads, j distance to faults, k land use and l 
lithology
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reduced strength of the soil. Increased moisture leads to slope instability and landslide risk. 
In addition to flow accumulation, TWI shows the trend of the water flow to go downslope 
(Tehrany et al. 2015) (Fig. 2d).

Plan curvature is defined as the curvature of stereometric created by the cross section of 
horizontal plane and the surface (Pradhan and Sameen 2017) (Fig. 2e). Profile curvature rep-
resents the curvature of the ground surface along the gradual slope relative to the vertical 
level of flow. This parameter controls the water velocity and erosion rate (Sujatha et al. 2013) 
(Fig. 2f).

Saturation degree is increased with an increase in the mean precipitation rate causing a 
decrease in the shear strength of slopes and increased mass movements. Therefore, rainfall 
intensity affects slope fractures and landslide occurrence (Su et al. 2015) (Fig. 2g). Surface 
runoffs adversely affect slope stability by eroding toe slope or saturating materials form-
ing the slopes (Conforti et  al. 2014). Distance to river was categorized into eight classes 
with a distance of 100 m using the Euclidean distance method (Fig. 2h). Road construction 

Fig. 2   (continued)
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in mountainous areas negatively affects slope stability, and it is thus known as a destructive 
human activity in the literature (Regmi et al. 2014; Althuwaynee et al. 2016). The distance to 
roads was also classified into 8 classes with a distance of 200 m using the Euclidean distance 
method (Fig. 2i). The movement of tectonic plates also causes failure of unstable slopes.

Faults are known as the main stimulating factor, especially in earthquake-prone regions. 
Distance to active faults in the region was also placed in 8 classes with a distance of 500 m 
by the Euclidean distance method (Fig. 2j). The land use map is considered a key factor in 
the study of landslides (Persichillo et  al. 2017). Land use was categorized into 12 classes 
(Fig. 2k). Given the role of different lithological units in landslide susceptibility, it has always 
been received much attention by scholars (Rozos et al. 2011) (Fig. 2l). Tables 2 and 3 show 
the details on the classification of conditioning factors (Fig. 3).   

Fig. 2   (continued)
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Table 3   Spatial relation between conditioning factors and landslides using CF and SWARA models

Factor Classes No. of 
landslides

No. of pixels CF values SWARA weight

Slope (°) 0–7.33 23 2,274,609 − 0.507 0.111
7.33–14.59 74 2,004,759 0.444 0.319
14.59–22.14 50 1,866,314 0.234 0.190
22.14–30.41 24 1,544,148 − 0.242 0.146
30.41–41.17 12 1,014,324 − 0.423 0.126
41.17–80.22 2 313,878 − 0.689 0.108

Aspect Flat 0 94,337 − 1.000 0.010
North 25 1,088,332 0.102 0.064
Northeast 27 1,498,987 − 0.127 0.024
East 26 974,765 0.227 0.463
Southeast 13 865,192 − 0.272 0.016
South 31 1,236,553 0.177 0.244
Southwest 29 1,484,163 − 0.053 0.039
West 25 1,026,846 0.185 0.128
Northwest 9 748,857 − 0.417 0.011

Altitude (m) 503–1189 40 690,362 0.637 0.372
1189–1574 40 958,922 0.508 0.108
1574–1910 60 1,064,845 0.642 0.188
1910–2184 37 2,215,764 − 0.186 0.080
2184–2435 6 1,750,708 − 0.833 0.070
2435–2733 2 1,267,230 − 0.923 0.063
2733–3123 0 837,796 − 1.000 0.061
3123–3970 0 232,405 − 1.000 0.059

TWI < 0 29 1,672,785 − 0.155 0.181
0–2.50 44 2,982,355 − 0.281 0.174
2.50–4.93 76 2,905,669 0.216 0.198
4.93–8.56 14 956,996 − 0.287 0.173
8.56–22.38 22 500,227 0.534 0.275

Plan Curvature Concave 73 3,844,618 − 0.074 0.303
Flat 28 1,095,342 0.197 0.387
Convex 84 4,078,072 0.004 0.31

Profile Curvature Convex 73 3,927,306 − 0.094 0.297
Flat 21 765,545 0.252 0.395
Concave 91 4,325,181 0.025 0.308

Rainfall (mm) 435–586 99 2,156,834 0.937 0.296
586–769 7 1,858,021 0.233 0.114
769–956 18 1,462,658 0.765 0.123
956–1138 58 1,454,632 0.928 0.156
1138–1321 1 915,889 − 0.622 0.103
1321–1519 2 691,985 0.000 0.107
1519–1768 0 478,013 − 1.000 0.101
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4 � Methodology

4.1 � Stepwise weight assessment ratio analysis (SWARA)

Stepwise weight assessment ratio analysis (SWARA), introduced by Keršulienė and Tur-
skis (2011), is a multi-criteria decision-making method (MCDM) aimed at ranking and 

Table 3   (continued)

Factor Classes No. of 
landslides

No. of pixels CF values SWARA weight

Distance to streams (m) 0–100 33 429,086 0.733 0.313

100–200 12 392,359 0.329 0.063

200–300 17 419,697 0.494 0.192

300–400 14 376,861 0.448 0.135

400–500 12 388,308 0.336 0.081

500–600 11 353,332 0.341 0.104

600–700 7 372,399 − 0.084 0.057

700 < 79 6,285,990 − 0.387 0.055
Distance to roads (m) 0–200 21 407,530 0.602 0.218

200–400 14 264,488 0.612 0.418
400–600 12 244,901 0.581 0.117
600–800 7 236,811 0.306 0.053
800–1000 6 230,498 0.212 0.042
1000–1200 4 224,036 − 0.130 0.040
1200–1400 8 217,653 0.442 0.073
1400 < 113 7,192,115 − 0.234 0.039

Distance to faults (m) 0–500 8 634,271 − 0.385 0.060
500–1000 12 540,205 0.077 0.120
1000–1500 5 486,432 − 0.499 0.051
1500–2000 6 422,094 − 0.307 0.090
2000–2500 10 363,602 0.254 0.356
2500–3000 4 325,472 − 0.401 0.053
3000–3500 4 287,658 − 0.322 0.072
3500 < 136 5,958,298 0.101 0.198

Land use Agriculture 2 900,034 − 0.892 0.064
Dry farming 6 193,775 0.337 0.082
Floodplain 6 31,629 − 0.604 0.227
Agri-orchard 66 438,871 0.892 0.126
Agri-dry farming 18 323,693 0.864 0.096
Mod forest 9 1,051,700 0.631 0.071
Good range 12 1,477,802 − 0.583 0.065
Mod range 57 3,444,104 − 0.193 0.076
Poor range 9 1,071,384 − 0.591 0.068
Urban 0 73,398 − 1.000 0.062
Water 0 11,642 − 1.000 0.062
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calculating weights of criteria and sub-criteria. Similar to other MCDM methods, experts’ 
views play a key role in evaluating and calculating weights in SWARA so that each expert 
is able to rank criteria based on personal knowledge, information and experience and 
assign a weight to each criterion based on its significance (Hashemkhani Zolfani and Bah-
rami 2014). The main feature of this method was its ability in evaluating experts’ views 
on the relative significance of criteria to determine their weights (Keršulienė and Turskis 
2011). The method for calculating the final weight of criteria is discussed below:

1.	 The first step is to identify criteria and sub-criteria.
2.	 Here, experts are provided with final criteria to rank them based on their relative sig-

nificance. Accordingly, the top rank is assigned to the most significant criterion placed 

Fig. 3   Flowchart of the study showing all steps to produce landslide susceptibility maps

Fig. 4   Diagram of the process the SWARA model
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in the first row. The bottom rank is assigned to the less significant criterion in the last 
row.

3.	 After determining the relative significance of each criterion (Sj) relative to previous 
criteria, the normalized weight of criteria is calculated from the following equations:

where j is the criteria index, n is the number of experts and Ai is the ranks suggested 
for each criterion. Kj is a function of relative significance of each criterion, and the ini-
tial weight, Qj, is determined from the following equations:

The final normalized weight is obtained from Eq. 4:

where j and m are, respectively, the criterion index and the total number of criteria 
(Keršulienė and Turskis 2011).

Figure 4 (Keršulienė and Turskis 2011) shows the procedure detail of SWARA model.

4.2 � Certainty factor (CF)

The certainty factor (CF) model was first proposed by Buchanan and Shortliffe (1984) as 
a function to deal with problems arising from a combination of various data layers and 
unreliability of input data (Devkota et  al. 2013). The model was originally designed for 
medical diagnostic systems, but then was modified by Heckerman (1985). This model is in 
the category of bivariate probabilistic methods, which has been extensively used in differ-
ent fields, including landslide studies (Fan et al. 2017; Chen et al. 2019a). To calculate the 
certainty factor, the inventory map was intersected with the maps for conditioning factors 
to determine the number of landslides that occurred in each class of conditioning factors. 
According to the following equation:

where PPa is the ratio of landslide pixels in a class to the number of all classes (the condi-
tional likelihood of landslides occurring in the class a) and PPs is all landslide pixels ratios 
to all pixels in the region (is the prior probability of all landslides occurred). Larger posi-
tive values indicate higher certainty and thus an increase in the probability of landslides. In 

(1)Sj =

∑n

i
Ai

n

(2)Kj =

{
1 j = 1

Sj + 1 j > 1

(3)Qj =
Sj − 1

Kj

(4)Wj =
Qj∑m

j=1
Qj

(5)CF =

⎧
⎪⎨⎪⎩

PPa−PPs

PPa(1−PPs)
if PPa ≥ PPs

PPa−PPs

PPs(1−PPa)
if PPa < PPs
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contrast, negative values indicate a lower certainty and thereby a lower probability of land-
slides. One cannot comment on the certainty of landslides for values close to zero (Devkota 
et al. 2013; Fan et al. 2017).

4.3 � Combined adaptive neuro‑fuzzy inference system (ANFIS)

Introduced in 1993, the ANFIS method is a combination of artificial neural network (ANN) 
and fuzzy, in order to solve complicated nonlinear problems. The ANFIS structure is com-
posed of the conventional components of the fuzzy system, except computations, because 
this part is run by hidden neurons of the layer. In addition, the training capacity of the neu-
ral network is used to increase the knowledge of the system. The Sugeno and Mamdani are 
two common fuzzy systems which are based on Takagi–Sugeno–Kang method and Lotfi 
Zade’s paper, respectively. These systems work without any limitation on the black box 
and can also be provided in an uncertainty environment. The Takagi and Sugeno system is 
based on two if–then rules, which are as follows:

where x ( A1,A2 ) and y (B1,B2) are inputs, A1, B1 and B2 are fuzzy sets determined during 
the training process and pij, qij and rij (i, j = 1, 2) are parameters obtained in the training 
phase (Zhang et al. 2010).

Layer 1 In the first layer, the values of input variables are fuzzified, so that each node 
i is defined as an adaptive node with a node function. They are responsible for producing 
membership grades of the inputs (Oh and Pradhan 2011). The following equations are used 
to obtain the output of this layer:

where … and … are inputs for the node i, Ai and Bi indicate the associated linguistic labels 
and �Ai

(x) and �Bi
(y) are the membership functions from different forms including triangu-

lar, trapezoidal, Gaussian functions, generalized bell or other functions.
Layer 2 Here, all nodes are fixed, and they are denoted by Π to show that they play a 

role of a simple multiplier.
In this layer, the output of each node ( �i ) represents the firing strength of a rule, 

which is expressed by the following equation:

Layer 3 In this section, every node is also a fixed node which is presented as N. The 
ith node calculates the ratio of the ith rule’s firing strength to the sum of all rules’ fir-
ing strengths, which also called normalized firing strength, and the outputs are given 
by the following equation (Zhang et al. 2010):

(6)Rule1 ∶ If x isA1 and y isB1, thenZ1 = p1x + q1y + r1.

(7)Rule 2 ∶ If x isA2 and y isB2, thenZ2 = p2x + q2y + r1.

(8)O1

Ai
= �Ai

(x), i = 1, 2,

(9)O1

Bj
= �Bi

(y), i = 1, 2,

(10)�i = �Ai
(x).�Bi

(y) i = 1, 2
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Layer 4 In this layer, an output is specified for each rule. Every node is an adaptive 
node, and the output of each node is simply the product of the normalized firing. The 
following equation can be used to obtain the outputs of this layer:

where 𝜔̄i is the output of the third layer and (pi, qi and ri) are consequent parameters.
Layer 5 In this layer, the single node is considered a fixed node which is labeled as 

Σ. The fixed nodes calculate the entire output as the sum of all incoming signals. It can 
be described by the following equation:

The ultimate results for ANFIS are given by the above equation.

4.4 � Gray wolf optimizer (GWO)

Gray wolf optimizer (Mirjalili et  al. 2014) is a nature-inspired meta-heuristic algo-
rithm based on two principles in the life of gray wolves, namely social hierarchy and 
hunting strategy. This is a population-based algorithm (number of wolves) and thus 
considered as a swarm intelligence (SI) algorithm.

There is no SI technique available in the literature that mimics the leadership hierar-
chy of gray wolves, which are well known for their pack hunting (Mirjalili et al. 2014).

Different steps of GWO algorithm are discussed below:

4.4.1 � Social hierarchy

Social hierarchy is determined at this stage. To this end, gray wolf population is gen-
erated randomly. The generated population in each pack is modeled as a pyramid 
consisting of four groups of alpha, beta, delta and omega wolves. Alpha is the best 
solution while beta and delta are the second and third, respectively. In the GWO algo-
rithm, hunting is carried out with the help of alpha, beta and delta wolves while omega 
wolves follow these three types to explore the best solution.

4.4.2 � Encircling prey

The following relations show the encircling process of the gray wolves around the prey:

(11)O3,i =
𝜔i∑
𝜔i

=
𝜔i

𝜔1 + 𝜔2

= 𝜔̄i i = 1, 2

(12)O4

i
= 𝜔̄i ⋅ fi = 𝜔̄i(pix + qiy + ri) i = 1, 2

(13)O5,i =
�
i

𝜔̄i ⋅ fi =

∑
i wifi∑
i wi

= fout

(14)D⃗ =
|||C⃗ ⋅ X⃗P(t) − X⃗(t)

|||

(15)X⃗(t + 1) = X⃗P(t) − A⃗ ⋅ D⃗



1976	 Natural Hazards (2020) 103:1961–1988

1 3

where t is the current iteration; A and C are coefficient vectors, X⃗P is the prey position vec-
tor and X is the gray wolf position vector. The coefficient vectors (A, C) are evaluated as 
follows:

where r1 and r2 are random vectors ranging from 0 to 1. a⃗ is linearly reduced from 2 to 0 
through the iterations.

4.4.3 � Hunting process

The hunting process is directed by alpha wolves. However, there is no idea on optimal 
position because hunting positions are constantly changing in the algorithm. Therefore, 
it is presumed that alpha, beta and delta wolves are aware of the best prey positions. The 
prey position of alpha (best candidate solution), beta and delta wolves is stored as the 
best solutions. Then, the remaining solutions (omega) are updated based on the position 
of the best exploration factors.

Using the following equations, the mathematical description of α, β and δ wolves 
tracking orientation of preys could be realized (Mirjalili et al. 2014):

4.4.4 � Attacking prey (exploitation)

When the prey stops, gray wolves attack it and hunting process is terminated. Math-
ematically, the process is associated with a reduction in a⃗ leading to a reduction in 
the range of A⃗ fluctuations. A⃗ is a random value in the range of [− 2a, 2a] where a⃗ is 
decreased from 2 to 0 through several iterations. Moreover, the wolves are required to 
attack the prey when |A| < 1 (Mirjalili et al. 2014).

4.4.5 � Searching for prey

In this situation, prey searching (discovery) is evaluated according to the positions of alpha, 
beta and delta wolves. Gray wolves are separated for finding a prey and then approach each 
other for hunting.

(16)A⃗ = 2a⃗ ⋅ r⃗1 − a⃗

(17)C⃗ = 2 ⋅ r⃗2

(18)D⃗𝛼 =
|||C⃗1 ⋅ X⃗𝛼 − X⃗

|||, D⃗𝛽 =
|||C⃗2 ⋅ X⃗𝛽 − X⃗

|||, D⃗𝛿 =
|||C⃗3 ⋅ X⃗𝛿 − X⃗

|||

(19)X⃗1 = X⃗𝛼 − A⃗1 ⋅

(
D⃗𝛼

)
, X⃗2 = X⃗𝛽 − A⃗2 ⋅

(
D⃗𝛽

)
, X⃗3 = X⃗𝛿 − A⃗3 ⋅

(
D⃗𝛿

)

(20)X⃗(t + 1) =
X⃗1 + X⃗2 + X⃗3

3
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The exploration capability is incorporated in the GWO algorithm when A⃗ values lie out-
side the − 1 to 1 range.

When |A| > 1 , wolves should be separated for searching the prey. C is another explora-
tory component in GWO algorithm containing random values ranging from 0 to 2. This 
component gives random weights for emphasizing (C > 1) or not emphasizing (C < 1) the 
effect of prey in interval definition (Eq. 14). This helps the GWO algorithm to avoid the 
local optimum point (the algorithm gets rid of trapping in a local optimum point). It should 
be noted that unlike A, C does not decrease linearly. After the above steps, the algorithm 
is terminated by meeting a final criterion (Mirjalili et al. 2014). For more details on the 
gray wolf optimizer, the reader may refer to the original paper http://www.alimi​rjali​li.com/
GWO.html.

4.5 � Particle swarm optimization (PSO) algorithm

For the first time in 1995, Eberhart and Kennedy introduced particle swarm optimization 
(PSO) algorithm. It is a population-based evolutionary algorithm inspired by the social 
behavior of bird flocks. This algorithm has been used as a powerful tool for solving nonlin-
ear random optimization problems.

In PSO, a group of particles (optimization variables) are randomly distributed in the 
search space. Each particle in this space is defined by two main features, namely posi-
tion and velocity. Each particle selects a movement direction considering its current posi-
tion and the best position experienced by tracking information on one or multiple particles 
among the particles. A step of the algorithm is terminated after the movement of the par-
ticles. This process is repeated until the best location visited by all particles is presented 
as the solution. Given the impact of position of other particles on searching for a particle, 
PSO is also known as a swarm intelligence (SI) algorithm. A d-dimensional search space 
is assumed for a mathematical description of the above-mentioned process. The position 
(Xi) and velocity (Vi) vectors for the ith particle in the search space are defined as follows 
(Eberhart and Kennedy 1995):

The algorithm updates both the position and velocity of each particle in the iteration 
t + 1 according to the following equations (Eberhart and Kennedy 1995):

where t is the number of iterations, Xt
i
 and Vt

i
 are position and velocity of ith particle in the 

iteration t, Pt
i
 the best position of the ith particle, gt

i
 the best position recorded among all 

particles and r1 and r2 are random weights generated in the range of 0–1. In addition, ω is 
the inertia coefficient, and C1 and C2 are cognitive and social coefficients, respectively. It 
is noteworthy that selecting appropriate inertia and acceleration coefficients may lead to a 
leveling between local and global searches (Assareh et al. 2010).

(21)Xi =
(
Xi1,Xi2,Xi3,… ,Xid

)

(22)Vi =
(
Vi1,Vi2,Vi3,… ,Vid

)

(23)Vt+1
i

= � ⋅ Vt
i
+ C1 ⋅ r1 ⋅

(
Pt
i
− Xt

i

)
+ C2 ⋅ r2 ⋅

(
gt
i
− Xt

i

)

(24)Xt+1
i

=
(
Xt
i
+ Vt+1

i

)

http://www.alimirjalili.com/GWO.html
http://www.alimirjalili.com/GWO.html
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One of the first applications of PSO was a neural network (NN) training which was 
shown to be an efficient method for training neural networks.

5 � Results and analysis

Tables 2 and 3 list the values obtained from SWARA implementation on criteria and 
sub-criteria. According to the results, the slope class 7.33°–14.59° presented the high-
est SWARA value of 0.319. The eastern and southern slope directions, respectively, 
showed the highest SWARA values of 0.463 and 0.244. Altitude class of 503–1189 m 
with a SWARA value of 0.372 indicated the highest landslide probability (SWARA 
weight decreases with increasing altitude). The TWI class of 8.56–22.38 showed the 
highest landslide probability (0.275). The flat and convex plan curvatures showed 
the lowest and highest SWARA values of 0.301 and 0.393, respectively. The low-
est SWARA value was found for a convex profile curvature. The highest SWARA 
value (0.395) was found for flat profile curvature. The rainfall classes 435–586 and 
954–1138, respectively, with a SWARA value of 0.296 and 0.156 showed the high-
est landslide probability. As shown in Table  2, the highest weights of 0.313, 0.418 
and 0.356 were obtained for the distance to the stream (0–100), distance to the road 
(200–400) and distance to the fault (2000–2500), respectively. The highest SWARA 
value (0.277) was observed for the surface runoff class. The highest SWARA value 
(0.168) was found for pC-Ch lithology class (Table 2).

Tables  2 and 3 also show the results obtained from the CF model. A slope range 
of 7.33°–14.59° showed the highest CF value (0.444) indicating its high landslide 
potential. Similar to the results obtained from SWARA, the eastern and southern slope 
directions showed the highest CF values of 0.277 and 0.177, respectively. The altitude 
class 1574–1910 with a weight of 0.642 showed the highest landslide probability. The 
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Fig. 5   Comparative results between ANFIS-GWO and ANFIS-PSO training and validation datasets used 
SWARA model (scenario 1): a MSE and RMSE value in the training phase; b frequency errors in the train-
ing phase; c MSE and RMSE value in the testing phase and d frequency errors in the testing phase
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TWI class 8.56–22.38 showed the most significant correlation. As clearly shown in 
Table  2, the flat plan curvature and profile curvature showed the highest CF values 
of 0.197 and 0.252, respectively. The rainfall classes 435–586 and 956–1138 m with 
CF values of 0.937 and 0.928 showed the most significant correlation with landslide 
occurrence. The landslide probability decreased with increasing distance to the road. 
Accordingly, the 0–100 m and more than 700 m (> 700 m) classes showed the highest 
(0.733) and lowest CF values, respectively. In relation to distance to roads and fault, 
0–400-m and 2000–2500-m classes showed the highest landslide probability. In the 
case of land use, surface runoff showed the highest probability of 0.892. According to 
the results on lithological units, the pC-Ch and MuPlai classes with CF values of 0.965 
and 0.879 showed the most significant correlation with landslide probability (Table 2).

5.1 � Application of ANFIS‑GWO and ANFIS‑PSO hybrid models

GWO and PSO intelligent algorithms were used in this study instead of classic functions 
for ANFIS training. The ANFIS-GWO and ANFIS-PSO hybrid models were implemented 
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CF model (scenario 2): a MSE and RMSE value in the training phase, b frequency errors in the training 
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Table 4   Relationship between MSE, RMSE and AUC values

Scenario 1 trained by SWARA model, Scenario 2 trained by CF model

MSE RMSE Area under 
the curve

Training Test Training Test

SWARA-ANFIS-GWO 0.127 0.121 0.356 0.348 0.789
SWARA-ANFIS-PSO 0.098 0.110 0.315 0.333 0.838
CF-ANFIS-GWO 0.089 0.107 0.299 0.327 0.850
CF-ANFIS-PSO 0.083 0.081 0.289 0.285 0.879



1980	 Natural Hazards (2020) 103:1961–1988

1 3

in MATLAB 2015.b. Training and validation data were required for implementing the 
algorithms. The algorithms were trained by training data, and accuracy was estimated by 
validation data. The SWARA and CF outputs were used to generate training and valida-
tion data. As mentioned earlier, 70% of 264 landslides were used for training and the rest 
(30%) for the validation of algorithms. In this regard, the same number of training data 
(185 points) was generated for non-landslide points. The points were generated in the land-
slide-free areas randomly. Thereafter, a value of 1 was allocated to 185 landslide and 0 was 
assigned to 185 non-landslide points, respectively. These points were then intersected with 
conditioning factors to obtain the value of each point. The values of points were used as 
input data in MATLAB for training the algorithms. The mean square error (MSE) and root 

Fig. 7   Landslide susceptibility maps using ANFIS-GWO and ANFIS-PSO models in scenario 1

Fig. 8   Landslide susceptibility maps using ANFIS-GWO and ANFIS-PSO models in scenario 2
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mean square error (RMSE) were used for validating the training dataset (Figs. 5, 6a). MSE 
and RMSE are defined as follows:

Here, n is the total number of samples, Xi is the target values, and X̄i is the output val-
ues. RMSE is the square root of MSE.

Similar to the training data generation process, a similar number of non-landslide points 
(79 points) were randomly produced for the test dataset in the landslide-free areas. Value 
of 1 was assigned to 185 landslide and 0 was assigned to 185 non-landslide points. After 
intersecting these points with conditioning factors, the resulting values were used as the 
test dataset in MATLAB. To determine the most efficient model, the MSE of the test data-
set should be evaluated. Figures 5c and 6c, respectively, show MSE and RMSE for the test 
dataset. According to the results, an MSE of 0.121 and 0.110 was obtained, respectively, 
for ANFIS-GWO and ANFIS-PSO hybrid models in the first scenario. The corresponding 

(25)MSE =
1

n

n∑
i=1

(Xi − X̄i)
2

(26)RMSE =

√√√√1

n

n∑
i=1

(Xi − X̄i)
2

Fig. 9   ROC curves for the landslide susceptibility maps: a scenario 1 and b scenario 2

Table 5   Details of ROC curve 
for landslide susceptibility maps

Models Area SE Lower 
bound 
(%95)

Upper 
bound 
(%95)

SWARA-ANFIS-GWO 0.789 0.036 0.719 0.860
SWARA-ANFIS-PSO 0.838 0.032 0.775 0.901
CF-ANFIS-GWO 0.850 0.031 0.789 0.911
CF-ANFIS-PSO 0.879 0.028 0.824 0.934



1982	 Natural Hazards (2020) 103:1961–1988

1 3

values in the second scenario were 0.107 and 0.081, respectively. It is worth mentioning 
that the MSE of the test dataset should be consistent with the validation results of final 
maps. In other words, a lower MSE (closer to zero) means a higher prediction rate (AUC) 
of the LSM. As shown in Table  4, ANFIS-PSO algorithm in the second scenario and 
ANFIS-GWO in the first scenario, respectively, with the lowest and highest MSE of 0.081 
and 0.121 showed the highest and lowest accuracy among algorithms.

The final value for each pixel was calculated after entering final data into the algorithms. 
The resulting values were exported to ArcGIS for landslide susceptibility mapping (Figs. 7, 
8). A variety of classification methods was tested for zoning the produced maps. However, 
the geometric interval outperformed other methods in this regard. Therefore, the maps pro-
duced by the geometric interval were classified into five classes: very low, low, moderate, 
high and very high.

5.2 � Validation of the landslide susceptibility maps

Validation of models used in studies is a critical step in evaluating the ability of LSMs in 
predicting future events (Bui et al. 2012). As mentioned previously, 70% of identified land-
slides were considered for model training and 30% for validation. ROC curve was used in 
this study to validate the ANFIS-GWO and ANFIS-PSO hybrid models.

5.2.1 � Receiver operating characteristics (ROC) curve

ROC represents the quality of the system, indicating probable and definite predictions 
(Assareh et al. 2010). The x and y axes of the ROC curve, respectively, show false positive 
and true positive rates. The area under the curve shows the quality of the predictive method 
by characterizing the ability to accurately forecast the frequency or failure of a pre-defined 
event (Devkota et al. 2013). Since AUC shows the accuracy of the method quantitatively, 
it is necessary to estimate this value to compare model’s performance. AUC ranges from 
0.5 to 1 so that the values closer to 1 and 0.5, respectively, show the reasonable and weak 
performance of the model. A value 0.5 is a random guess for AUC (Dehnavi et al. 2015; 
Pourghasemi et al. 2012b).

Figure 9 shows the ROC curve for LSMs. According to the results, the second scenario 
outperforms the first one. In the first scenario, ANFIS-PSO with an AUC of 83% outper-
formed ANFIS-GWO with an AUC of 78.9%. In the second scenario, ANFIS-PSO with 
an AUC of 87.9% outperformed ANFIS-GWO with an AUA of 85%. It should be noted 
that a lower standard error means a larger area and thus a more accurate model (Table 5). 
Although AUC for all four models was greater than 0.75, ANFIS-PSO in the second sce-
nario with an AUC of 87.9% and a standard error of 0.027 gives a more accurate landslide 
forecast in this research.



1983Natural Hazards (2020) 103:1961–1988	

1 3

6 � Discussion

Landslide is a complicated phenomenon due to different factors controlling its occurrence. 
Thus, the use of novel analysis methods to create high precision mapping is considered a 
crucial step in this regard. In the current study, a new hybrid ANFIS approach was used to 
prepare LSM at Karun watershed, Iran. To achieve this, ANFIS was first combined with 
PSO and GWO algorithms and then trained by SWARA and CF models. Landslide sus-
ceptibility mapping was carried out by ANFIS_GWO and ANFIS-PSO hybrid models, and 
their performance was evaluated by ROC curve. In recent years, researchers have combined 
a variety of quantitative and qualitative models with machine learning and data mining 
algorithms. The study of these methods and their combinations and also the comparison of 
their results will provide more realistic modeling in order to produce landslide susceptibil-
ity map. The results obtained from methods in other studies are reviewed below.

SWARA multi-criteria decision-making method and the CF probability model have been 
applied in various studies. Dehnavi et al. (2015) prepared LSM for Iran using SWARA and 
ANFIS methods. To this end, SWARA and its combination with ANFIS were employed. 
According to their results, the SWARA-ANFIS hybrid model with an AUC of 0.8 gave 
better forecasts than SWARA with an AUC of 0.78. To indicate a correlation between 
landslides and conditioning factors CF, probability model has also been able to produce 
reasonable results. Arabameri et al. (2019) used a new approach by ensemble geographi-
cally weighted regression (GWR) method with the CF and RF models for gully erosion 
zonation mapping in the Mahabia watershed of Iran. After gully erosion zonation map-
ping, RF model showed distance to stream, distance to road and land use have higher influ-
ence on gully formation. In addition, validation results indicated the better performance of 
GWR-CF-RF new ensemble model with a prediction rate of 96.7% compared with CF, RF 
and the CF-RF models with an AUC of 76.3%, 77.6% and 89.7%, respectively. For spatial 
modeling of landslides in Ziyang district in China, Fan et al. (2017) used CF model and 
its combination with AHP and then compared with bivariate statistical index to evaluate 
landslide susceptibility. According to their results, CF-AHP and LSI models showed the 
highest and lowest prediction rate with an AUC of 78.3% and 69.2%, respectively.

Adaptive neuro-fuzzy inference system (ANFIS) is a combination of neural networks 
and fuzzy logic for implementation of neural network knowledge using fuzzy logic (Oh 
and Pradhan 2011). In order to evaluate flood susceptibility maps, Bui et al. (2016) used 
ANFIS and its combination with two meta-heuristic algorithms (PSO and EG) as a new 
approach which was named MONF and then compared with the J48DT, RF, MLP Neural 
Nets and SVM models. They concluded that although J48DT, RF, MLP neural nets and 
SVM models have high accuracy with an AUC of 89.5%, 89.4%, 90.3%, 90.5% and 76.7%, 
respectively, MONF model has better performance (AUC = 91.1%). Aghdam et al. (2017) 
used FR and WOE statistical methods and ANFIS machine learning to identify landslide 
susceptible areas in southern provinces of the Zagros Mountains. After landslide suscep-
tibility mapping by FR and WOE models, they were combined with ANFIS to overcome 
drawbacks of bivariate statistical methods. Validation results indicated the better perfor-
mance of FR-ANFIS and WOE-ANFIS hybrid models with a prediction rate of 0.85 and 
0.84, respectively, compared with FR and WOE (AUC = 0.82).

The most important advantage of the population-based random PSO algorithm over other 
optimization algorithms is its ability to exchange information among members. Moayedi et al. 
(2018) used ANN and its combination with meta-heuristic PSO algorithm for landslide sus-
ceptibility mapping of Layle Village in Kermanshah Province. Analysis of test data showed 
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a coefficient of determination and root mean square error of 0.9733 and 0.111, respectively. 
The corresponding values for PSO-ANN were 0.9899 and 0.0389, respectively. After land-
slide susceptibility mapping and model evaluation by color intensity rating (CER), they found 
that PSO-ANN provides a more realistic evaluation of landslide probability than ANN. Also, 
in our study, PSO algorithm showed better results in combination with ANFIS. Termeh et al. 
(2018) combined ANFIS with ACO, GA and PSO algorithms for zoning flood risk in Jahrom, 
Fars Province. Pursuant to their result, the prediction accuracy of ANFIS-ACO, ANFIS-GA 
and ANFIS-PSO was 91.8%, 92.6% and 94.5%, respectively. A prediction accuracy of 91.4% 
was obtained for FR. Based on their results, ANFIS-PSO evaluated flood risk in the region 
more accurately. To similar with Termeh et  al. (2018), our results indicated that ANFIS-
PSO has slightly better performance in comparison with ANFIS-GWO hybrid model in both 
scenarios.

As mentioned earlier, gray wolf optimizer is a nature-inspired meta-heuristic algorithm 
based on social hierarchy and behavior of wolves during hunting process (Mirjalili et al. 2014). 
This new algorithm has provided reasonable results in the literature (Termeh et al. 2018; Yu 
and Lu 2018). Jaafari et al. (2019) used novel ANFIS-BBO and ANFIS-GWO data mining 
techniques for landslide susceptibility mapping. According to their results, ANFIS-GWO and 
ANFIS-BBO with a predication rate of 0.945 and 0.95, respectively, can be used as reliable 
methods in other studies.

According to the literature, soft computing methods such as machine learning and intel-
ligent algorithms estimate the relationship between data more accurately. Although the use of 
machine learning methods such as ANN and ANFIS provides better results compared to the 
statistical and qualitative models, their combination with meta-heuristic algorithms results in 
more efficient outputs because these methods reduce their drawbacks. This is because meta-
heuristic algorithms better train the learning networks through reducing the local minimum 
effect. The outputs obtained in this study as well as their comparison with the results of the 
previous studies confirm this statement. Based on the obtained values, all four models used 
(ANFIS - PSO andANFIS - GWO)SWARA , (ANFIS - PSO andANFIS - GWO)CF with the 
accuracy more than 75% have acceptable performance in predicting a nonlinear problem. 
ANFIS - PSOCF model with an area under the curve of 87.9% and the MSE value of 0.081 
and the ANFIS - GWOCF model with an area under the curve of 85% and the MSE value of 
0.107 showed the best performance, respectively. Comparison of GWO and PSO algorithms 
showed that PSO outperformed GWO in both scenarios in terms of optimization and data con-
vergence. Moreover, the results obtained from SWARA and CF models indicated the key role 
of the type of method used for evaluating the correlation between landslides and conditioning 
factors leading to performance improvement in data mining techniques because the quantita-
tive CF model performed better than the qualitative SWARA model. Regardless of the type of 
method, type of combination also plays a key role in enhancing the precision of LSMs.

7 � Conclusion

Failure of unstable slopes in mountainous regions is associated with destructive social 
and environmental consequences besides casualties and economic losses. Hence, identi-
fication of landslide susceptible areas has become an essential tool for regional authori-
ties and policymakers (Jaafari et  al. 2019). In this study, a novel comparison between 
two data mining techniques was used for landslide susceptibility mapping. Qualita-
tive SWARA and quantitative CF models were first used to determine the relationship 
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between factors (such as slope, aspect, altitude, TWI, plan curvature, profile curvature, 
rainfall, distance to rivers, distance to roads, distance to faults, land use and lithology) 
and identified landslides. For effective training, ANFIS was combined with GWO and 
PSO intelligent algorithms. As a result, ANFIS-GWO and ANFIS-PSO hybrid models 
were separately generated using SWARA and CF outputs. Finally, LSMs were generated 
and then assessed by the ROC curve.

Given the AUC values, the hybrid models trained by the CF probabil-
ity model ( ANFIS - GWOAUC = % 85 andANFIS - PSOAUC = % 87.9 ) gave 
better estimates than those generated by the SWARA multi-criteria model 
( ANFIS - GWOAUC = %78.9 andANFIS - PSOAUC = %83.8 ). According to the results, 
the PSO algorithm outperformed GWO algorithm in terms of calculating the final value 
of pixels in both scenarios. In addition, in comparison with SWARA, CF probability 
model has better performance to evaluate relationship between landslides and condition-
ing factors. In general, the use of data mining techniques allows more effective under-
standing of latent data patterns, leading to more realistic outputs. It should be noted that 
the use of data mining techniques does not necessarily guarantee reaching an optimal 
solution. As shown in the current study, the type of method used to illustrate the cor-
relation between effective factors and landslides is important. The models used in this 
study are recommended for evaluating risk of landslides in other susceptible areas to 
help regional authorities and policymakers.
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