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Abstract This study addresses the long-term trends in heat-related mortality across 29

US metropolitan areas from 1975 to 2004 to discern the spatial patterns and temporal

trends in heat vulnerability. Mortality data have been standardized to account for popu-

lation trends, and seasonal and interannual variability. On days when a city experienced an

‘‘oppressive’’ air mass, mean anomalous mortality was calculated, along with the likeli-

hood that oppressive days led to a mortality response at least one standard deviation above

the baseline value. Results show a general decline in heat-related mortality from the 1970s

to 1990s, after which the decline seems to have abated. The likelihood of oppressive days

leading to significant increases in mortality has shown less of a decline. The number of

oppressive days has stayed the same or increased at most metropolitan areas. With US

homes near saturation in terms of air-conditioning availability, an aging population is still

significantly vulnerable to heat events.

Keywords Heat watch-warning system � Atmospheric hazards � Heat-related mortality �
Trends � Heat vulnerability

1 Introduction

Heat has long been recognized and studied as a major hazard to public health (e.g.,

Kovats and Hajat 2008; Kalkstein et al. 2008). Much work has examined the relative
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vulnerability of subsets of the population, and has identified age, sex, social isola-

tion, preexisting medical conditions, health status, and poverty as critical

determinants of vulnerability (e.g., Curriero et al. 2002; Borrell et al. 2006; Bouchama

et al. 2007), although there are significant differences between developed and

developing nations (Hajat et al. 2005). Spatially, mid-latitude metropolitan areas with

greater summertime temperature variability show stronger responses to heat than

desert and semi-tropical cities, where variability is less (e.g., Medina-Ramon and

Schwartz 2007; Gosling et al. 2007). More detailed spatial analysis of vulnerability

within urban areas has identified neighborhoods with older housing, larger heat

islands, and poorer residents as being collectively more vulnerable (Harlan et al.

2006; Smoyer 1998).

Interest in heat impacts has increased over recent years following dramatic heat wave

events. Events such as the ‘Chicago heat wave’ in 1995 (Palecki et al. 2001) and the

prolonged heat event over much of Europe in 2003 (Pirard et al. 2005, Schär et al. 2004)

have identified problems within the infrastructure to deal with such events (Klinenberg

2002). This interest will likely continue to increase, as demographic and likely climate

changes substantially increase the potentially vulnerable population over the course of the

twenty first century (Confalonieri et al. 2007; Meehl et al. 2007).

Heat watch-warning systems (HWWS), which are becoming more widespread in

developed nations, represent an important component in programs to reduce heat-related

vulnerability (e.g., Sheridan and Kalkstein 2004; Pascal et al. 2006; Kovats and Ebi 2006).

These systems, based on a variety of methodologies that identify hot weather events,

typically include some sort of heat-response plan aimed at the most vulnerable subsets of

the population. There is little doubt that new, sophisticated HWWSs, and more proactive

and elaborate intervention activities, have contributed to reduce heat-related mortality in a

number of large urban locales (e.g., Ebi et al. 2004; Palecki et al. 2001). Programs to

increase awareness about the negative health impacts of heat have contributed to this

reduction as well.

One of the means to evaluate the effectiveness of heat-response plans is to examine

the temporal variability in the heat-health relationship. Some research has shown a

significant decrease in heat-related mortality over time (Davis et al. 2003; Donaldson

et al. 2003; Carson et al. 2006), a trend attributed to increased air-conditioning and

improved health care, especially in developed nations. In particular, the research of

Davis et al. (2003) has received much attention, particularly because it suggests that

heat-related mortality has become less of a problem in most cities. However, the data

analysis in this manuscript ends in 1998; several more years’ data have since become

available. In addition, Davis’ manuscript evaluates data on a decadal scale; a finer

temporal scale may be useful to evaluate these mortality trends in further detail.

Understanding changes in vulnerability, along with the potential effectiveness of the

HWWSs and associated intervention activities, are particularly important given

the projected climate changes which will likely lead to increased heat events over the

coming decades (Meehl et al. 2007; Meehl and Tebaldi 2004).

In this research, we examine changes in spatial and temporal patterns of acute

heat-related mortality in the United States from 1975 to 2004, utilizing a synoptic

climatological method for determining ‘‘oppressive’’ weather. A total of 29 metro-

politan areas across the US, representing many different climate types, are analyzed

(Table 1; Fig. 1). In addition to assessing changes in heat vulnerability over time, we

also address the contribution of the potential factors listed above to these pattern

changes.
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2 Materials and methods

2.1 Mortality data

For each of the 29 locations in Fig. 1, daily mortality totals over the 30-year period of

study were calculated. These specific cities were selected based upon geographic location

Table 1 List of cities whose metropolitan areas are examined in this study, along with regional identifi-
cation, code utilized in Table 4, and the mean number of occurrences of oppressive air masses per summer
(May–August; 1975–2004)

City Region Code Mean days per summer

DTa MTb Sum

Albuquerque, New Mexico Desert ABQ 0.1? 2.7 2.8

Atlanta, Georgia Central ATL 4.5 6.8? 11.3

Baltimore, Maryland Northeast BAL 7.3 8.1? 15.4

Boston, Massachusetts Northeast BOS 7.3 7.8? 15.1

Buffalo, New York Midwest BUF 3.7 4.2? 7.9

Chicago, Illinois Midwest CHI 5.5 9.0? 14.5

Cincinnati, Ohio Midwest CIN 2.5 4.7? 7.2

Cleveland, Ohio Midwest CLE 5.1 6.0? 11.1

Dallas, Texas Central DAL 15.9 6.7? 22.6

Denver, Colorado Central DEN 0.2? 2.2 2.4

Detroit, Michigan Midwest DET 5.5 7.7? 13.2

Houston, Texas Southeast HOU 9.3 14.4? 23.7

Kansas City, Missouri Central KC 6.1 9.1? 15.2

Las Vegas, Nevada Desert LVG 9.2? 8.3 17.5

Los Angeles, California Pacific LA 0.8 11.0 11.8

Miami, Florida Southeast MIA 0.8 21.8? 22.6

Minneapolis, Minnesota Midwest MIN 8.3 5.2? 13.5

New Orleans, Louisiana Southeast NOR 0.8 13.2? 14.0

New York, New York Northeast NYC 7.1 8.2? 15.3

Philadelphia, Pennsylvania Northeast PHI 9.3 9.7? 19.0

Phoenix, Arizona Desert PHX 3.9? 19.3? 23.2

Pittsburgh, Pennsylvania Midwest PIT 3.5 6.0? 9.5

Portland, Oregon Pacific POR 6.7 0.9 7.6

Saint Louis, Missouri Central STL 6.4 16.5? 22.9

Salt Lake City, Utah Desert SLC 0.6? 4.5 5.1

San Diego, California Pacific SD 0.6 13.0 13.6

San Francisco, California Pacific SF 3.8 1.7 5.5

Seattle, Washington Pacific SEA 4.7 1.3 6.0

Tampa, Florida Southeast TPA 1.8 11.0? 12.8

See Fig. 1 for map, and Sect. 2.3 for further information on definition of summer as May–August
a Dry Tropical
b Moist Tropical
? Only the plus subset (i.e., MT?, DT?) of the air mass was considered oppressive. See text for additional
details
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and data completeness to permit an evaluation of spatial differences that may exist in

mortality trends. Nearest neighbor analysis was conducted to ensure that cities were not

geographically clustered in any one location, and the nearest neighbor statistic was 1.31,

indicating that the selected cities are randomly to uniformly distributed across the US.

All deaths that occurred in each primary city’s metropolitan area (as defined by the 2000

US Census) were included. As it has long been acknowledged that counting only ‘official’

(coroner-determined) heat-related deaths leads to a significant undercount of the effects of

heat (Dixon et al. 2005; Whitman et al. 1997), more broadly defined counts are used in

nearly all studies. Additionally, while some studies exclude deaths of those under 65, or

deaths due to unnatural causes, it has been found that using totals of all-cause deaths

produces results similar to any of these subdivisions, when assessed with regard to

meteorological variability (Sheridan and Kalkstein 2004).

Using a common procedure employed by epidemiologists, these daily mortality counts

were first age-adjusted to the population distribution of the United States in 2000 across ten

distinct age segments. This is accomplished by ‘‘weighting’’ every death based upon each

location’s unique age structure. For example, if a metropolitan area has a disproportionate

number of elderly compared to the US population in 2000, each elderly death will receive

slightly less weight compared to other age groups. On the other hand, if a specific locale

has relatively few elderly compared to the US population in 2000, each elderly death will

be given additional weighting. To adjust for population changes throughout the period of

record, population totals for each age group were compiled from the United States Census

for 1970, 1980, 1990, and 2000. A linear interpolation was then used to estimate popu-

lation counts for the intervening years, a methodology consistent with previous studies

(Davis et al. 2004). This methodology allows for direct comparisons between metropolitan

areas regardless of age structure, and the final mortality counts are presented as daily

deaths per standardized million. For a complete description of the age-standardization

procedure, refer to Anderson and Rosenberg (1998). Additionally, there were instances in

Fig. 1 The 29 cities whose metropolitan areas were studied in this research
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which known disasters unrelated to heat (e.g., plane crash) had a profound impact on daily

mortality totals. In all, there were 25 such days across the 29 metropolitan areas, and these

outliers, defined as having a daily adjusted mortality total for injury and poisoning deaths

with a z-score of over 10, were removed from analysis.

Once daily mortality counts were age-adjusted, data were then further standardized to

account for the seasonal cycle in mortality along with interannual variability. From the age-

adjusted data, the mean season cycle was calculated by averaging 11-day centered-mean

mortality over the entire period of record (e.g., the mean mortality for June 6 would be the

average mortality over June 1–11 for the entire period). Seven-, 9-, 13- and 15-day centered

means were also evaluated for several cities, with little change to the significance of the

results. This centered-mean mortality value for each day would then be subtracted from the

age-adjusted daily mortality to create a new value, with seasonal trend removed, for each

day. To account for variability over time, these anomalous values are then subsequently

adjusted according to 3-year running mean daily mortality. Thus, to follow the example

above, the standardized anomalous mortality used in this analysis for June 6, 2000, after

seasonal de-trending, would be adjusted further by subtracting the mean anomalous daily

mortality over all days from 1999 to 2001. This final anomalous mortality value, still

expressed in deaths per standardized million (DSM), is what is used in this study.

2.2 Weather data

The Spatial Synoptic Classification (SSC) classifies each day at a weather station into one

of a number of air masses or weather types, based on temperature, dew point, pressure,

wind speed and direction, and cloud cover opacity; for more information, see http://

sheridan.geog.kent.edu/ssc.html or Sheridan (2002). In this research, the SSC is utilized to

identify ‘‘oppressive air masses’’ (air masses or weather types for which mean mortality is

statistically significantly above the summer baseline). There are several reasons for uti-

lizing this method. First, the heat watch-warning systems on which the authors have

worked are based on these air masses. Second, the air masses are designed to change in

character both spatially and temporally; that is, a typical ‘Dry Tropical (DT)’ day will vary

from place to place and month to month (e.g., Table 2). Thus, seasonal patterns can readily

be accounted for, and weather’s impact is determined in a relative, rather than absolute,

way. Third, these air masses represent holistic and realistic representations of the impact of

an entire weather situation upon the human body. The ‘‘synoptic approach’’ has now been

used successfully in dozens of analyses of weather/human health interactions, and con-

tinues to serve as a benchmark procedure for such studies around the world.

Two of the SSC’s primary air masses—Moist Tropical (MT) and Dry Tropical (DT)—

are most frequently correlated with statistically significant increases in heat-related

Table 2 Mean 16 h Central Daylight Time (CDT) temperature (T, �C) and dew point (Td, �C) associated
with the Dry Tropical (DT) air mass across different months and stations (based on 1948–2007)

City May June July August

T Td T Td T Td T Td

Minneapolis 29 7 32 13 34 16 34 17

St. Louis 30 11 34 16 37 19 37 18

Dallas 34 14 38 18 38 17 38 16
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mortality (Sheridan and Kalkstein 2004). MT is warm and very humid, with frequent

convective showers and high overnight temperatures, whereas DT is dryer but hotter and

sunnier during the daytime. Across much of the US, especially during the summer, at least

one of these two air masses becomes quite common, with a frequency of over 80% across

parts of Florida. Where a particular air mass is very common, a plus subset (MT?, DT?)

has been developed to extract only those days at least one standard deviation (1sd) above

weather—type seed-day means for apparent temperature. Thus, MT? would represent the

warmest, most humid subset of MT days. The selection of whether to utilize the plus

subsets or the entire air mass is based largely upon their usage in the authors’ heat watch-

warning systems, and corresponds to a frequency threshold of 10%. Thus, where mean

summertime (defined here as May–August) frequency of MT (DT) is greater than 10% of

all days, only MT? (DT?) is examined. In this study, for all eastern and central metro-

politan areas which demonstrate high frequencies of MT incursions—effectively all

metropolitan areas east of the Rocky Mountains—only MT? is examined. Only in the four

analyzed ‘Desert’ metropolitan areas is DT frequency above 10%, and hence DT? only is

considered ‘oppressive’ in these locales. Mean frequencies of these oppressive air masses

are shown for each city in Table 3. For each city examined, the airport closest to downtown

for which the SSC was available was utilized.

2.3 Analysis

Much research has shown that the strongest relationships between heat and health out-

comes are at shorter lags (0–3 days; Basu and Samet 2002). To correspond with our heat

watch-warning system research, a 0-day lag is used here. The mean anomalous mortality

on all oppressive days is calculated, and its difference from zero is tested using a one-

sample t-test. To assure a robust sample size, the mean anomalous mortality (in DSM) was

tested for the aggregate of both oppressive air masses, not each air mass individually. For

the temporal trend analysis, 3-year running subsets were chosen (i.e., 1975–1977, 1976–

1978, … 2002–2004) during which mean oppressive air mass mortality was calculated for

the entire summer. For this research, summer is considered to be May 1–August 31. This

includes typical ‘meteorological summer’ as well as the month of May. This shift to

include earlier portions of the heat season is based on research that suggests a greater

importance of early season heat events (e.g., Hajat et al. 2005; Sheridan and Kalkstein

2004).

In addition to calculating the mean response, the frequency with which oppressive air

masses lead to above-baseline mortality was also assessed. The threshold for ‘‘above-

baseline mortality’’ was set at ?1sd above the baseline; to accommodate the decreased

variability in mortality over time, the standard deviation of mortality was calculated for the

summers of each moving 3-year period (1975–1977, 1976–1978, etc.) to correspond with

the analyses described above.

3 Results

3.1 Mean mortality response

The mean response across the entire period of study varies significantly from city to city,

from a low of 0.1 DSM (deaths per standardized million) in Phoenix, to a high of 2.3 DSM

in Portland (Table 3). In general, higher values are observed in the generally cooler
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locations, areas with high daily summer temperature variability, and northeastern and

midwestern metropolitan areas with older housing stock; most of the lower mortality

values are observed across warmer, more recently developed southern and western

metropolitan areas. A moderately strong negative correlation (r = -0.59) is observed

between the mean number of days that are in an oppressive air mass category and the mean

mortality response, suggesting a possible dose-response relationship.

In support of previous research, there is a clear decrease in the mean mortality response

on oppressive days over the 30-year study period. In terms of linear trends, 23 of the 29

metropolitan areas studied have a negative slope in mean response (17 of those statistically

Table 3 Mean values and rate of change per decade (slope) in anomalous mortality on oppressive days
(deaths per standardized million), percentage of days with mortality more than one standard deviation above
the baseline, and mean annual number of oppressive days by city

City Region Anomalous
mortality

Percentage high
mortality days

Number of
oppressive days

Mean Slope Mean Slope Mean Slope

Baltimore, Maryland Northeast 1.0 20.4 22 0 15.4 1.6

Boston, Massachusetts Northeast 1.4 20.7 33 -1 15.1 -0.5

New York, New York Northeast 1.5 20.8 34 28 15.3 3.8

Philadelphia, Pennsylvania Northeast 0.9 20.4 27 -3 19.0 4.2

Buffalo, New York Midwest 1.6 -0.3 28 -5 7.9 -1.0

Chicago, Illinois Midwest 1.3 -0.1 27 -1 14.5 -0.2

Cincinnati, Ohio Midwest 1.7 21.1 25 -2 7.2 -0.7

Cleveland, Ohio Midwest 1.4 20.5 26 3 11.1 0.8

Detroit, Michigan Midwest 1.7 -0.3 31 1 13.2 1.0

Minneapolis, Minnesota Midwest 0.7 20.4 24 -3 13.5 -2.0

Pittsburgh, Pennsylvania Midwest 0.8 20.8 18 25 9.5 2.9

Atlanta, Georgia Central 0.9 21.7 28 216 11.3 1.4

Dallas, Texas Central 0.6 20.4 20 23 22.6 0.0

Denver, Colorado Central 1.5 -0.1 24 3 2.4 1.4

Kansas City, Missouri Central 1.2 -0.7 19 -3 15.2 0.5

Saint Louis, Missouri Central 0.6 20.9 20 26 22.9 3.1

Houston, Texas Southeast 0.6 20.3 19 -1 23.7 4.7

Miami, Florida Southeast 0.4 0.0 17 0 22.6 6.3

New Orleans, Louisiana Southeast 0.9 -0.2 21 0 14.0 2.1

Tampa, Florida Southeast 0.4 0.0 17 3 12.8 2.7

Albuquerque, New Mexico Desert 2.0 22.6 22 -3 2.8 1.0

Las Vegas, Nevada Desert 0.7 20.3 19 0 17.5 1.5

Phoenix, Arizona Desert 0.1 0.2 16 3 23.2 0.1

Salt Lake City, Utah Desert 0.3 -0.8 19 -6 5.1 1.2

Los Angeles, California Pacific 0.8 0.5 30 25 11.8 4.7

Portland, Oregon Pacific 2.3 21.5 32 -7 7.6 0.2

San Diego, California Pacific 0.4 0.0 21 -2 13.6 25.0

San Francisco, California Pacific 1.1 0.3 21 -2 5.5 -0.4

Seattle, Washington Pacific 1.7 20.6 30 -1 6.0 0.3

Slopes that are statistically significant (a = 0.05) are bolded
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significant at a = 0.05), suggesting decreased vulnerability (Table 3). When grouped into

the six regions of study, spatial and temporal patterns become clearer (Fig. 2). Rates have

fallen most significantly across the Northeast, Midwest, and Central regions, where mor-

tality rates in the 1970s averaged as high as 2.0–3.0 DSM, and in recent years have been

between 0.5 and 1.0 DSM. Across the Pacific region, rates have fallen somewhat less

significantly, with greater year-to-year variability observed (likely a function of the lower

mean number of oppressive days in this region). Interestingly, across the two least heat-

sensitive regions, the Desert and Southeast regions, mortality rates have remained

remarkably consistent over time between 0.5 and 1.0 DSM. It thus appears that by the end

of the study period, regional variability in mortality responses have become much less

apparent across much of the US.

It is also noteworthy that in most of the metropolitan areas in which heat mortality has

decreased, the majority of the downward trend is apparent from the beginning of the study

period to the mid-1990s, and the decline has abated over the past 10 years. Since 1996,

linear slopes show an increase in mortality response in 20 of 29 metropolitan areas; while

most are not statistically significant, it does strongly suggest the decline in heat vulnera-

bility has largely stopped, and may show preliminary signs of reversing.

Despite this general decrease, mortality rates during oppressive air mass episodes are

still statistically significantly above expected values in many metropolitan areas (Table 4).

In fact, with the exception of several years in the late 1990s, heat-related mortality is still

statistically significant in at least 10 of the 29 metropolitan areas, only slightly lower than

the number of statistically significant metropolitan areas in the 1970s (Fig. 3). Moreover,

especially in the Desert and Southeast regions, statistically significant increases in the
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number of oppressive days per year (discussed further below) have also been noted,

suggesting the potential for increased vulnerability there.

3.2 Evaluation of very high mortality days

As the temperature-mortality relationship has been observed to be heteroscedastic (e.g.,

Sheridan and Kalkstein 2004) with increasing variability in mortality as temperatures reach

high levels, there is concern that mean mortality increases could be the result of several

notable outlier days. To test the robustness of the results, the percentage of oppressive days

on which mortality is ‘‘very high’’—more than one standard deviation (?1sd) above the

baseline—was calculated. Assuming that the data are normally distributed with l = 0, one

would expect approximately 16% of days to exceed this threshold.

Across all metropolitan areas studied, the mean mortality is more than 1sd above the

baseline on about 23% of oppressive days, suggesting that there are approximately 50% (23

vs. 16) more days with very high mortality than would be expected if the days were normally

distributed with a mean of zero. In comparing metropolitan areas (Table 3), percentages

range from 16% in Phoenix (suggesting there is no increased likelihood of significantly

elevated mortality) to 34% in New York City, with percentages between 25 and 30% common

across the Northeast, Midwest, and Pacific regions, and lower values elsewhere.

In comparison with the mean mortality response, a more consistent pattern emerges in

the time trends of the percentage of oppressive days that lead to very high mortality

(Fig. 4). A similar general decline in vulnerability is observed, as 19 of the 29 metropolitan

areas still exhibit negative slopes; however, in only seven metropolitan areas are the trends

statistically significant. Similar to the mean mortality response, there is a general inter-

regional convergence through the period of study, and by the early 2000s the percentage of

oppressive days with mortality of at least 1sd above the mean has generally remained

between 20 and 28%.

3.3 Number of oppressive days

Across the 29 metropolitan areas, corresponding with the general decrease in mortality,

there has been a mean increase in the frequency of oppressive days at the rate of 1.2 days/
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Fig. 3 The number of analyzed metropolitan areas for which the increase in mortality on oppressive days is
statistically significant (P \ 0.05). Year listed is middle year in 3-years running mean (e.g., 1976 = 1975–
1977)

156 Nat Hazards (2009) 50:145–160

123



10 years, with the slopes at 10 metropolitan areas statistically significantly upward, though

it should be acknowledged that year-to-year variability is far more readily observable than

any underlying trend (e.g., Fig. 5). The trend in oppressive days is most significantly

upward (Table 3) across Southeast metropolitan areas (Miami, Houston, and New

Orleans), desert locations (particularly Las Vegas), and several urban Northeast and

Central locales (New York, Philadelphia, and St. Louis). At most other metropolitan areas,

small decreases to small to moderate increases (on the order of 1 day/10 years) are

observed. A significant trend discrepancy is observed between San Diego and Los Angeles.
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Much of this can be attributed to the period from 1978 to 1985, when mean summer

minimum temperatures at San Diego averaged more than 3�C warmer than Los Angeles, a

difference that has since significantly declined.

Interestingly, despite the positive correlation noted above between the mean number

of oppressive days and mean anomalous mortality, when comparing temporal trends in

these two variables across each of the 29 metropolitan areas, no correlation (r = .00) is

observed. Indeed, for some of the southern metropolitan areas such as Miami for which

the increases in oppressive days are greatest, mean mortality on such days is steady.

Thus, much of the oppressive day/mortality response may actually be due to the

increased variability in oppressive days, rather than the increased numbers of oppressive

days.

4 Discussion and conclusions

The results presented above suggest that the heat-mortality relationship has indeed changed

significantly over the past 30 years across the US. Improvements in health care and air-

conditioning prevalence have likely contributed to the general broad decline. However, the

decline has abated across the majority of metropolitan areas since the mid-1990s. In many

major US cities, air-conditioning has reached near-saturation; nationwide the percentage of

homes without air-conditioning has fallen from 47% in 1978 to 15% in 2005; across the

South, only 2% of houses have no air-conditioning availability, and across the Midwest,

this figure is less than 10% (US Census 2008). Moreover, rising energy costs are for some a

limiting factor in the use of air-conditioning even if a unit is owned (Sheridan 2007), and it

is recognized that widespread air-conditioning use in urban areas contributes to increased

urban temperatures for those outdoors or without access to air-conditioning.

Considering these statistics, there is little reason to believe that further future drops in

heat-related mortality should be expected considering that increased availability of air-

conditioning is considered to be a major factor in the downward trend of the 1970s–1990s.

Further, since the data suggest that the number of very high mortality days has remained

rather constant over much of the evaluated period (between 20 and 28% of the oppressive

air mass days exhibit mortality at least 1sd above the mean), much of the decrease in heat-

related mortality over the past 30 years can be connected with the general decrease in day-

to-day mortality variability (e.g., Carson et al. 2006).

The relationship between the level of vulnerability, and the frequency and interannual

variability of oppressive days is clearly complex. In support of previous research (e.g.,

Kalkstein et al. 2008), there is in general a greater response to heat in locales where there

are fewer oppressive days, and these are also generally the locales with the greatest

summer climate variability. However, some of this inverse correlation between mortality

and frequency of oppressive days may be a result of the method used; that is, if a different

definition were used for a city (e.g., evaluating only days with maximum or minimum

temperatures greater than 1sd above the mean, rather than using the air mass-based

approach), the response rate might be different. However, some of the hottest metropolitan

areas used in this study have operational heat-watch warning systems (HWWS) developed

by the authors (e.g., Phoenix, Houston), and no statistically significant stratification among

‘oppressive’ days has been identified; that is, above the air-mass threshold the days are not

deadlier even as temperatures increase. This suggests that a more rigid climatological

definition of oppressive days would not increase vulnerability in some of the warmer

metropolitan areas. Indeed, the general increase in the number of oppressive days, with
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little decrease in mean mortality response, has resulted in potential increases in heat-related

vulnerability across many of the warmer metropolitan areas.

There are uncertainties regarding the future direction of heat-related mortality, even if

this research supports the notion that the decline has abated. First, the role of ‘‘harvesting’’

or ‘‘mortality displacement’’ needs further investigation. Is elevated mortality during an

excessive heat event merely a function of vulnerable people dying a few days earlier than

they would have anyway (e.g., Hajat et al. 2005), or do most of these people represent

unique deaths that would not have occurred if the heat event did not happen (e.g., Kalkstein

1998)? Are mortality displacement proportions changing through time? Also, what is the

impact of the new and more sophisticated HHWS upon heat-related mortality? These new

systems have frequently been associated with more elaborate intervention activities by

stakeholders; there have been a few studies evaluating their efficacy (Ebi et al. 2004;

Sheridan 2007; Kalkstein and Sheridan 2007), but more study is needed and now poten-

tially feasible, as many of these systems have now been running for 3 years or more.

Finally, the results suggest that there is little reason to believe that the decline in heat-

related mortality observed from the 1970s to 1990s will proceed in earnest again in the

foreseeable future. It is quite possible that, in individual metropolitan areas with newly

developed heat health warning systems, some declines will hopefully occur, emphasizing

the importance of proper alert methodologies and intervention procedures during extreme

heat events. However, with the number of oppressive air-mass days increasing, the

approaching air-conditioning saturation, and the increasing population of vulnerable age

groups as the US population ages, we suggest that heat will remain the most important

weather-related killer in the US for many years to come.
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