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Abstract We look at non-cooperative resource sharing (a generalization of
paid peering) among Internet Service Providers (ISPs), where individually
rational providers who not only compete for customers but also participate
in resource sharing, in order to utilize underlying complementarities in cost
structures. In particular, we are interested in the following question: would
simple, easy-to-implement access pricing mechanisms guarantee ex-ante par-
ticipation in resource sharing even by providers who, subsequent to deciding
participation, engage in competition for customers, set access prices and make
routing decisions? We first show that, in presence of linear access pricing,
participation in the sharing arrangement is possible, but not guaranteed.
We then show that a two-part tariff guarantees participation in the sharing
agreement—this is not obvious given that resource sharing alters customer
bases. We also show that our mechanism is robust to providers mis-reporting
their types. Next, we show that, though both providers choose strictly positive
customer bases, one of the them has no incentive to utilize the resources of the
other and effectively acts as a resource supplier, whereas the other provider
utilizes both resources. Finally, we show the robustness of our results to
different cost structure and game forms, and provide some policy implications.
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Our results have significant implications not only for policy design since they
suggest that paid peering should be encouraged but also for design of realistic
traffic engineering protocols.

Keywords Resource sharing · ISP peering · Game theory ·
Multi-stage Nash game · Backward induction

1 Introduction

1.1 Motivation

Consider a market with service providers that operate resources with sunk
fixed costs and non-negligible variable costs. A key characteristic of this
market is that the variable costs depend on the amount of traffic carried
on a provider’s own resource. Suppose that the customer demands result in
loads that are infinitely divisible such that these loads can be executed on
either of the providers’ resources, and it were feasible for these providers to
share their resources using simple, easy-to-implement, access pricing schemes,
such as linear or affine pricing. Then, we are interested in whether “strategic
complementarities” [42] exist among providers, i.e., whether rational providers
would engage in resource sharing even in the presence of competition for
customers (Fig. 1).

Our motivating example is Internet Service Provider (ISP) peering [28].
Today’s Internet is a hierarchical collection of many distinct telecommu-
nication networks (Fig. 2), where, due to the rapidly changing technology
and the esoteric market for the equipment, most of the f ixed costs are
sunk [30]. Most of these networks are owned and operated by independent
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commercial entities, also referred to as Internet Service Providers (ISPs),
which not only sell access to the Internet but also participate in providing
end-to-end connectivity. This end-to-end connectivity is achieved through a
series of bilateral contracts, called interconnection agreements that specify the
following [28]. First, how the ISPs would physically connect to each other using
either dedicated interconnection links or Internet exchange points (IXPs)—
they may connect to each other at multiple locations. Second, given the choice
of multiple interconnection points, how the ISPs would route traffic to each
other over these interconnection points and, in addition, how they would carry
traffic sent by other providers. Finally, how they would charge each other for
carrying traffic.

Most interconnection relationships between providers may be classified un-
der one of two categories [28]: “transit” and “peer” (Fig. 2). Transit is typically
used by providers that are geographically separated. In a transit relationship, in
a two level sub-hierarchy, a traffic-originating (or traffic-terminating) provider
pays a transit provider to carry traffic destined to nodes outside (inside) the
originator’s (terminator’s) local network. That is, a transit provider charges
both the originator and terminator. On the other hand, peering relationships
are typically between providers that have geographical overlap. For example,
all backbone providers have peering arrangements between them on a pair-
wise basis. As another example, two providers at a lower level peer with each
other and eliminate the use of the transit provider for traffic destined to each
other—they would, however, still use the transit provider for traffic destined
to the rest of the Internet.

In today’s Internet, peering relationships are mostly “Bill-and-Keep”
(BAK) [6]. In this arrangement, the providers do not charge each other for the
traffic accepted on the peering links. This arrangement is also referred to as
“Zero-Dollar” peering or “Sender-Keep-All” peering [14]. This worked well
when traffic flows were light and symmetric [9]. The low network utilization
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allowed provides to accommodate peered traffic with little incremental con-
gestion. Furthermore, traffic symmetry implied near-zero net volume between
providers, making sophisticated network monitoring and accounting unneces-
sary. However, barter arrangements such as BAK expose peering participants
to the opportunistic behavior of their peers. For example, ISPs predominantly
use the nearest-exit or “hot-potato” routing [26], where outgoing traffic exits
a provider’s network as quickly as possible. In this case, the lack of explicit
control over usage of resources may result in the problem of “free-riding”
[37], where the sender predominantly uses the peer’s resources for carrying it’s
traffic. Since this is done in a self-interested manner, it may lead to suboptimal
network utilization, data loss, and delay in the receiver’s network.

This free-riding may eventually prevent participation in the peering
arrangement. Many established providers, such as Sprint and UUnet, have
opted to remove their presence at public network access points (NAPs) and
instead negotiate interconnection agreements at private exchange points [19].
While the exact terms are unknown, private interconnection agreements are
based on several technical and operating criteria, such as network capacity, ge-
ographic coverage, number and dispersion of interconnection points, volume
of traffic exchanged, traffic flow symmetry, and network management capa-
bility (for example, see the stated criteria by [41] and [22]). These range from
settlement-free arrangements to paid contracts (see [43] for an introduction to
paid peering) that have usage-based and congestion-based components.

Though the question of how peering can be established in an economically
optimal manner has attracted considerable interest (for example, [5, 8, 11, 15,
18]), there have been very few studies [39] that address the optimal design
of interconnection contracts using actual network engineering parameters,
such as average traffic flows at various interconnection points [1]. We be-
lieve that the inclusion of operational aspects is essential in grounding the
interconnection contracts in reality. Further, there is no work that examines
interconnection between competing providers in presence of routing consider-
ations. Therefore, the focus of our work is on paid peering among competing
providers in presence of operational aspects.

1.2 Our work

In a traditional peering arrangement, providers would accept traffic destined
to nodes within their respective networks only. For example (Fig. 1), ISP R
would accept traffic from ISP S destined to nodes within ISP R’s network only.
We extend this definition to include competitive resource sharing, where ISPs
would accept traffic from peers irrespective of the final destination. That is,
ISP R would accept traffic from ISP S destined to nodes in either network.
This way ISP R would just act as a resource that ISP S could utilize. These
ISPs, who otherwise compete for the same pool of customers, may want to
pool their networks together and carry each others’ traffic if they can improve
their profits due to improvement in variable costs of operating their respective
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networks (Fig. 1).1 These variable costs are generally related to size of the
customer base, which eventually manifests itself in the load on the network.
For example, in objectives currently used by ISPs, these are related to either
the maximum load on a link or the average delay within the network [7].

We are then interested in access pricing mechanisms that, in presence
of strategic routing, guarantee non-trivial participation in peering by self-
interested, asymmetric providers that also compete for customers. The asym-
metry among the providers is a key feature of our work—it essentially means
asymmetry in networks and traffic engineering practices, which result in asym-
metry in cost experienced in the networks. An example of such asymmetry
is networks with different capacities, which results in different average delay
guarantees.

The common features of competitive resource sharing are the following.
First, the resource sharing is at the level of the providers. Individual customers,
though free to switch between providers, do not explicitly control the sharing
arrangements. For example, though source routing [1] is gaining popularity in
the Internet, most of the traffic is still routed by the service providers. Second,
since it directly affects their revenues, the service providers care about the vari-
able costs of operating their resources, defined appropriately. Third, there is no
third party, such as the government, ensuring cooperation. So, each provider
must assume that the other provider will act in its self-interest. Therefore, any
contractual agreement for sharing must be self-enforcing, self-regulating, and
budget-balanced. Fourth, at the operational level, once providers engage in
resource sharing, the owner of the resource cannot explicitly regulate usage by
the other providers,2 and each provider would be able to load balance across
all resources without any restrictions. However, the providers may implicitly
control the load sent by the other providers by using access pricing.

Finally, the providers are individually rational. This means that the
providers would participate in resource sharing, i.e., accept proposed access
pricing schemes and choose load splits, only if they benefit from resource shar-
ing. Note that, by benefiting from resource sharing, we mean that providers
are weakly better off due to resource sharing. We emphasize here that the
comparison relevant to individual rationality is between the following two
cases. In one, the providers do not participate in resource sharing and the only

1Though this paper focuses on competitive resource sharing from the perspective of ISPs, such
potential resource sharing among service providers is not limited to ISPs and may arise in other
settings. For example, consider utility computing [31], where providers are owners of computing
facilities and consumers that are owners of computing tasks. These providers may pool their
computing facilities together by participating in a “grid”, which allows networked computers to be
part of a virtual computer architecture, to improve the average load on their respective resources.
As another example, consider any service industry, such as hospitals and call centers, multiple
competing vendors providing a sharable service may pool their resources together to improve
their respective variable costs.
2This may happen due to various reasons, including implementation difficulties, contractual forms,
and traditional operational procedures.
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decision is to select the customer bases. This is our baseline.3 In the other,
providers participate in resource sharing and the decisions outlined above are
made in the prescribed sequence. Note that the customers bases chosen in
these two cases are potentially different and, therefore, the participation in
resource sharing is considerably more complex to analyze compared to the
situation where the customer bases are (artificially) held fixed across the two
cases.

In this context, a high level decision is whether to participate in resource
sharing. The notion of “individual rationality” is appropriate for deciding
participation in resource sharing.

Providers may make three additional decisions in these settings. The first
set of decisions (i.e., two decisions), assuming that they are participating in
resource sharing, is to select customer bases (which is equivalent to setting
retail prices for the customers) and to price the usage of their resource by
the other providers. The second decision, given the previous decisions, is what
should their utilization of each resource be.

We analyze these decisions using non-cooperative game theory [10] in
a simple two-provider model that represents individual networks by single
links, and embeds network complexity in cost functions. We use a two-stage
sequential Nash game in which the providers set the customer bases and access
prices in the first stage and choose the resource usage in the second stage (we
provide a justification for choosing this game form in Section 2.1). We note
that the notion of what is called “subgame-perfect equilibrium” is appropriate
for this pricing and usage game.

We first show the existence of subgame-perfect equilibria in our Nash game.
Due to simultaneous moves by providers in each of the stages, the Nash
game is a sequential game with imperfect information [10]. Characterization
of equilibria in such games is difficult in general [13]. Therefore, we show
existence of subgame-perfect equilibria indirectly. First, assuming that these
equilibria exist, we identify special structural properties of the same. Then,
using these properties, we show the existence of the subgame-perfect equilibria
through first principles [10] in each of the two stages.

3Our baseline is referred to as not peering which is equivalent to both the providers not using
peers’ networks and carrying all their traffic themselves—this is also referred to as “cold-potato”
routing [26], where the traffic leaves a provider’s network as late as possible. We intentionally
stay away from any comparison with transit for two reasons. First, it unnecessarily complicates the
analysis, given that the focus is on when ISPs would choose to participate in resource sharing. For
this reason, existing literature (e.g., [18]) also focuses on paid peering independently of transit.
Second, transit can be viewed as a baseline [37]. Another way to think about this is that transit
comes as an addition to baseline (i.e., cold-potato) in which case inclusion of transit increases
provider cost compared to baseline (assuming the cost of setting up peering is zero—this can
be justified on the basis of peering links being a fixed, sunk cost) and baseline itself would be
preferred compared to transit. Then, again, a meaningful comparison from our perspective is
between baseline and pair peering where traffic is routed in a strategic manner.
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As mentioned above, in the process of demonstrating the existence of
subgame-perfect equilibria, we establish the following structural properties of
the same:

• We show that both providers select strictly positive customer bases—i.e.,
in presence of competitive resource sharing, no provider decides to stay
out of the market.

• We also show that one of the providers acts as an ef fective supplier—a
provider that has no incentive to send any load to the other, whereas the
other provider splits its traffic over both the resources.

• We further show that the structural analysis used in this paper can be
extended to different settings, and focus on two representative cases. In the
first case, the providers compete for customers but, instead of caring about
variable costs of operating their own networks, they care about customer
disutility.4 In the second case, providers serve distinct, fixed markets.5

• In addition, though we justify our game form in Section 2.2, we show
that our structural results are insensitive to the game form chosen. We
demonstrate this by looking at a three stage sequential Nash game in which
providers choose customer demands in the first stage, set access prices in
the second stage, and decide on load splits in the third stage.

However, through numerical examples, we demonstrate that participation
in resource sharing is possible but not guaranteed for general cost forms. These
numerical examples also show that the determination of effective supplier
would depend not only on provider costs but also on the price sensitivity of
customers—given marginal resource cost functions, the identity of the effective
supplier would toggle as customers become more price sensitive.

To overcome these issues, we shift our attention to the special case of
providers operating resources with linear (or affine) marginal costs. This case,
though a simplification, is relevant for two reasons: first, it provides insight into
the complex sequential Nash game; and second, affine marginal costs can be
used to accurately represent the behavior of more complex forms close to any
operating point [25]. We then obtain the following results.

• We start by showing that participation in resource sharing is possible but
not guaranteed under linear access pricing. We also identify sufficient
conditions that guarantee participation in resource sharing.

• More importantly, we show that the providers as a whole benefit from
such interaction, and that a two part tariff would ensure participation in
resource sharing even in the presence of competition for customers. This is

4For example, this would happen if ISPs competed for customers who are sensitive to end-to-end
quality of service. We see this becoming a more relevant model in the future with the emergence
of quality sensitive services (such as streaming media, voice over IP, and virtual private network
provision).
5For example, this would happen if ISPs were serving distinct customer segments, such as ISP
monopolies in access markets.
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significant since, though it is somewhat intuitive that two-part tariffs would
ensure participation if customer demands were (artificially) held fixed, it
is not intuitively obvious that they would do so even when the customer
demands themselves potentially change due to resource sharing.

• Further, we identify the effective supplier ex-ante as the provider with the
lower marginal cost coefficient. This essentially translates to the intuitive
ex-post condition that the effective supplier’s marginal cost is lower than
the other provider’s marginal cost after customer bases are decided but
before the flow splits are.

• Finally, we explore the sensitivity of our results to the case when there
is uncertainty about the provider types, as manifested in marginal cost
coefficients. We show that, when the identity of the effective supplier is
known, the providers have no incentive to mis-report their types—i.e.,
participation in resource sharing can always be guaranteed.

To summarize, we show that simple, easy-to-implement access pricing
mechanisms guarantee that competing providers benefit from cooperation
implicit in resource sharing. This has signif icant implications for policy makers
since our results suggest that resource sharing should be encouraged so that
providers, who otherwise compete for customers, can all benefit from strategic
complementarities in their cost structures.

While stylized models lead to somewhat stylized prescriptions, our results
also provide useful insights for real settings. First, they suggest that simple,
and therefore implementable, access pricing mechanisms may suffice to ensure
participation in resource sharing even under the possibility of free riding.
Second, for each route in a network one or the provider would act as an
effective supplier, and some kind of settling mechanism (e.g., averaging over
routes) across routes would suffice in addition to what we propose. Finally,
as in [38], the actual access pricing mechanism may be implementable via an
iterative procedure. This would involve probing by each peer of the other’s
network to estimate marginal costs followed by an adjustment of the access
price.

1.3 Related work

The work on ISP peering can be divided into two broad categories: one that
focuses on the interaction of various modes of Bill-and-Keep peering with
transit (e.g., [2, 12, 28, 44]), and another that contrasts Bill-and-Keep peering
with paid peering. Our work belongs to the second category, and we focus on
related work for the same.

Various aspects of paid ISP peering in presence of competition for cus-
tomers have been analyzed by [18, 33, 35], and [12]. Our work differs from this
literature in three significant ways. First, these papers (e.g., [12, 18, 33, 35])
mostly focus on market structure in presence for competition for customers
and do not worry about strategic routing of the traf f ic once peering is decided
upon. That is, these papers take the routing of traffic as exogenous. In our
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work, routing is endogenous and strategic, although simple, and it provides
significant insights. Second, most of this work (e.g., [18, 33, 35]) takes access
pricing as exogenous in order to focus on competition for customers. The focus
of our work is endogenous determination of access prices, similar to [12] where
providers bargain over settlement. Third, much of this literature (e.g., [18, 33])
assumes that the providers are symmetric in their cost structures. This equal
and constant marginal cost assumption results in fixed and symmetric access
charges for the other provider’s traffic. We analyze a more general case where
the providers are not symmetric, similar to [12]. However, unlike [12], who
do not have any notion of traffic dependent cost, we consider general traffic-
dependent cost functions.

Tan et al. [39] and Johari [16] are similar to our work since they model
peering between asymmetric providers as a parallel arrangement where the
availability of a parallel resource may help reduce provider cost. In addition,
they use endogenous access pricing in presence of strategic routing. However,
they suffer from a major limitation in that they assume no competition for
customers (i.e., they use fixed customer bases). Overall, we believe that ours
is the first comprehensive work on ISP peering among asymmetric providers
that combines strategic routing with endogenous access pricing in presence for
competition for customers.

Finally, many papers (e.g., [20, 29]) are similar to our work since they model
customer pricing in presence of competition for customers. In some cases, the
modeling is even more intricate than ours. However, a major difference is that
they do not model interconnection agreements, a critical feature of our work.

1.4 Organization

The organization of the paper is as follows. Section 2 presents the problem
formulation and the two-stage sequential Nash game. Section 3 establishes
the existence of Nash equilibria as well as structural results under general
marginal costs. Section 4 establishes results on participation under linear
marginal costs. Section 5 shows the robustness our structural results to other
settings. In particular, Section 5.3 shows the insensitivity of our results to
the chosen game form. We conclude the paper with Section 6 that suggests
policy implications and future directions. In this section, we also address some
practical implications of our work. We present auxiliary results as well as the
proofs of all results in the Electronic Supplementary Material.

2 Problem formulation

2.1 The model

In this section we derive provider profit functions as implied by customer
behavior. We denote the endogenously determined customer demands for
provider S and R by xS and xR, respectively. We assume that these result in
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Fig. 3 The resource sharing
model
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equivalent loads xS and xR on provider S and R, respectively. et al. in ISP
peering, the total amount of traffic sent by the customers of provider S and R
would be proportional to xS and xR, respectively and, ignoring proportionality
constants, xS and xR would represent loads.6

Under the resource sharing arrangement, a provider may choose to execute
its load on either providers’ resource through load balancing. We make the
resource sharing arrangement more precise by looking at load balancing
by provider S first (Fig. 3): it splits the load xS such that the component
0 ≤ fS ≤ xS executes over provider R’s resource whereas the component
(xS − fS) executes over its own resource. The components for provider R,
i.e., 0 ≤ fR ≤ xR and (xR − fR), can be described in a similar way. This load
splitting results in provider S executing loads (xS − fS) and fR on its resource,
and in provider R executing loads fS and (xR − fR) on its resource. Thus,
the total loads on provider S and provider R’s resources are (xS − fS + fR)

and (xR + fS − fR), respectively. The load splitting arrangement may also be
interpreted as providers S and R sending fractions fS

xS
and fR

xR
, respectively, of

the total loads to the other provider.
We now look at customer behavior. We assume that the market faces an

elastic demand consisting of non-atomic (infinitesimal) rational customers. We
further assume that customers are sensitive to the price charged by a provider.
In this scenario, equilibrium customer demands xS ≥ 0 and xR ≥ 0 would be

6Note that we have made the implicit assumption that traffic loads are deterministic. It is well
known that for Poisson traffic average (i.e., deterministic) loads may be used to calculate average
disutilities, such as average delay [24]. Even when the traffic at the individual customer level
is nowhere close to the “smooth” Poisson process [21], it goes through a lot of multiplexing
before getting to the providers’ networks. This multiplexing results in smoothing of the traffic
characteristics and the resulting traffic looks like a Poisson stream [4]. Thus, given our focus on
provider backbone networks, the use of deterministic loads is justified in our models.
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realized in response to providers S and R setting linear customer prices pS ≥ 0
and pR ≥ 0 such that the prices are equal to each other and to the inverse
demand [27]. Given a market size xM and realized demands xS and xR, this can
be formalized as

pS = pR = PM

(
1 − xS + xR

xM

)
, (1)

where PM(1 − xS+xR
xM

) is the inverse demand seen by the market as a whole.7

Then, though each of the providers has a choice to compete over price
or quantity, we assume that the providers compete using quantities, i.e., a la
Cournot.8 We are now ready to derive the profit functions for the providers.
We assume that the providers price the load sent by the other provider as
follows: provider S charges provider R an amount aS fR and provider R charges
provider S an amount aR fS, where aS, aR ∈ R+.9 Then, since the providers
operate resources with sunk fixed costs and non-negligible operating costs,
the provider profits are simply given by the sum of the revenue generated
from their own customers and the effective revenue from access pricing. These
profits can be written as

πS = PM

(
1 − xS + xR

xM

)
xS − JS

(
xS, xR, aS, aR, fS, fR

)
(2a)

πR = PM

(
1 − xS + xR

xM

)
xR − JR

(
xS, xR, aS, aR, fS, fR

)
, (2b)

where the provider ef fective costs are defined as

JS
(
xS, xR, aS, aR, fS, fR

)
� J̃S

(
xS, xR, fS, fR

) − aS fR + aR fS (3a)

JR
(
xS, xR, aS, aR, fS, fR

)
� J̃R

(
xS, xR, fS, fR

) + aS fR − aR fS, (3b)

and J̃S(xS, xR, fS, fR) as well as J̃R(xS, xR, fS, fR) are the provider variable
costs—we define these as the resource costs (4). From (3) it is clear that the

7The idea here is that, if the prices were not equal, customers would switch to the provider with
the lower price. In addition, if the prices were not equal to the inverse demand, the total demand
would change until they are. That is, if the prices were below the inverse demand, the total demand
would increase and, if the prices were above the inverse demand, the total demand would decrease.
This downward sloping symmetric inverse demand (or price) function is what we would see in

a market with elastic demand, with price at demand meeting or exceeding market capacity. Note
that this inverse demand formulation implies xS + xR ≤ xM.
8First, it is well known that Cournot competition is appropriate in markets with rising marginal
costs whereas Bertrand competition is appropriate in markets with flat marginal costs [40]. The
marginal resource costs in (4) satisfy the rising marginal cost condition. Second, it is also well
known that if providers pre-commit to quantity (or capacity) and then compete a la Bertrand,
a Cournot outcome results [17]. In all our examples, since providers would typically be capacity
constrained in the short run, they would set upfront limits on how much demand they would like
to sign up for, and Cournot competition can be appealed to without loss of generality.
9As a realistic example, note that pricing based on flows (i.e., arrival rates) is typical in ISP
interaction - transit pricing being one example [28].



160 G. Shrimali

providers’ prof its are constrained by the variable costs. That is, providers profit
maximization would translate to variable cost minimization for every fixed xS

and xR.
We assume that the resource per unit cost, defined as the cost to carry a unit

load on a resource, depends only on the total loads on the resource. These
resource per unit costs for provider S and R are defined as cS(xS − fS + fR)

and cR(xR + fS − fR), respectively. These can also be written as cS(xS − fd)

and cR(xR + fd), where fd = ( fS − fR). We next define the resource costs C(.)

in terms of per-unit costs c(.) as C(x) = xc(x), x ≥ 0.10 Then, we get

J̃S(xS, xR, fS, fR) � CS(xS − fd) � cS(xS − fd)(xS − fd) (4a)

J̃R(xS, xR, fS, fR) � CR(xR + fd) � cR(xR + fd)(xR + fd). (4b)

Two realistic examples of such per unit cost functions are as follows.

Example 1 The per unit delay in an M/G/1 queue is given by c(x) = θ N

(θ D−x)
,

where θ N (> 0) is proportional to the variance of service times and θ D (> x ≥
0) is the capacity of the resource.

Note that this form is in fact used by ISPs as a proxy for the network cost—
they optimize the average delay through their networks as a first step towards
determining weights for the commonly used shortest path algorithms [7].

Example 2 The drop probability in a finite buffer of size θ P > 0 is given by
c(x) = θCxθ P

.

2.2 The Nash game

We consider a two-stage Nash game of complete information in which
providers pick the customer bases as well as access prices in the first stage
and loads splits in the second stage.11 The customer bases and access prices in
the first stage are picked having committed to picking load splits in their self-
interest in the second stage. The game is formulated below and is solved using
the standard backward induction technique.

In the first stage, the providers simultaneously solve the following optimiza-
tion problems: given (xR, aR), provider S solves

max
xS∈[0,xM], aS∈R+

π S
S � PM

(
1 − xS + xR

xM

)
xS − JS(xS, xR, aS, aR) (5)

10We caution the reader to fully understand the distinction between resource costs C(.) and per-
unit costs c(.) to avoid confusion later in the paper.
11We also provide a rationale for using this particular game at the end of this subsection.
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and, given (xS, aS), provider R solves

max
xR∈[0,xM], aR∈R+

π S
R � PM

(
1 − xS + xR

xM

)
xR − JR(xS, xR, aS, aR), (6)

where π S
S and π S

R are the profits of provider S and R, respectively, as defined in
(2), and JS(xS, xR, aS, aR) and JR(xS, xR, aS, aR) are response functions from
stage two, as defined in (7) and (8).

Then, in the second stage, for fixed xS, xR, aS and aR, the providers
simultaneously solve the following optimization problems: given fR, provider
S solves

JS(xS, xR, aS, aR) � min
fS∈[0,xS]

JS(xS, xR, aS, aR, fS, fR) (7)

and, given fS, provider R solves

JR(xS, xR, aS, aR) � min
fR∈[0,xR]

JR(xS, xR, aS, aR, fS, fR), (8)

where JS(xS, xR, aS, aR, fS, fR) and JR(xS, xR, aS, aR, fS, fR) are as defined
in (3).

The individual rationality conditions that the provider profits be greater
under resource sharing when compared to not sharing (i.e., π S

S ≥ π NS
S and

π S
R ≥ π NS

R ) ensure participation in resource sharing. Here π NS
S and π NS

R are
provider profits when the first stage is solved with the artificial restriction that
fS = fR = 0 in the second stage, i.e., assuming that the second stage does not
exist and access prices as well as load splits do not matter. We follow this
convention throughout the paper: the quantities in presence of sharing are
denoted with the superscript S and the quantities in absence of sharing are
denoted with the superscript NS.

At this point, a note on the choice of the game structure is in order. First,
let us ignore competition for customers for a moment and focus on resource
sharing through access pricing. It is intuitive to envisage the interaction be-
tween providers as a secondary market for resources, and the choice of setting
access prices before resource usage decisions is reasonable since providers (as
users) would like to see prices on resources before making usage decisions.
Therefore, we find it appropriate to use a sequential game form in which access
prices are chosen first and load splits second.12

12We may also point out that possibilities other than this sequential form include the following: a
form in which access prices and load splits are chosen simultaneously; a sequential form in which
load splits are chosen first and prices second; and an alternating offer bargaining game. For the
first two forms, it is fairly straightforward to show that fS = fR = 0 always: that is, there is no
resource sharing. This is not intuitive since the providers should be able to improve on their
profits, if possible, as allowed by our sequential form. The last form—the bargaining game—
though appealing, is not only complicated but also does not result in crisp predictions, as provided
by our simple sequential form.
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Having established a reasonable sequence of access pricing and load splits
decisions, we next look into the timing of competition for customers. We
look at the simplest form where the providers decide all price variables
simultaneously. That is, we look at a two stage game in which providers decide
on customer demands and set access prices in the first stage and decide on
load splits in the second stage. In our opinion, not only it is the simplest
realistic model of the interaction between service providers but it also ensures
participation in resource sharing by competing providers.

We recognize that there may still be some objections to this choice of game
form. We show that our main results are robust to the choice of game form
provided the sequence of access price and load split decisions is maintained.
We demonstrate this in Section 5.3 where we analyze a three stage game in
which customer demands are realized in the first stage, access prices are set in
the second stage, and load splits are realized in the third stage.

3 General marginal costs: existence of Nash equilibria

In this section, we look at the existence of Nash equilibria of the Nash game
(5)–(8). Recall that this Nash game is independent of the decision to participate
in competitive resource sharing. We then examine participation in competitive
resource sharing based on the outcome of the Nash game.

3.1 Preliminaries

First, we assume that

Assumption 1 The per unit cost functions c(x) ≥ 0, x ≥ 0 are strictly increasing,
convex and three times continuously dif ferentiable. That is, the resource cost
functions C(x), x ≥ 0 are increasing, strictly convex and three times continu-
ously dif ferentiable, with C′′′(x) ≥ 0.

Note that the linear (and affine) per unit costs in Section 4 as well as in
Examples 1 and 2 satisfy Assumption 1.

Second, we make the simplifying assumption that the resource marginal
costs are equal at zero market realizations. That is,

Assumption 2 C′
S(0) = C′

R(0), or equivalently, cS(0) = cR(0).

For example, for the per unit cost functions specified in Example 1, this

is equivalent to θ N
S

θ D
S

= θ N
R

θ D
R

. Similarly, for the per unit cost functions specified
in Example 2, this is always true since θ pSθ pR > 0. In general, since we have
assumed c(.) to be continuous, from the Stone-Weierstrass theorem [25], this
requires the constant terms in the polynomial approximations to be equal.
Assumption 2 is limiting in the sense that it restricts the class of allowable per
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unit cost functions. It is not necessary in order to get our results, however, it
greatly simplifies our analysis.

Third, we assume that, at zero market realization, the inverse demand is
strictly greater than both the provider marginal costs.

Assumption 3 PM > max(C′
S(0), C′

R(0)).

For example, for the per unit cost functions specified in Example 1, this

is equivalent to PM > max(
θ N

S

θ D
S
,

θ N
R

θ D
R
). Similarly, for the per unit cost functions

specified in Example 2, this is equivalent to PM > 0 for θ
p
S θ

p
R > 0. This as-

sumption is critical since, as a baseline, it ensures that the market exists even
if resource sharing were not an option and providers were engaging only in
competition for customers.

3.2 Results

We start by showing the existence of subgame-perfect equilibria for the Nash
game (5)–(8), as follows. We also derive some useful structural properties
which emphasize that resource sharing result in non-trivial outcomes.

Theorem 1 Subgame-perfect equilibria exist in the Nash game (5)–(8). Further
xSxR > 0, fS fR = 0, and fS + fR > 0 in any subgame-perfect equilibrium. In
addition, in any subgame-perfect equilibrium, C′

S(xS) �= C′
R(xR).

This result is instructive in many ways. First, it demonstrates that the
phenomenon of effective supplier behavior holds. That is, it shows that in these
markets it is never the case that both providers send strictly positive flows to
each other. Second, it shows not only that both the providers would select
strictly positive customer bases (xSxR > 0) in presence of resource sharing but
also that they would collectively exchange strictly positive flows ( fS + fR > 0)
and that boundary conditions, such as the effective supplier opting out of the
market (e.g., xS > 0, xR = 0, fS > 0, fR = 0), are ruled out. That is, it shows
not only that under resource sharing providers would first choose customer
demands and then choose non-trivial flow splits such that the loads carried on
each resource are different from the customer demands themselves but also
that providers who were choosing strictly positive demands without resource
sharing may still choose to do so even though resource sharing may cause them
to potentially select demands different from ones chosen if resource sharing
were not an option.

However, Theorem 1 does not guarantee participation in resource sharing.
That is, it does not show that both providers benefit from resource sharing.
The following example looks at this issue.13

13We delegate the robustness results on existence of Nash equilibria and game forms to Section 5.
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Example 3 When cS(x) = x
2 , cR(x) = x2

3 (Fig. 4) and PM = 6, xM = 4,
provider S is the effective supplier, with π S

S = 2.4049 < 2.4155 = π NS
S as well

as π S
R = 2.5635 > 2.5568 = π NS

R . However, with the same per unit cost func-
tions, with PM = 6, xM = 0.4, provider R is the effective supplier, with π S

S =
0.2585 > 0.2541 = π NS

S as well as π S
R = 0.2653 < 0.2712 = π NS

R . In both cases,
the non effective supplier benefits from resource sharing whereas the effective
supplier does not.

For general cost forms, Example 3 hints towards the following difficulties.
First, though participation in resource sharing is possible, it is not guaranteed.
That is, it is possible that the effective supplier does not benefit from resource
sharing. Second, the identification of the effective supplier is not straight-
forward. That is, with the same per unit cost functions, the identity of the
effective supplier changes from one provider to the other as the consumers’
price sensitivity changes.

Given these difficulties with general cost forms, and the fact that a com-
prehensive analysis proves hard, we simplify our analysis, and assume that the
provider’s marginal cost forms are restricted to linear (or affine) functions.
This case, though simple, is relevant for two reasons: first, it provides insight
into the complex sequential Nash game; and second, linear (or affine) marginal
costs can be used to accurately represent the behavior of more complex forms
close to any operating point [25].

Fig. 4 Marginal resource cost
vs. workload (Example 3)
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4 Linear marginal costs: participation in resource sharing

This section establishes two main results. First, it establishes conditions under
which resource sharing is guaranteed under linear access pricing (Section 4.1).
Second, it examines non-linear access pricing schemes under which resource
sharing is always guaranteed (Section 4.2). We also show that these results are
robust under mis-reporting of cost functions by the providers (Section 4.3).

4.1 Participation is possible under linear access pricing

In this subsection we look at conditions under which participation in resource
sharing is possible given that providers subsequently engage in the Nash game
(5)–(8). We start with the specific case of linear marginal costs and establish (a
negative result) that participation in resource sharing is impossible. However,
we also show that participation is possible in the more general case of affine
marginal costs. We then derive conditions under which such participation is
guaranteed.

We first look at the case of linear marginal costs (Fig. 5). That is, we assume
that the provider’s resource costs are given by CS(x) = θSx2, CR(x) = θRx2

for ISP S and R, respectively, which gives the marginal costs as C′
S(x) =

2θSx, C′
R(x) = 2θRx. Then it can be verified that it is not possible for both

providers to be better off by resource sharing.

Fig. 5 Provider marginal
costs: the linear case
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x



166 G. Shrimali

Fig. 6 Provider marginal
costs: the affine case

C’(x)

x

C’_S(x)

x0

C’_R(x)

Theorem 2 When CS(x) = θSx2, CR(x) = θRx2, θS > 0, θR > 0, pM >

0, xM > 0, subgame-perfect equilibria exist in the Nash game (5)–(8), with
xSxR > 0, fS + fR > 0, fS fR = 0. However, (π S

S − π NS
S )(π S

R − π NS
R ) < 0. Fur-

ther, if θS > θR > 0 then f S
S > 0 = f S

R, π S
S − π NS

S > 0, π S
R − π NS

R < 0, and (π S
S +

π S
R) − (π NS

S + π NS
R ) > 0.

That is, though the society as well as the non-effective supplier are always
better off by resource sharing, the effective supplier is not, and participation in
resource sharing is not guaranteed. Thus, even though the combined surplus
of the providers increases due to resource sharing, both providers are not able
to benefit from the interaction, with the non-effective supplier free riding on
the effective supplier. This free riding, even in presence of access prices, is
worrisome because it calls into question whether providers that compete for
customers would ever participate in a peering arrangement.

The obvious question is whether the same, somewhat negative, result
extends to the case of affine marginal costs. To answer this, we look at
affine marginal costs that would cross at x0 (Fig. 6). That is,14 CS(x) = θSx2

and CR(x) = θRx2 + 2(θS − θR)x0x, which gives C′
S(x) = 2θSx and C′

R(x) =
2θR(x − x0) + 2θSx0. When sharing resources, depending on the value of the
parameters, there can be two Nash equilibria—one on each side of x0. We show
that, for the Nash equilibrium to the left of x0, it is indeed possible for both
providers to participate in resource sharing, and derive sufficient conditions

14This formulation assumes that θS > θR, which ensures that C′
S(x) ≥ 0, C′

R(x) ≥ 0, x ≥ 0.
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for the same. However, for the Nash equilibrium to the right of x0, we show
that providers will not participate in resource sharing. This is consistent with
Theorem 2 since the graph to the right of x0 is the identical to the case of linear
marginal costs.

Theorem 3 When CS(x) = θSx2 and CR(x) = θRx2 + 2(θS − θR)x0x, PM >

0, xM > 0, θS > 0, θR > 0, subgame-perfect equilibria exist in the Nash game
(5)–(8), with xSxR > 0, fS + fR > 0, fS fR = 0. In addition, assume θS >

θR > 0.

• If x∗
0 > x0 > 0, then xS

S > x0, xS
R > x0, f S

S > 0 = f S
R; and (π S

S − π NS
S )(π S

R −
π NS

R ) < 0. Further, π S
S − π NS

S > 0 and π S
R − π NS

R < 0.
• If x∗

0 < x0 < ψ2, then 0 < xS
S < x0, 0 < xS

R < x0, f S
R = 0 < f S

S < xS
S. Fur-

ther, if x∗
0 < ψ1 < x0, then π S

S − π NS
S > 0 and π S

R − π NS
R > 0.

With
x∗

0 = PMxM
3PM+2θSxM

ψ1 = PMxM(3P3
M(5θS+θR)+2P2

M(8θ2
S+19θSθR+3θ2

R)xM+8PMθSθR(4θS+3θR)x2
M+16θ2

Sθ2
Rx3

M)

(θS−θR)(27P4
M+54P3

M(θS+θR)xM+4P2
M(8θ2

S+29θSθR+8θ2
R)x2

M+64PMθSθR(θS+θR)x3
M+32θ2

Sθ2
Rx4

M)

ψ2 = PMxM(PM(2θS+θR)+2θSθRxM)

(θS−θR)(3P2
M+4PM(θS+θR)xM+4θSθRx2

M)
.

Note that the relationship between x0 and x∗
0 determines whether the

equilibrium demands fall to the left or to the right of x0. The case x∗
0 > x0 is

similar to Theorem 2 and does not require further explanation. However, the
case x∗

0 < x0 requires more explanation. In this case, the sufficient condition for
non-trivial participation in resource sharing is given by x∗

0 < ψ1 < x0 < ψ2. The
lower bound on x0 (i.e., ψ1 < x0) is what guarantees participation in resource
sharing—if ψ1 > x0 then participation in resource sharing is not guaranteed.
The upper bound on x0 (i.e., x0 < ψ2) ensures that all equilibrium demands
stay strictly positive and that the non effective supplier does not send all
its traffic to the effective supplier. To summarize the sufficient condition for
participation in resource sharing, when the equilibrium demands lie to the
left of the crossover point, and the marginal cost crossover point lies within
an interval, providers will participate in resource sharing by choosing strictly
positive demands, and the non-effective supplier will use both resources.

This result shows that, in theory, it is possible to characterize the con-
ditions under which both providers would participate in resource sharing.
This potential self selection of resource sharing strongly hints at underlying
complementarities in an otherwise competitive environment. The sufficiency
conditions depend on parameters defining the Cournot market as well as
provider marginal cost functions. One potential avenue to proceed would be
to tease out these relationships further.

However, as we have seen, participation in resource sharing is not guar-
anteed, even when the providers benefit as a whole from resource sharing
(Theorem 2). The potential failure of resource sharing under linear access
pricing indicates that, due the lack of flexibility available in the linear access
pricing scheme, the effective supplier is unable to extract enough surplus to
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compensate for the potential loss in profit due to loss in revenue as well as
increase in costs. Then, as a mechanism designer it is of greater interest to
us whether a simple, and easy to implement, access pricing mechanism would
guarantee participation independently of the parameters of the problem. This
is what we focus on next.

Given the similarities between linear and affine marginal costs we focus
on linear marginal costs in the remainder of this section, unless specified
otherwise.

4.2 Non-linear access pricing guarantees participation

We now show that, if non-linear access pricing schemes were allowed, the
effective supplier would be able to deliver mutually beneficial solutions under
resource sharing. For example, one such scheme is a two-part tariff where
suppliers would charge a lump sum amount b in addition to the per unit access
charge a. This implies that the first stage of the Nash game would be modified
to: given (xR, aR, b R), provider S solves

max
xS∈[0,xM], aS∈R+, b S∈R+

πGS
S � PM

(
1 − xS + xR

xM

)
xS − JS(xS, xR, aS, aR, b S, b R)

(9)

and, given (xS, aS, b S), provider R solves

max
xR∈[0,xM], aR∈R+, b R∈R+

πGS
R � PM

(
1 − xS + xR

xM

)
xR − JR(xS, xR, aS, aR, b S, b R),

(10)

where JS(xS, xR, aS, aR, b S, b R) and JR(xS, xR, aS, aR, b S, b R) are response
functions from stage two, as defined in (11) and (12). Similarly, the second
stage would be modified to: for fixed (xS, xR, aS, aR, b S, b R, fR), provider S
solves

JS(xS, xR, aS, aR, b S, b R) � min
fS∈[0,xS]

JS(xS, xR, aS, aR, b S, b R, fS, fR) (11)

and, given (xS, xR, aS, aR, b S, b R, fS), provider R solves

JR(xS, xR, aS, aR, b S, b R) � min
fR∈[0,xR]

JR(xS, xR, aS, aR, b S, b R, fS, fR), (12)

where, modifying (3), we get

JS(xS, xR, aS, aR, b S, b R, fS, fR) � J̃S(xS, xR, fS, fR)

−(aS fR + b S) + (aR fS + b R) (13a)

JR(xS, xR, aS, aR, b S, b R, fS, fR) � J̃R(xS, xR, fS, fR)

+(aS fR + b S) − (aR fS + b R), (13b)

and J̃S(xS, xR, fS, fR) and J̃R(xS, xR, fS, fR) are the resource costs for
provider S and R, respectively, as defined in (4).
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Since b ’s are constants, the subgame-perfect equilibrium of this Nash game
would involve the same first-order conditions as the Nash game (5)–(8).
However, now the effective supplier would set b such that the non-effective
supplier is indifferent between sharing and non-sharing. That is, if provider R
is the effective supplier,

b R = π S
S − π NS

S ,

where π S
S and π NS

S are as defined for the Nash game (5)–(8). Since the society
is always better off (Theorem 2), this guarantees that the effective supplier
would be better off due to sharing since

(π S
R + b) − π NS

R = π S
S + π S

R − (π NS
S + π NS

R ) > 0,

and participation in resource sharing is always guaranteed. This can be sum-
marized in the following result.

Theorem 4 When CS(x) = θSx2, CR(x) = θRx2, θS > 0, θR > 0, pM >

0, xM > 0, subgame-perfect equilibria exist in the Nash game (9)–(12),
with xSxR > 0, fS + fR > 0, fS fR = 0. Further, πGS

S − π NS
S = 0 and πGS

R −
π NS

R > 0.

4.3 Participation is guaranteed even when providers mis-report types

This is significant since Theorem 4 indicates that participation in resource shar-
ing can be guaranteed even among competing providers. But, one challenge
still remains. We have assumed so far that the providers are honest about
reporting their types (θs). But, do they really have the incentive to report
honestly? This can again be analyzed in the game theoretic framework we have
developed. Under mis-reporting of θs, we would have the following two-stage
sequential Nash game: in the first stage, the providers would report their types,
choose customer demands, and set access prices; and in the second stage decide
on flow splits.

In this case, (9) and (10) can be modified to: for fixed (θ̂R, xR, aR, b R)

provider S solves

max
θ̂S∈R+, xS∈[0,xM], aS∈R+, b S∈R+

πTS
S � PM

(
1 − xS + xR

xM

)
xS

−JS(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R) (14)

and, for fixed (θ̂S, xS, aS, b S) provider R solves

max
θ̂R∈R+, xR∈[0,xM], aR∈R+, b S∈R+

πTS
R � PM

(
1 − xS + xR

xM

)
xR

−JR(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R), (15)

where JS(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R) and JR(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R)

are response functions from stage two, as defined in (16) and (17). Similarly,
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the second stage would be modified to: for fixed (θ̂S, θ̂R, xS, xR, aS, aR, b S,

b R, fR), provider S solves

JS(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R)

� min
fS∈[0,xS]

JS(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R, fS, fR) (16)

and, given (θ̂S, θ̂R, xS, xR, aS, aR, b S, b R, fS), provider R solves

JR(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R)

� min
fR∈[0,xR]

JR(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R, fS, fR), (17)

where, modifying (3), we get

JS(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R, fS, fR) � J̃S(θ̂S, θ̂R, xS, xR, fS, fR)

− (aS fR + b S) + (aR fS + b R)

(18a)

JR(θ̂S, θ̂R, xS, xR, aS, aR, b S, b R, fS, fR) � J̃R(θ̂S, θ̂R, xS, xR, fS, fR)

+ (aS fR + b S) − (aR fS + b R),

(18b)

and J̃S(θ̂S, θ̂R, xS, xR, fS, fR) and J̃R(θ̂S, θ̂R, xS, xR, fS, fR) are the resource
costs for provider S and R, respectively, as defined in (4).

Then we get the following result, given providers’ beliefs about their types.

Theorem 5 When CS(x) = θSx2, CR(x) = θRx2, pM > 0, xM > 0, subgame-
perfect equilibria exist in the Nash game (14)–(17), with xSxR > 0, fS + fR >

0, fS fR = 0. Further, if θS ∈ [θmin
S , θmax

S ], θR ∈ [θmin
R , θmax

R ], and θmin
S > θmax

R , then
θ̂S = θS and θ̂R = θR in subgame-perfect equilibrium.

That is, when the providers types have non-overlapping supports, providers
report their types honestly, and participation in resource sharing is guaranteed
under non-linear access pricing. Note that in this case both providers believe
that the types belong to non-overlapping intervals. This ensures that providers
can not credibly signal a type outside these intervals. We acknowledge that
this leaves out the case when the beliefs may overlap. This turns out to be
much harder to analyze, and we leave this to future work, assuming for the
time being that providers can do proper due diligence to narrow the supports
down enough to ensure that they do not overlap.

This finishes our treatment of the special case where provider marginal costs
are linear. For the remainder of our paper we switch back to general cost forms.



Competitive resource sharing by Internet Service Providers 171

5 Robustness of structural results

In this section, we demonstrate that our results are not limited to the particular
setting described in Section 1, and are applicable in different settings. In
particular, we present two settings where our results would apply.

5.1 When customers care about disutility

The first setting is similar to our original setting except that though providers
operate networks with negligible operating costs, customers (and hence
providers) care about disutility and choose providers based on prices as well
as expected disutility. For example, as mentioned in Section 1, this disutility
may be related to end-to-end quality of service (QOS) guarantees required by
services such as voice over IP (VoIP) and video on demand.

We assume that the load splitting described in Section 2.1 occurs at the level
of every customer. For example, in ISP peering, this would happen if every
packet originating from provider S is sent on provider S and R’s networks
with probabilities 1 − fS

xS
and fS

xS
, respectively, and every packet originating

from provider R is sent on provider S and R’s networks with probabilities
fR

xR
and 1 − fR

xR
, respectively. We consider the cost of carrying load on each

resource and define the expected per unit disutility for provider S and R’s
customers as15

ĴS(xS, xR, fS, fR) � cS(xS − fS + fR)(1 − fS

xS
) + cR(xR + fS − fR)

fS

xS
(19a)

ĴR(xS, xR, fS, fR) � cS(xS − fS + fR)
fR

xR
+ cR(xR + fS − fR)(1 − fR

xR
),

(19b)

respectively, where each per unit disutility is the weighted sum of the per unit
costs (i.e., cS(.) and cR(.)) on the two resources - each term in the sum is given
by the product of the resource per unit cost and the fraction of traffic sent on
the resource. This formulation assumes the following. First, we assume that the
customers see the same per unit costs on a particular resource. For example,
all customers see the per unit cost on resource S as cS(.). Second, we assume
that customers know the per unit costs on both resources, in particular on the
resource of the provider they are not connected to. This will be possible, for
example, if the customers actively probe the performance of both resources, as
indicated in [34]. Finally, we assume that the cost to split and recombine load
across the resources is zero. For example, in ISP peering, the delay through
the (complex) networks would be much higher than the delay over the peering
links.

We assume that the market faces an elastic demand consisting of non-
atomic (infinitesimal) rational customers. We further assume that customers

15We use the terms cost and disutility interchangeably.
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are sensitive to the price charged by a provider as well as to the expected
per unit disutility experienced as a customer of the same provider. That is,
a customer would choose the provider where it faces a lower ef fective price,
defined as the sum of customer price charged by the provider and expected per
unit disutility (19) faced as a customer of the same provider. In this scenario,
equilibrium customer demands xS ≥ 0 and xR ≥ 0 would be realized at linear
customer prices pS ≥ 0 and pR ≥ 0 such that the effective prices are equal to
each other and to the inverse demand, which is the (equal) customer price the
providers would charge in a market in absence of disutility effects. Given a
market size xM and realized demands xS and xR, this can be formalized as

pS + ĴS(xS, xR, fS, fR) = pR + ĴR(xS, xR, fS, fR) = PM(1 − xS + xR

xM
), (20)

where ĴS(xS, xR, fS, fR) and ĴR(xS, xR, fS, fR) are the expected per unit
disutility costs seen by the customers of providers S and R, respectively, as
defined in (19), and PM(1 − xS+xR

xM
) is the inverse demand seen by the market as

a whole. The idea here is that, if the effective prices were not equal, customers
would switch to the provider with the lower effective price, thus equalizing
effective prices through increasing expected per unit disutility. In addition, if
the effective prices were not equal to the inverse demand, the total demand
would change until they are. That is, if the effective prices were below the
inverse demand, the total demand would increase and, if the effective prices
were above the inverse demand, the total demand would decrease.

Using pS and pR as functions of xS and xR (20), these profits can be
written as

πS = pSxS + aS fR − aR fS = PM(1 − xS + xR

xM
)xS − JS(xS, xR, aS, aR, fS, fR)

πR = pRxS − aS fR + aR fS = PM(1 − xS + xR

xM
)xR − JR(xS, xR, aS, aR, fS, fR),

which is the same as (2), and JS(xS, xR, aS, aR, fS, fR) and
JR(xS, xR, aS, aR, fS, fR) are as defined in (3), except that now we define the
providers’ costs as their customers’ aggregate disutility as follows

J̃S(xS, xR, fS, fR) � xS ĴS(xS, xR, fS, fR)

= cS(xS − fd)(xS − fS) + cR(xR + fd) fS (22a)

J̃R(xS, xR, fS, fR) � xR ĴR(xS, xR, fS, fR)

= cS(xS − fd) fR + cR(xR + fd)(xR − fR). (22b)

It is clear that the providers’ prof its are constrained by the aggregate disutilities.
That is, providers profit maximization would translate to provider effective
cost minimization for every fixed xS and xR.

We then get the following result that parallels Theorem 1. The proof of this
result is similar to the one for Theorem 1, and is therefore omitted.
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Theorem 6 In the Nash game (5)–(8), with provider costs as def ined in (22),
xSxR > 0, fS fR = 0, and fS + fR > 0 in any subgame-perfect equilibrium. In
addition, in any subgame-perfect equilibrium, C′

S(xS) �= C′
R(xR).

This result not only assumes existence of subgame-perfect equilibria but also
does not ensure participation in resource sharing. However, it is possible to
do both for the special case of linear (or affine) marginal cost functions, in a
manner similar to Section 4.

5.2 When providers serve distinct, inelastic markets

The second case is also similar to our original setting except that providers do
not compete for customers—i.e., we have a setting where dedicated providers
serve distinct, inelastic markets, with fixed xS, xR. For example, as mentioned
in Section 1, this would happen if ISPs were serving distinct customer segments,
such as ISP monopolies in access markets.

In this case, (1) would be modified to pS = pR = p, where p is what the
customers would be willing to pay. In addition, (2) would be modified to

πS = pSxS + aS fR − aR fS = pxS − JS(xS, xR, aS, aR, fS, fR)

πR = pRxS − aS fR + aR fS = pxR − JR(xS, xR, aS, aR, fS, fR),

where JS(xS, xR, aS, aR, fS, fR) and JR(xS, xR, aS, aR, fS, fR) are as defined

in (3). Now, since xS, xR, p are fixed, the providers’ profit maximization
problems are simply cost minimization problems, and analysis for the two-
stage Nash game (5)–(8) applies. That is, all the results listed under the
“Competition under Fixed Customer Bases” subsection in the Electronic
Supplementary Material. In particular subgame-perfect equilibria always exist
and participation in resource sharing is always guaranteed.16

5.3 An alternate sequential Nash game

Though we have justified the choice of the two stage Nash game (5)–(8) in
Section 2.2, we now show that our results are robust with respect to the chosen
game form. As a representative example, we consider a three-stage Nash game
of complete information in which providers pick the customer bases in the first
stage, access prices in the second stage, and load splits in the third stage. The
access prices in the second stage are picked having committed to picking load
splits in their self-interest in the third stage. Similarly, the customer bases in
the first stage are picked having committed to picking the access prices and

16This work appeared in [36].
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load splits in the second and third stages, respectively. The game is formulated
below and is solved using the standard backward induction technique.

In the first stage, the providers simultaneously solve the following optimiza-
tion problems: given xR, provider S solves

max
xS∈[0,xM]

π S
S � PM

(
1 − xS + xR

xM

)
xS − JS(xS, xR) (24)

and, given xS, provider R solves

max
xR∈[0,xM]

π S
R � PM

(
1 − xS + xR

xM

)
xR − JR(xS, xR), (25)

where πS and πR are the profits of provider S and R, respectively, as defined
in (2), and JS(xS, xR) and JR(xS, xR) are response functions from stage two, as
defined below in (26) and (27).

Then, in the second stage, for fixed xS and xR, the providers simultaneously
solve the following optimization problems: given aR, provider S solves

JS(xS, xR) � min
aS∈R+

JS(xS, xR, aS, aR) (26)

and, given aS, provider R solves

JR(xS, xR) � min
aR∈R+

JR(xS, xR, aS, aR), (27)

where JS(xS, xR, aS, aR) and JS(xS, xR, aS, aR) are the response functions from
stage one, as defined below in (7) and (8). Note that, due to fixed xS and xR,
the providers’ focus would shift from profit maximization to cost minimization
in the last two stages of the game.

In the third stage of the game, for fixed xS, xR, aS and aR, providers solve the
following optimization problems simultaneously: given fR, provider S solves

JS(xS, xR, aS, aR) = min
0≤ fS≤xS

JS(xS, xR, aS, aR, fS, fR), (28)

and, given fS, provider R solves

JR(xS, xR, aS, aR) = min
0≤ fR≤xR

JR(xS, xR, aS, aR, fS, fR), (29)

where JS(xS, xR, aS, aR, fS, fR) and JR(xS, xR, aS, aR, fS, fR) are as defined
in (3) and J̃S(xS, xR, fS, fR) and J̃R(xS, xR, fS, fR) are the resource costs for
provider S and R, respectively, as defined in (4). Note that (28) and (29) are
the same as (7) and (8).

We then get the following result that parallels Theorem 1.
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Theorem 7 Assume that the following conditions hold.17

• PM, xM, CS(.), and CR(.) do not satisfy PM(1 − 3x
xM

) = C′
S(x) = C′

R(x).
• CS(.) and CR(.) are not identical.

Then, in the Nash game (24)–(29), xSxR > 0, fS fR = 0, and fS + fR > 0 in any
subgame-perfect equilibrium. In addition, in any subgame-perfect equilibrium,
C′

S(xS) �= C′
R(xR).

This result not only assumes existence of subgame-perfect equilibria but also
does not ensure participation in resource sharing. However, it is possible to
do both for the special case of linear (or affine) marginal cost functions, in a
manner similar to Section 4.

6 Conclusion

6.1 Summary of results

This paper looks at strategic resource sharing by rational providers. We believe
that this is the first attempt at combining competition for customers with
resource sharing in presence of strategic routing and general costs functions.

We have introduced a sequential Nash game of imperfect information and
have presented a constructive approach to derive many properties of the
market. Most importantly, we have shown that simple pricing schemes can
guarantee participation in resource sharing. Since ISP peering is always on a
pairwise basis [28], our analysis from the perspective of number of ISPs is in
the most general form.

6.2 Policy implications

We have shown that simple, easy-to-implement access pricing mechanisms
guarantee that competing providers benefit from cooperation implicit in re-
source sharing. This resource sharing goes beyond the typical peering arrange-
ments and also suggests that multi-hop resource sharing could even replace
transit.

Our results have significant implications for policy makers since our they
suggest that resource sharing (i.e., generalized peering) should be encouraged
as a policy so that providers, who otherwise compete for customers, can benefit
from strategic complementarities in their cost structures. The end result is an
increase in social surplus.

17This first assumption is reasonable since it rules out the case that three arbitrarily chosen
functions cross at the same point. The second assumption is what makes our analysis interesting
since resource sharing makes sense in presence of providers with asymmetric cost functions.
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One way to support resource sharing would be to encourage the formation
of Internet exchanges (IX). These are physical infrastructures (essentially, in-
terconnected network switches) that allow different ISPs to exchange Internet
traffic without the need for costly and time-consuming bilateral connections.

6.3 Future work

Though we have shown participation in resource sharing for linear marginal
costs, as a first step, we need to show that simple pricing schemes can guarantee
participation in resource sharing even in presence of general cost functions.

Further, a shortcoming of this paper is that the analyzed model is stylized.
Although this model is quite informative as a first step, we would like to extend
this model to include the following features to make it more realistic.

6.3.1 Network structure

This model reduces an ISP network to a single path, and embeds network
complexity in per-unit cost functions, as in previous research in this area
that (e.g., [16, 35]). Given that sum of convex functions are still convex [3],
the resource per unit costs are a good first order approximation for realistic
networks costs [7]. However, they may not fully absorb the complexities of the
underlying complex networks, with actual aggregate costs being determined
by network topologies, source and destination profiles, and routing and other
traffic engineering practices. To be more realistic, the model needs to incorpo-
rate some network structure.

Our model is a first step in this direction, and can be used as a basic
building block. For example, if the per-unit cost functions were constants
then our analysis would trivially be applicable on a per-path basis, and the
identity of the effective supplier may change depending on the path in focus.
Another possible extension would be to model the dynamics of the provider
interaction, using our basic building block—in this analysis, the idea of the
effective supplier may change based not only on the path in question but also
on the time-of-day. Then, a suitable averaging scheme may need to be applied
to figure out the final settlement between the providers.

6.3.2 Access prices

We have discussed the existence of simple pricing schemes that guarantee
participation in resource sharing. However, the question of how these prices
may be determined in a realistic setting has not been answered.

One way to do this would be to use network probing [34]. For example,
if providers used intra-network average delay as the variable costs, providers
could send probe packets to approximate the actual delays incurred in the
other networks. These probes can then be judicially controlled to calculate the
marginal delays (e.g., through successive approximations [32]) that can in turn
be used to set access prices.
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6.3.3 Multiple providers

A competitive market may have more than two providers, and resource
sharing arrangements among multiple providers may be more complicated. A
more comprehensive analysis would include resource sharing among multiple
providers, and potentially investigate what happens to the structural properties
as the number of providers becomes large.

6.3.4 Heterogeneous cost structures

In the case where providers care about aggregate customer disutility
(Section 5.1), it is quite possible that providers do not see the same cost
structures on the same resource. This may happen, e.g., if a resource owner
treats its own traffic differently from the traffic of the other provider. This
may also happen in the case of ISP peering, where the resources are complex
networks, with actual aggregate costs being determined by network topologies,
source and destination profiles, and routing and other traffic engineering
practices. Incorporating different cost structures on the same resource would
be one way to capture these details.

6.3.5 Uncertainty

Finally, we have studied a model without uncertainty or private information. In
reality, there is considerable uncertainty about not only network structure but
also traffic flows. In addition, the characteristics of a provider’s network is its
private information, which may only be implicitly derived. Thus, using random
network structures and traffic flows, and employing the idea of Bayesian Nash
equilibrium would be a logical next step.
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