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Abstract Network operators are merging their services, such as fixed or
wireless telephony, internet or television, into single offers, called bundles.
It is essential to understand consumers’ preferences to define the most prof-
itable bundles, with their associated prices, especially in the fierce competitive
current market. We start by defining a random linear utility model and then,
analyze the competition between an integrated operator and new entrants
proposing substitutable services. Each operator ignores the consumers’ reser-
vation prices for his offers and has to deal with uncertainties about the
marketing strategies of competitors, due to potential different size and cost
structure. A two-level game is introduced and solved by backward induction.
In the second level, the operators determine their optimal offer prices for
each possible combination of marketing strategies while the consumers select
their most profitable purchasing processes; the natural framework is that of
Bayesian game theory. Finally at the top level, knowing the outcome of the
other level, the operators identify which marketing strategy to use between
market share expansion, segment targeting or multi-level price discrimination,
to maximize their expected utilities conditionally to their private informations.
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1 Introduction

Mobile and fixed telephony markets are becoming saturated in Western
Europe. In the meantime, high speed internet, including or not television,
has become more and more popular. Competition forces telecommunication
operators to merge these different services into single offers, called bundles. As
an illustration, triple play offers, combining telephony, television over internet
and high speed internet access have flooded the market, but the interest of
other combinations of services has to be studied, from a marketing point
of view, as well as their associated price. Practically, it raises the problem
of the service convergence. Indeed, the operators have to be present on every
service market (i.e., fixed, mobile, internet), or it requires alliances to lease
the service from competitors. Furthermore, the goals of the operators might
be quite different, depending on their sizes and cost structures. For example,
small operators might prefer to target specific market segments or expand their
market shares as fast as possible, while big companies who already have wide
market shares, would prefer to price discriminate between the segments.

Modeling users’ preferences, to accurately understand their behaviours, is
the focus of the first part of our article, in order to launch properly chosen
offers on the market, in terms of content and price, to maximize the operator’s
revenue. Our choice, based on what was done by Chung and Rao [7], but with a
specific application to telecommunication in mind, and with some refinements,
is to use random utility functions, with parameters that have to be estimated.
The goal is not only to determine optimal prices, but also to select the choice
set of offers yielding the highest revenue. A key variable is the reservation
price, which represents the price at which a user is indifferent between buying
the considered offer or choosing any other alternative in the choice set. We
consider a /inear model based on attributes, i.e., select important characteristics
for preferences. A random variable is added to the model to represent the
error choices of the customers, this variable being drawn according to a
discrete choice model. In order to find the coefficients (weights) of the different
parameters in the linear model, we make use of a panel of customers, and,
for a fixed number of segments, ask them to give ratings (or grades) for the
presence of various attributes (such as trust in the Operator brand / loyalty,
Quality of Service, etc.) in each single offer. From these ratings, a linear
utility function is deduced, its coefficients being estimated. An algorithm based
on Bayesian networks and Monte Carlo simulation is used to determine the
parameters of the utility. The idea is to allow data augmentation to get a better
approximation of the coefficients. The framework of Bayesian networks is
a typically relevant tool, making use of a priori densities, which influence is
negligible on the values the algorithm converges to, and helps in getting more
accurate coefficient estimations. Market segmentation is also performed, by
looking for the number of segments maximizing the log marginal likelihood of
the parameters.

However, the price optimization analysis is performed partially neglect-
ing the competition between operators; this competition might have drastic

@ Springer



Pricing bundle offers in the telecommunications industry 173

consequences on providers’ revenues if not taken into account. This remark
is valid for most previous works on preferences modeling (cf. Aydin and Ryan
[3], Berry and Pakes [4], Khouja and Robbins [13], Tallury and Van Ryzin [20])
which did not incorporate competition, but also for the bundling literature (cf.
Chung and Rao [7], Kephart et al. [12], Jeididi et al. [11]).

Our goal and contribution is therefore to add another level of game
representing the competition between providers. Indeed, while an operator
in a situation of monopole can choose the whole set of offers in order to
optimize his revenue, this is not the case in a competitive framework, where
competitors’ offers are not (directly at least) controlled, but have an impact on
the market share one can get. As a consequence, we introduce a model with
two rival operators playing a horizontal game with no possible cooperation.
Besides, one of the operators is integrated, i.e., he is already present on every
market (fixed, mobile, internet) and has a big cost structure, while the other is
a new entrant proposing substitutable services.' Specifically, we suppose that
we have estimated the reservation price and attribute parameter densities on
every market segment, for every offer. Besides, the number of segments is
fixed to the optimal one determined as maximizing the log marginal likelihood.
Each operator wants to optimally price his offers and to choose the marketing
strategy maximizing his revenue. He considers three possible marketing strate-
gies: (i) targeting a specific market segment (like virtual network operators
which do not have their own infrastructure), (ii) expanding their market shares
(like rather small operators), (iii) developing a multi-level pricing strategy, i.e.,
applying price discrimination among market segments (like big companies, cf.
[7]). Using our random linear utility model for users, operators do not know
the true reservation prices of the consumers but only the densities, nor the
marketing strategy of competitors. How to use at best the uncertainties and
the conflicting interests of the various actors, operators and customers, to help
the operator to find the most profitable prices? Our contribution here is to
study this kind of game in the case of two operators with a preference model
derived from Chung and Rao [7]. The modeling framework used is that of
a two-level game between the operators and customers. In the second level,
for each possible combination of marketing strategies, we define a Bayesian
game between the operators and the customers to determine the optimal offer
prices (or randomized pricing strategies). However, it seems difficult to obtain
analytically the randomized pricing strategies characterizing the equilibrium of
the game, and simulation can therefore be used to get an approximation. This
kind of procedure has already been applied in the literature, by few papers in
other contexts. Holenstein [10], for instance, uses simulation to approach the
equilibrium in an auction game, where the players’ types and the action spaces
of players are continuous. Similarly, Cai and Wurman [5] use Monte Carlo

Tt means that the operators commercialize offers having the same technical properties; for
example, Operator 1 might sell a bundle of wired-phone / internet while the other would propose
a simple offer based on wired-phone. Both offers are in competition.
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methods to approach Bayesian equilibria in sequential auction games. In our
case, we play a game based on the computation of the best-response strategy
profiles. The approach is myopic since it does not consider future consequences
of the action choices, but the algorithm is checked to converge to a Bayesian
equilibrium. Besides we impose some conditions in the algorithm convergence
proof, to get the unicity of the Bayesian equilibrium. Then, at the top level, the
operators identify the most profitable marketing strategy to use, i.e., the one
maximizing their revenues. However, the integrated operator being the leader,
acts first, then the new entrant selects her own strategy. It is as if a time-shift
were introduced between both operators’ marketing strategy selection.

The remainder of this paper is organized as follows. In Section 2, we
review the basic notions on the random linear utility model which is an
extension of [7] to the telecommunication industry. We introduce competition
and uncertainty on the operator’s profits via a two-level game in Section 3.
For each combination of marketing strategies, a Bayesian game is defined
in Section 4. The utilities of the different actors and the horizontal game
are first settled. Then, we introduce the optimization problem to solve to
get the optimal randomized pricing strategies. Since the equilibria cannot be
computed analytically, we resort to use simulation and check the algorithm
convergence in Subsection 4.4. Then, the first level of game is introduced
in Section 5. Numerical illustrations are also provided and the algorithm
complexity is discussed. Finally, we conclude and give some directions for
future research in Section 6.

In all the article, Operator 1 will be designed as a male player, while
Operator 2 will be female.?

1.1 Notations

Next we review the specific notation of this paper.

K set of operator’s available families services (ex:
available services about tv, Internet, or
wireless or wired telephony)

b a bundle

b (k) the k" component of the bundle, belonging to
service family k

B operator’s choice set containing the offers to
commercialize

Np panel of tested customers

Np cardinality of the panel set Np

Z; Random variable giving the segment customer
i belongs to

a an attribute

2This is a classical assumption in Game theory.
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.A]
.A2
AS

A
w; (k)

Xi(a,bk)) €{0,1,2,..,10}
Si(a,b)
Di(a,b)

F
F

Ui\ zi=f

BVb|Zi = f)

Ba(f. D)

Ya( [, D)

ap(f,i)
v(fD)

D;

pir € [0;1]

Pi0
P(b)

class of type 1 attributes, fully comparable for
the available services

class of type 2 attributes, partially comparable
for the available services

class of type 3 attributes, non comparable for
the available services

total set of attributes

nonnegative coefficient characterizing the
importance of service k for customer i

rating of customer i for the importance of
attribute a in bundle b

weighted sum, in terms of the w;(k), of
attribute a in bundle b for customer i
weighted dispersion of the ratings of services in
bundle b on attribute a

set of market segments

Maximum number of segments

customer i’s utility for the bundle b, provided i
belongs to market segment f

customer #’s valuation for the bundle b,
provided i belongs to market segment f,
excluding price

utility parameter representing the importance
of attribute a for customer i on market
segment f

utility parameter measuring the substitutability
(< 0)/complementarity (> 0) of attribute a, for
the client i in f

utility parameter of price sensitivity for client i
on market segment f

probability that customer i belongs to market
segment f

vector of unknown coefficients for customer i
degree of independence in unobserved utility
among the alternatives in the choice set for
customer i

client i’s probability to not buy anything

mean market price for the bundle b

estimated density of the trust in Operator k
brand on segment f

reservation price of the customer i € N for the
bundle b

consumer set on the market

cardinality of the consumer set

set of all the probability distributions on the
generic set £
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€] cardinality of the generic space £

Bop, set of offers commercialized by Operator
i=1,2

T; consumer i’s type space

4 consumer i’s type

D; consumer i’s action space

Pop(b) Operator’s retail price for the offer b

C cheating probability set

d; consumer i’s action

T set of all the possible combinations of types for
the consumers other than i

u;(d, t) consumer i’s utility, the global action ¢ and
type ¢ being chosen

o;(d;|ty) probability that consumer i chooses the action
d; provided his type is ¢;

Ui(o|t) player i’s conditional expected utility under
pricing strategy o

Top operator’s type space

Cop(D) Operator’s offer b cost

P discrete price set

Uop(d, 1), operator’s utility, the global action ¢ and type ¢
being chosen

n upper bound of the low interest / income
category

ny upper bound of the middle interest / income
category

ns upper bound of the high interest / income
category

Fy. ¥ complementary cumulative distribution of

segment f consumer maximum admissible
price for offer b
Sop, Operator k’s marketing strategy

2 Consumer preference modeling

This section summarizes the consumers’ preference modeling, based on [7],
which is used in the game between operators. Some additional details about
this section are also provided in [14].

A choice set contains the set of offers of various sizes that an operator com-
mercializes on the market. It will be denoted B. A bundle b is a combination
of elementary offers b (k), for a number of communication supports k in /.
If as elementary offer in b belongs to the k-th family, we use the convention:
b (k) = 0 and the consumers will not have to evaluate the attributes on the k-th
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component of the bundle b. For example, a bundle b can be made of an offer
in terms of mobile communication, another one in terms of internet access,
another one for tv and another one for wired-telephony. Any offer considering
one, two or three of these technologies is also possible. Hence, the operator’s
choice set could be made of simple offers sold independently and bundles.

Customers are separated into market segments to better understand their
behaviour. Let F be the segment set and F the maximum number of segments.
Customer i’s segment is unknown from the operators, we therefore define a
random variable Z; representing the segment customer i belongs to.

The random utility model represents user i’s preferences at price P(b), given
that it belongs to segment f, as

Uib\Z,:f(P(b)) = ib|Zi:f(P(b))+8(i,b), Vi e Np, Vb € B, VfelF, (1)

where vector ¢(i) = (e(i, 1) e(?2) ... (i, |B|)) contains all the error coefficients
for the client i, taking into account the uncertainty associated with customers’
valuations.

On the other hand, Vjj |z, 1 is the deterministic part and is also decomposed
(linearly) into

Vibjz=f(P(b)) = BV(ib|Z; = f) +ap(f ) P(b)

to separate between the valuation due to the price P(b), with ap(f, i) < 0 co-
efficient expressing the customer i sensitivity towards price, and the valuation
BV (ib|Z; = f) due to the bundle itself, excluding price.

Note that customer i’s utility for the bundle b takes the form

F
Vie = Y (£ Vibizi=y, )
f=1

where ¥ (f,i), i € Np, f € F, is the unknown probability that customer i
belongs to the market segment f.

The valuation BV(ib|Z; = f) is itself supposed to be linear in terms of
attributes. An attribute is an entity that defines customers’ valuations prop-
erties and distinguishes between the offers. For example, classical attributes
in telecommunication are the Quality of Service (QoS), the consumer trust in
the operator brand / loyalty, etc. Attributes are in three different categories,
depending on whether it can be compared on the service families: the class
A! contains fully comparable attributes, which appear in every service family;
the class .A? contains partially comparable attributes, appearing in at least two
service families; the class A® contains non comparable attributes appearing in
only one system family.
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Given these definitions, the valuation is assumed to take the form:

BV(b|Zi= [)=ao(f;)+ Y [Bu(f,DSi(ar, b) + ya (f.)Dilar, b)]

(l]G.AI

+ Y [Bu(fDSi(a2, b) + v, (f,D)Dilas, b)]

ap €A2

+ ) au(f,DCilas, b). (3)

a3E.A3

Utility parameters Sj(a,b), Di(a,b), ic Np, b € B, ae A'UA?> and
Ci(as, b) are estimated from a panel of customers who have rated the
importance of attributes: each customer i in the panel Ap is supposed to
have provided a rating X; (a, b(k)) € {0, 1,2, ..., 10} to the presence of the
attribute a in the simple offer b (k). Similarly, each customer i € Np associates
importance weights for every family. These coefficients are nonnegative and
normalized, ie.. w;k) >0, k=1,2,...,|K|, and Z'kli'l wi(k) =1, Vi e Np.
Given these ratings, S;(a, b) measures the ratings of customer i’s relevant
components (i.e., the individual offers b (k)) for offer b on attribute a,

K|
Sia.b) = Y wik) Lapuy Xi(a,b(k)) , ac A/ UA, beB, (4
k=1

where 15k = 1 if the attribute a importance can be evaluated in the
component b (k), and 0 otherwise. Another essential characteristic that we use
as parameter is the weighted dispersion D;(a, b) of relevant components for
offer b and the average rating of offer b, on attribute a,

K|
Dia,b) =Y wik) Lapuy [Xi(a.b(k) - Xi(@,b)] , aec A'UA*, b eB,
k=1
®)
_ I<I (@ . .
with Xi(a,b) = Lici Lapin Xi@b®) 4 o average rating that customer i gives

K] 1
k=1 (@b (k)
to the presence of attribute a in every single offer b (k) composing the

bundle b. Our last set of utility parameters, the C;(as, b), given by C;(as, b) =
Z‘k'ill wi (i) Xi(a, b (k)), represents customer i’s (weighted) perceived value for
non-comparable attributes.

The coefficients composing vector

@i = (1Bl FDarss alf DVaps A@a £ DY (eo(F D) po (. D))

are defined to balance the relative importance of the above utility parameters
and have to be determined.
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The way to estimate those coefficients is based on the use of the hierarchical
Bayesian framework studied by Poirier [18] for data augmentation and better
approximation, due to the lack of information of the operator about customers.
We assume a priori laws on distributions and look by simulation to which
values the simulation converges. It is known that the result is robust to the
choice of a priori laws. The approach therefore enables to learn iteratively
these preference coefficients. It consists in sampling vector ®; given the
segment Z; = f customer i belongs to. Market segmentation is also performed.

Error terms follow distributions so that the the model is the nested logit
model, by using a cumulated distribution function of form

F (e()) = exp (—exp(—£ (i, 0))) (exp( Zexp< 8”“))) :

beB

where p;; € [0; 1] measures the degree of independence in unobserved
utility among the alternative in the choice set B. Since the cumulated
distribution function associated with the empty set error is F(e(i, 0)) =
exp(—exp(—e&(i, 0))), the empty set error is drawn according to a Logit density

e, 0) ~ exp(—e(i, 0) —exp(—e(, 0))).

From these errors, classical discrete choice theory (cf. Train [21]) derives
the expressions of the choice probabilities. The consumer i probability to not
buy anything at all is:

1
pir\ ’

where, by assumption pjy := Uy is the client i’s utility of not buying anything
and, Vi = Ujp — €(i, 0) := pio — €(i, 0). Also, the consumer i probability to buy
abundle b € Bis

(6)

Pio(pio, pi1) =

Vip (P(b)) Vi (P(b")) pir—1
exp( Z’(i,l) ) (Zb’EB exp (—bp(iﬁl) ))
(P(b’ .
(Zb e CXP (M)) +exp (Vip)

The reservation price R(i,b) is the offer b price at which customer i is
indifferent between buying offer 5 and choosing another alternative in the
choice set. Formally, the reservation price for the offer b can be defined as
follows®

™)

Pip (pio, pi1) =

Uip)z=r(R(G, b)) = max{ max  Upyz=r(P(")); Ui()ief} .
b'eB,b/%b, b’ £0

It can be infered using the estimation of utilities described just above.
Finally, using non-parametric statistical approaches, we estimate the attribute

3Including in B the empty set, leading to a null utility.
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of consumer trust in the operator brand / loyalty and the reservation price
distributions, on each market segment and for each offer of the considered
choice set [14].

Numerical illustration We consider two rival operators. Operator 1 (for
instance, Orange) sells simple offers of wired-telephony and internet, and a
bundle of wired-telephony / internet / television. Operator 2 commercializes a
simple offer of mobile, a double-play offer of wired-telephony / internet and
a triple-play offer of mobile / internet / television. The choice set B is now
made of the offers commercialized by both operators. We test our algorithm
on data issued from a survey realized by Orange in 2006. The consumer panel
was made of 1014 families, i.e., 2058 individual consumers. It consists of a
set of questions aiming at understanding individual subjective preferences
and behaviours towards telecommunication, multimedia and leisure activities.
The optimal number of segments is four: segment 1 coincides with trendy
and sociable teenagers, who have high communication needs, very important
leisure and are enthusiastic to discover new technologies; the segment 2 is
made of technological addicts, i.e., young couples using internet in all ways,
who have home centered entertainments (cf. DVDs, MP3, iPod, etc.); on the
segment 3, we meet essentially work/life jugglers. They are mainly middle age,
very busy, high social grade persons, using all means of communications. Their
technological adoption is driven by work; finally, the segment 4 contains the
low-income technological adverse seniors, who use exclusively wired-phone,
and are not interested in technology.

At the top of Fig. 1, we have plotted the distribution of the consumer trust
in Operator 1 brand / loyalty, for segment 1 (left) and 3 (right). We observe
that the teenagers are less confident than the middle-age active couples who
already know this integrated operator. Indeed, teens give priority to the
brand image, churn a lot, feel attracted by new virtual network operators
offering fashionable images and cheap services. At the bottom of Fig. 1, the
complementary cumulative distribution function of the consumer maximum
admissible price on segment 3 and 4 are represented for the wired-telephony
/internet / TV bundle. We note that the segment 3 seems very interested and
is ready to pay a high price to get such an offer; whereas the segment 4 seems
reluctant to this triple-play offer adoption.

Outputs of Section 2 are used in the description of the Bayesian game which
occurs between the different players. However, the consumers do not know
the selling prices of the offers used in the random utility (cf. Eq. 1), since it is
the aim of the forthcoming sections to determine optimal pricing strategies for
the operators. Consequently, to run the preference algorithm, the consumers
associate with each offer b a mean market price, P(b) (this is a classical
assumption in economy [1]). The mean market price of the offer b is the mean
of the prices at which every offer belonging to the same family combination
has been sold in the past. For example, in the telecommunication market,
since 2000, six versions of the triple-play offer made of the combination of a
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Trust in the op. loyalty on segt.1 Trust in the op. loyalty on segt.3
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Fig. 1 Distributions of consumer trust in Operator 1 brand / loyalty and consumer maximum
admissible price for tel./internet/tv depending on some market segments

wired-phone, internet and tv access offers, have been commercialized. To get
the wired-phone / internet / tv bundle mean price, we compute the mean of the
six prices of the previously commercialized bundles. We can proceed the same
way for every combination of elementary offers. If the offer b is totally new on
the market, P(b) is fixed arbitrarily at 0.

In the remainder of the article, we assume that two rival operators have
determined their choice sets. Outputs of Section 2 (listed below) will be used
to define our two-level game settings

e the consumer trust in both operator’s brand / loyalty distribution on each
market segment is known; it is 7; y for Operator 1 on segment f and 75 ¢
for Operator 2 on segment f. These informations are public and known by
both providers.

e the market segmentation is known, i.e., each operator knows to which
segment consumer i belongs.

e The complementary cumulative distribution functions of the consumers’
maximum admissible prices, on each market segment f and for every offer
b: Fp. 1, are known by both operators.
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3 Pricing under horizontal competition between an integrated operator
and a new entrant

The aim of this section is to present the two-level game occuring between
operators. In order to proceed, we need to model their goals, and we assume
that they have three possible marketing strategies:

(i) either they just target a market segment. This situation is typical of
Mobile Virtual Network Operators (MVNOs) in telecommunications,
which are carriers providing users with mobile services without their
own license for bandwidth, but renting that bandwidth to other pro-
viders [15];

(ii) either they can expand their market shares to become larger operators
and therefore get a higher revenue on a longer term. Market share
expansion strategy is usually used by new market entrants. To fetch
numerous market shares, the operator has first to lower his offer price
to seduce as many consumers as possible;

(iii) or they choose to discriminate prices among segments for increasing
their benefits (typical revenue management situation of large operators).
Such a strategy is profitable only for operators having a sufficiently large
market share.

But those operators have to deal with many uncertainties on the market.
First they do not know the true reservation prices of customers, but only
their distributions. They also ignore the profit (i.e., the difference between the
selling price and the real cost of an offer) of their competitors, as well as their
marketing strategies (highlighted above).

In the remainder of the paper, in order to simplify the analysis, we just
consider two operators in competition, but it can be easily extended to a larger
number and the impact of such an extension on the game solution approaching
algorithm will be studied in Subsection 4.4.

How to model interactions among all those actors? Again, given that we
assume that they all act selfishly, Game theory is the natural framework.
Additionally, due to the uncertainties involved, Bayesian game theory (cf. [17])
becomes more specifically the relevant tool.

Practically, we assume that Operator 1 is an integrated provider, like Orange
for instance. It means that he is already well-known on the wired-phone,
mobile phone and internet markets. Such an operator has already a wide
market share and is powerful due to his high budget; besides consumers trust
gladly in his brand / loyalty. On the contrary, Operator 2 is a new entrant on
the telecommunication market. It is either a new telecommunication operator
who has just bought a new license or a firm already well-known on some other
markets (for instance, a beverage, an airline-ticket seller, or a tv channel)
who wants to improve his brand value by extending his proposed services and
becoming a virtual network operator [15].

Formally, the game between providers is made of two levels. The first
level can be identified with a Stackelberg game on both operators’ marketing
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strategies under uncertainties; Operator 1 being more powerful or having some
sort of advantage, acts first (i.e., he is the leader). In the second level, for
each combination of marketing strategies, we solve a Bayesian game whose
output gives us the equilibria, i.e., the operators’ randomized pricing strategies
and the consumers’ randomized purchasing processes maximizing the players’
expected utilities conditionally to their types.

3.1 Description of the game between an integrated operator and a new
entrant under uncertainties

Operator 1 and Operator 2 have defined B,p, and By, as their choice sets.
Uncertainties appear in:

the true consumers’ reservation prices (only the distributions are known)
both operators’ profits (i.e., the difference between the selling prices and
the real costs of the offers)

e the rival’s marketing strategy

1. Selection of the operators’ marketing strategies conditionally to their true
types (cheating probabilities), Operator 1 chooses his marketing strategy
and then, the new entrant selects hers between segment targeting, market
share expansion and multi-level price discrimination.

2. Determination of the retail prices conditionally to each type the operators
determine simultaneously the randomized pricing strategies maximizing
their expected utilities conditionally to their types (cheating probabilities).
At the same time, depending on their intrinsic preferences, consumers buy
offers or nothing.

In the second level, for each possible combination of marketing strategies,
a Bayesian game between the operators and the consumers is introduced.
Indeed, each operator has incomplete information about his rival’s type (the
ratio between the real costs and the retail prices of the operator’s offers) and
about the consumers’ preferences. The operators want to find the randomized
pricing strategy for their offers, maximizing their utilities. Besides, the opera-
tors’ payoffs depend on consumers’ choices. Indeed, consumers buy the most
valued offer (i.e., the one having the highest reservation price in case they
are high income / interest) or the offer generating the greatest benefit (i.e.,
the greatest difference between the selling price and the reservation price;
in case they are low income / interest). As outputs of the Bayesian games,
we get equilibria, i.e., randomized purchasing process for the consumers and
randomized pricing strategies for both operators; it then enables us to infer the
actors’ expected utilities, conditionally to each type.

In the first level, Operator 1 has still uncertainty about Operator 2’s type
and about the marketing strategy that she will use (and reciprocally). However,
Operator 1 being integrated, is more powerful; it enables him to move first. The
Stackeberg game under uncertainties is then solved by backward induction.
Operator 1 considers what the best response of the follower (Operator 2) is,
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i.e., how she will respond once she has observed the marketing strategy of the
leader. The leader (Operator 1) then picks a marketing strategy that maximizes
his expected utility conditionally to his true type, anticipating the predicted
response of the follower. The follower actually observes this and in equilibrium
picks the expected marketing strategy as a response.

A Bayesian game needs to be solved for each combination of marketing
strategies. In this article, we only deal with a small number of combinations
(exactly, nine); but in general the two-level game may become very tedious
to solve when applied to a large marketing strategy space. Practically, it is
possible to restrict the level 1 exploration to the most realistic marketing
strategy combinations only. For instance, if Operator 1 has already a diversified
large market share, he would not use a segment targeting strategy and would
prefer a price-discrimination strategy; if Operator 2 is an already well-known
beverage manufacturer, airline ticket reseller or powerful tv-channel, who
wants to propose telecommunication services to increase her brand value, she
would rather use a segment targeting strategy; finally if Operator 2 is a new
totally unknown entrant provider with a small budget, she would rather use a
market share expansion approach. Hence, all these economical considerations
enable us to narrow the marketing strategy state space.

In Section 4, we study the Bayesian game (second level) for a fixed combi-
nation of marketing strategies.

4 Second level: description of the Bayesian game

We let NV be the set of consumers in the game. Using the inference model of
Section 2, each operator has determined the set of offers that he (she) wants
to commercialize: B,p, for Operator 1 and B,p, for Operator 2. We assume
that Operator 1 sells a simple offer of mobile, a double-play offer of wired-
telephony / internet and a triple-play offer of mobile / internet / tv. Operator
2’s choice set is made of: simple offers of wired-telephony, internet, and a
bundle of wired-telephony /internet / tv. The total set of offers proposed on
the market is then denoted as: B = Bop, U Bop,. The critical point in this model
is that both operators’ services are substitutable. For instance, simple offers
of wired-telephony and internet issued from Operator 1’s choice set might
be cannibalized (cf. [12] who studies cannibalization in a product line) by
Operator 2’s bundle of wired-phone / internet. Identically, Operator 1’s bundle
of mobile / internet / tv might be replaced by Operator 2’s bundle of wired-
phone / internet / tv, provided the consumer agrees to change his wired-phone
against a mobile one. Hence, to survive in such a competitive framework,
is it better for the operators to target a specific market segment, which
would provide a guaranteed revenue, or try to capture as much consumers as
possible?

Each operator ignores the other’s marketing strategy (i.e., market share
expansion, segment targeting or multi-level price discrimination) and some
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private information remains hidden (i.e., both operators’ profit levels and each
consumer’s true reservation price).

To solve our two-level game, we proceed by backward induction. We
therefore start by assuming that the operators’ marketing strategies are fixed.
Then, for each marketing strategy combination, a Bayesian game is defined
and solved. As outputs, we get the operators’ optimal randomized pricing
strategies and the associated expected utilities conditional to their types.

Consumer i’s and Operator’s action sets will be denoted D; and D, respec-
tively. The global action set containing all the possible action combinations
for each player is D = X;jenrD; X Dqp, X Dop,. Consumer i’s type space is 77,
whereas operator’s one is called T,,. The type spaces contain all the actors’
private informations. The global type space, made of all the possible type
combination for each player, is T' = X;enr Ti X Top, X Top,.

Consumer i’s subjective probability about the other players’ types is a
function defined as

pi:Ti— T-i x Top, X Top,

ti— pi (ng./\/ﬂ.l‘j, Top, s t0p2|li)

where N_; is the set of all the consumers other than i and T_; is the set of
all the possible combinations of types for the consumers other than consumer
i. Identically, Operator j’s subjective probability about the other players’
types is

Pop; - Topj — Xien Ti X Topk

lop, — pop,-( XieN lis topk|top,-)
where j ke {1;2} and j# k. Finally, «; and u,, denote consumer i and
operator’s utility.

4.1 Notion on Bayesian equilibria under fixed marketing strategies

The Bayesian game can be defined as follows, according to the formalism used
by Myerson [17]
r* = (N, Op;, Opy; D5 T; (P)ien » Pop,s Pop,> (Ui ien » Uop, s uopz)«
A randomized purchasing and pricing strategy profile for the Bayesian
game I'?, is any o of the form o = {(oi(dilt)), . .z Yi€EN, (oopj(dop]_|
top))a. cpo o cr.. Yi=1,2} which satisfies the following constraints (cf.
op; opjstop; op;j
[17]):
e for each consumeri € N, o;(d;|t;) > 0 and ZdieD, o;(d;|t) = 1;
o for each Operator j=1,2, oo, (dopj|t0p]) >0 and Zdop]_e Dey, P, (dopj|
zop],) =1.
In such a strategy profile, o;(d;|t;) (resp. aopj(dopjltop/_)) represents the condi-
tional probability that consumer i (resp. Operator j) would choose the action
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d; (resp. dop ), provided his type is #; (resp. fop ). In the strategy profile o, the
randomized pricing strategy associated with the type o, of Operator jis:

UOP,-(‘|t0P,) = (00Pj (dOletol’j))

dop].eDop].
and consumer i’s randomized purchasing strategy associated with the type ¢ is:

0i (|t)) = (0i(dilt)) g,ep, -

We introduce A(D;) (resp. A(Dyp)) as the sets of all the probability distrib-
utions on consumer i (resp. Operator)’s action space D; (resp. Dqp).

A Bayesian equilibrium of the game I'?, is any combination of randomized
purchasing and pricing strategies such that, for any consumer i and Operator j,
and for any type ; € T}, fop, € Top, (cf. [17]) the conditional expected utilities
U;(o|t;) and U(,pj_(a |t0p]_) are maximized. For consumer i, the optimization
problem takes the form

o;(.|t;) €arg max i(l_i, lop, s L t;
i) carg max 2. pi (t-i- top,  top, 1)

t—iatopl slop, € T_ix TOP] X TOPZ

XZ 1_[ gj (dfltf) Oop, (d0p1 |t°P1) X Oop, (dOPz |t0P2) Ti (dl) ui(d’ [)’ iGN;

deD \ jeN—i
)
Once Eq. 8 has been solved, consumer i expected utility becomes
Ui(olt) = > Pilt—i- top, - fop, |11)
t_slop; slop, eT_ix Top] X Top2
X Z 1_[ Gf(df|tj)U°P1 (dopl |t0p] )Uopz (dopz |t°P2) Ui(di|ti)ui(d’ t)'
deD \ jeN—i
Each Operator jneeds to solve the optimization problem
oop],(.|topj) €arg max Z popj(tl, by, .o N, topkltopj)

TOP]EA(anj) 1,12, oy €T1 X Ta X X Ty X Topy,

X Z (H oi(dilti) x oop, (d opk|topk)) Top, (dop,) Uop,(d. 1); )

deD \ieN
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where j, k € {1;2}, j # k. Once Eq. 9 has been solved, Operator j expected
utility can be infered as follows

Uop, (0 ltop,) = Z Pop, (11, 12, st Top, |fop,)

1,y IN,topkeTl ><T2><...><Topk

X Z 1_[ Gf(dflt/)UOPk (dopk |t0pk) UOPj (dopj|t0pj) uOPj (d’ t)'
deD \ jeN

4.2 Definition of the consumers’ game setting

We define the consumers’ type spaces, action sets, utilities and subjective
beliefs to introduce our Bayesian game.

4.2.1 Consumers’ type space

Consumer i’s subjective valuation of the offer b is contained in his reservation
price R(i, b). However, the operators ignore individual consumer reservation
prices. Using the survey results obtained for a representative panel of con-
sumers (cf. Section 2), the operators can infer the reservation price distribution
for each offer b of the global choice set, and on each market segment.

The associated complementary cumulative distribution function for offer b
on segment f indicates the probability that consumers are ready to pay P(b)
as maximal price to buy the offer; this measure will be denoted: Fp f(P(b)) (cf.
Fig. 1 for an illustration).

To simplify the analysis, we define for each offer b and on each market
segment f, three categories containing maximum admissible prices for the
offer b (cf. Fig. 2). It means that if the offer b retail price is above consumer
iI’s maximum admissible price, he will not buy it.

e The first class (£, = [0; n[) is defined for admissible prices between 0
and n; (the maximum admissible price being n; for this class); it is called

Fig.2 Consumer’s type for
the offer b when he belongs

to segment f Fb,f (nl) -------------- =

I_Tb_l (67 13} e o e R

reservation prce for oer b
My

0 My My 4
low inc. / interest middie inc. /interest  high inc. / interest

@ Springer



188 H. Le Cadre et al.

the low income / interest category, since consumers whose reservation
price belongs to it are not ready to pay very much to buy the offer
b, either because they are not interested in it, or because they lack
money.

e The second class (£, = [ny; ny[) contains admissible prices between n; and
n, (the maximum admissible price being n, for this class); it is called the
middle income / interest category.

e The third class (£3 = [n; n3]) bounds are n, and n3 (n; being the maximum
admissible price for this class can be chosen arbitrarily large); it is the high
income / interest category, since the consumers whose reservation price
belongs to the interval [n,; n3] valuate the offer b very much or are not
money-sparing.

The parameters n;, n,, ns3 € R, are exogeneous to the game. If we consider
a consumer i who belongs to segment f, then the complementary cumulative
distribution function associated to this consumer’s maximum admissible price
for the offer b, is depicted in Fig. 2. The three income / interest classes have
been defined exogeneously.

Actually, the consumer i type space T, coincides with these three classes,
ie., Ti={t= (1), 6Q),...t:(B)t:(b) € {Ly; L2; L3}}. Tt means that for
each offer in the global choice set B, consumer i’s private information is his
income / interest category. We note that a low income consumer might be
very interested in an offer and hence, belongs to the category 3; while a high
income consumer might be very reluctant to some technologies and belongs to
category 1 for some services.

4.2.2 Consumers’ action set
Each customer is characterized by the segment he belongs to, f € F. He can

choose between all the offers in B, and the possibility of not buying anything.
Customer /’s action space is therefore defined as

i = |d = (a0, 4@, .. daB)) <015},

where the |B|-dimensional vector d; has b-th coordinate d;(b) = 1 if customer i
buys offer b, and zero otherwise. Besides, x’ is the transpose algebraic operator
of vector x e R”, n > 0.

4.2.3 Consumers’ utilities

We let Pop (b1) and Pop, (b2) be Operator 1’s and Operator 2’s retail prices
for offers belonging to their choice sets: b € Bop, and by € Byp,. The utility of
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customer i, u;, depends on consumer i’s and operators’ choices, as well as on
the consumer i’s type (i.e., his income / interest class).

ui(d,t) = Z o,y (maxt;(b) — Pop, (0))di(b)1p,, (b)et)
beBop,

+ Y ey (maxs(b) — Popz(b))di(b)lPopz(b)eti(b)}
beBop2

—I—{ Z (1 — oy p)) max ;(0)di(D)1p,, (b)en)
beBOpl

+ Z (1 — aypy) max ti(b)di(b)lPupz(b)eti(b)} (10)

beBop,

The parameter o,y € [0; 1] expresses consumer i’s price sensitivity depend-
ing on his income / interest class for the offer b. For instance, on the class £,
(low income / interest), oz, will be near one; whereas for £3 (high income /
interest), oz, will be near zero. Consumer i will not buy the offer b if his
maximum admissible price is below the offer b selling price (Pop(b)). Besides,
he can either buy the offer that he values the most (the one associated with
the highest reservation price, i.e., part 2 in the consumer’s utility described in
Eq. 10), or choose to buy the one guaranteeing him the greatest benefit (part
1 in Eq. 10). If consumer i buys the offer generating the greatest benefit, we
speak about cannibalization. Indeed, in such a case, the idea of earning a great
benefit seems quite appealing to consumer i and makes him change his initial
need to a rather similar, but cheaper one. For example, if the triple-play offer
made of mobile / internet / tv proposed by Operator 2 is cheaper than Operator
1’s simple offers of wired-phone and internet, even though the consumer does
not need to buy a tv access, he will be tempted to buy it since the bundle is far
cheaper than the simple offers.

4.2.4 Consumers’ subjective beliefs

In the case of two competitive operators, as introduced in Section 2, two
attributes of class A!, i.e., fully comparable: the attribute of trust in Operator
1I’s brand / loyalty, and the attribute of trust in Operator 2’s brand / loyalty.
These attributes measure the consumer confidence in each operator brand /
loyalty, on each market segment. They contain the consumers’ beliefs about
whether the operator’s cheating probability is high (low confidence), or low
(high confidence). As described in Section 2, these attribute values have been
estimated for all consumers. On every segment f, the distribution of the
consumer trust in Operator 1 brand / loyalty is 7; ; and for the Operator 2,
we have: 7, ;.

Consumer i’s type realization is independent of the others’ and con-
sumer i has no prior information about the other consumers’ and operators’
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N
types; hence pi(t1, to, ..., li1, lip1, oy IN Lop, s Top, 1) = [ T2y jzi Pitj16) Piltop, |1:)

pi(topzm) = l_[j'\;Lj;ﬁi pi(t)) pi(topl) Pi(topz)s where pi(tj) = ﬁ and pi(topj) =
Z.f(tupj)

ST, where C is the operators’ type space.
SE! 3

4.3 Definition of the operators’ game setting

We define the operators’ type spaces, action sets, utilities and subjective beliefs
to introduce our Bayesian game.

4.3.1 Operators’ type spaces

The operator’s type space coincides with the cheating probability set. It is the

closed interval [0; 1] uniformly discretized* according to the stepsize ﬁ); it will

be denoted by C = {O; L EE HE TR 1]. The operator’s cheating probability
is private, i.e., known only by the operator. Each operator’s real cost for
every offer is a fraction of the offer selling price. Formally for any offer b
belonging to the operator’s choice set, we have the relation: (1 — o) Pop(b) =

Cop(b) & 1 —top = ;‘::((i)), where t,,(b) € C is the operator’s type or cheating

probability. The cheating probability means that the operator can cheat on his
(her) quality, i.e., the offer retail price is not necessarily linked to the operator’s
investment in the offer quality. For instance, an operator using his (her) brand
reputation might try to sell a low quality offer at a high price, pretending
that it is an excellent quality product. In fact, the idea of introducing cheating
probabilities comes from Akerlof’s paper [1] where sellers commercialize good
used cars and defective used cars (lemons). The buyer of a car does not know
beforehand whether it is a good car or a lemon. In our article, the offer’s true
costs can be compared with the used car’s quality. Besides, cost can be seen
as a measure of quality since it represents the operator’s investment level in
technologies and QoS improvement. As in [1] and [9], the operators have
some incentives to cheat about their real costs, i.e., the offer prices do not
reveal their true manufacturing costs. Hence, our model deals with information
asymmetry, since the operators know more about the offer’s true costs than the
buyers and, the operators ignore each other’s cheating probabilities. As in [1],
incentives exist for the seller to pass off a low quality offer to an expensive
one sold as being of high quality. However, the introduction of brands might
play the role of guarantees for the buyer. Since each buyer associates a level
of trust with a brand name / loyalty. Indeed, a high cheating probability is not
always profitable for the operator: if the operator chooses to invest few funds
in the production of his offer and sells it at a high price, then the consumers
will be disappointed and by word of mouth effect, no one will trust anymore in
the operator’s brand name / loyalty. Consequently, the consumers’ reservation

4The discretization step can be fixed arbitrarily. Here, to fix the ideas, we choose %.
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prices will decrease and the operator will be forced to lower his prices. Then, a
compromise has to be found between brand reputation / loyalty preservation
and the cheating probability. Due to these guarantees, our market model can
be considered as an extension of the well-known lemon market.

The profit of the operator (Pop(b) — (1 — top) Pop(b)) is then the difference
between the selling price of the offer and this price coefficiented by his (her)
type. This latter term represents the hidden offer cost.

The operator’s types are independent since they have no prior information
about the cost structure of their rival. However, the operators use the publicly
known results of the survey (cf. Section 2) to infer some information about the
other players’ hidden information.

4.3.2 Operators’ action sets

The actions of operators are represented by the prices at which they sell their
offers. But those prices often do not reveal their real costs, which could include
equipment maintenance, advertising / content investment [15], interconnexion
contracts, etc. Each operator chooses a price for each of his (her) offers in a
finite discrete set: P C R . If the operator selects market share expansion as
his (her) marketing strategy, he (she) sells his (her) offers at the same price
on each market segment; however, if he (she) prefers a marketing strategy
based on multi-level price discrimination or segment targeting, the operator
should envisage to sell the same offer at different prices on each market
segment. For instance, the operator can propose some rebates on an offer to
students (segment 1), or to those who do not have a computer at home and are
unfamiliar with internet use (segment 4).

If the operator chooses the same price for each market segment, he gets an
action space of the form

Dop = {dop = (Pop(l)» Pop(z)’ L) Pop(|Bop|))t | Pop(b) €P, Vb e Bop} ’
where the |B,p|-dimensional vector d,, has b-th coordinate dop(b) = Pop(b) €
P, which contains the offer b selling price.

Another possibility for the operator is to discriminate between the customer

segments and price the offers differently on every market segment, in which
case we get

Pop(15 1) Pop(1;2) ... Pop(1; F)

Pop(|Bop|; 1y Pop(|80p|§ 2)... Pop(|80p|§ F)
where Py, (b; f) € P, Vb € Bop,Vf e F ¢,

dop(b, [) = Pop(b; [) is the offer b selling price on the market segment f.
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4.3.3 Operators’ utilities

Three marketing strategies are available for the operators: (i) market share
expansion, (ii) segment targeting, (iii) multi-level price discrimination. Hence,
his (her) utility can take different forms.

e [f he (she) selects a market share expansion strategy, his (her) utility is the
sum of the realized profits provided the consumers have bought his (her)
offers

N
Uop(d, 1) = Z (Pop(b) - Cop(b)) <Z di(b)lPop(b)Et,-(b)> (11)
i=1

beBop

where 1p, p)eip) = 1 if the offer b price Py, (b) belongs to the consumer i
admissible price interval ¢;(b); it is zero otherwise.

e If he (she) prefers a strategy based on market segment targeting, the
operator should valuate each segment potential interest for his (her) offers
and determine the retail prices which would provide the greatest profit on
the most profitable segment

N
top(d, 1) = max 3= (Popls ) = coplbs ) (Z di(b)ic fmpop<b;f>e,i(b>)

beBop i=1
(12)

where Lic fnp,, o freny = 1 if consumer i belongs to the targeted interval
f and the offer b price (Pop(b; f)) belongs to the consumer i admissible
price interval (#;(b)); it vanishes otherwise.

e Finally, if the operator uses multi-level price discrimination, he (she) has
to optimize the offer retail prices on each market segment

N
top(d ) =Y Y (Poplbs ) = coplb: 1)) (Zd,(b)lpop@:fw,w))-

feF beBqy i=1
(13)

We recall that (1 — top) Pop(b; ) = cop(b; f), Vb € Bop, Vf e F and
top € C.

4.3.4 Operators’ subjective beliefs

Operator j’s subjective belief about the other actors’ types can be defined as
N . s

pop/_(tl, b, . IN, topk|t0p]_) =11, pop]_(ti|top]_) pop/_(topk|t0pj) since conditionally

to his (her) type fp , the other operator’s cheating probability and the con-
sumers’ types are independent from each other.
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We start by defining Operator j’s subjective belief about his (her) rival
(Operator k). The Operator j has no prior information about his (her) rival’s
type; hence, he (she) uses the consumers’ advices about his (her) rival’s loyalty,
i.e., the estimated densities characterizing the consumers’ levels of trust in
his (her) rival brand / loyalty on every market segment. Then, Operator j’s
subjective belief about Operator k’s type (cheating probability) is:

pop]_(topk |t(,p]_) = pop!(top ) since his (her) subjective belief about the other’s

type is independent of his (her) own type
— 77( f(topk)
feF ZA‘EC ﬁyf(S)

Second, we define Operator j’s subjective belief about consumer i’s
type (i.e., interval of maximum admissible prices): pop/,(t,-|top],) = pop],(t,-) =
[lpen , Pop,(ti(b)) since Operator j’s subjective belief about consumer /s type

opj

is independent of his (her) own type and consumer i’s type associated to each
offer b of the global choice set are independent from each other. Information
about the consumers are stored in huge data-bases and the consumer segmen-
tation has been realized off-line, i.e., each operator knows to which segment
consumer i belongs. Then, for each offer b of Operator j’s choice set, the
operator’s subjective belief is defined as:

1 — Fp (ny) — Fy £(0) ift:(b) = L,

Pop,(ti(D)) = { 1 = Fp 1(n2) — Fy (m) if ti(b) = L,
1 — Fp r(n3) — Fp ;(n2) ift;(b) = L3

provided consumer i belongs to the market segment f; € F.
4.4 Approximation of Bayesian equilibria using simulation

In our model, the utility functions are quite complex, and differ for the various
players. Besides, the action and type spaces are quite large.” Hence, it is
difficult to compute analytically Bayesian equilibria. Tools are available to
help solving finite extensive or normal form games [10]. However they are
not designed to handle the general or more complex cases. An alternative
to provide some solutions might be to introduce simulation in the game
to approximate the equilibrium. Indeed, [10], Holenstein uses simulation to
approximate the equilibria in an auction game, where the players’ types and
the action spaces of both players are continuous. Cai and Wurman [5] employ
Monte Carlo methods in sequential auctions to sample the type space of the
other agents and then solve numerically the resulting complete information
game. Since in our model, the equilibria cannot be computed analytically,

3The global type space has a cardinal of 3VBl |C|?; the global action set in the worst case, i.e., if
both operators price discriminate between the segments, is of size: 2/VI8I IPlF Bop, | |73|F Bop, |
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we play a dynamic game between the different actors. Each player responds
to the others’ actions, using a best response strategy. The idea is to sample
the player’s type space and then, the other players’ strategy profiles being
fixed, to determine the randomized strategy which maximizes the player’s
expected utility. Since the player’s randomized action space is quite large,
we use Monte-Carlo simulation to maximize his (her) expected utility. The
algorithm is described in detail in Section 4.4.1. Our aim is to approach a
Bayesian equilibrium. This approach is myopic since it does not consider future
consequences of the players’ actions, and uses Monte-Carlo methods, which
enables us to introduce an underlying Markov chain. Finally, the introduction
of a Markov chain enables us to develop convergence proofs in Section 4.4.2.

4.4.1 Description of the Best Response algorithm

We take the point of view of Operator 1, since he is the leader and tries to
forecast the two-level game outputs to determine his expected revenue and
the best marketing strategy for him. To approximate the Bayesian equilibria,
we use his private information and subjective beliefs about the others’ types.
The algorithm that we introduce, has already been used by Holenstein [10] and
Robert [19], and is made of two parts (Algorithm 1 and Algorithm 2). Algo-
rithm 1 samples the players’ type spaces. For each player, a type is drawn while
the strategies of the others are fixed. The player’s type being simulated and the
others’ strategies remaining fixed, it calls Algorithm 2 to determine the player’s
best response, i.e., the randomized pricing strategy or purchasing process,
maximizing his (her) expected utility. Algorithm 1 is iterated until it reaches
a convergence criterion. A temperature parameter is introduced and set to a
predefined value: Temp(0) < +oo. Itis updated at each iteration of Algorithm
1 according to a decreasing function, e.g., Temp(t + 1) = exp (—Temp(t)). It is
used in Algorithm 2 to define the Acceptance-Rejection (AR) rule and hence,
avoids getting stuck in local extrema defining the player’s best response to the
others [19, 22]. This rule is issued from the well-known simulated annealing
method [8].

e If player i is consumer i;
the AR rule means that if o*(.|t;) improves player i’s utility, i.e., U (c*[t;) >
Uz (o™]t;) then the Algorithm accepts o*(.|t;) with probability 1, otherwise
it is accepted with probability min {1; exp {— [W]}} At
time instant # in Algorithm 1, consumer i’s best response obtained as output
of Algorithm 2 is updated to 6, (.|t;) = ai(lter‘"“) C1t).

e If player i is Operator i;
the AR rule means that if Ogp, (Iop,) improves player i’s utility, i.e.,
Usp, (0*|top) = Us, (0®|top) then the Algorithm accepts o5y, Cltop,)
with probability 1, otherwise it is accepted with probability

. Uz, (0P top )= Ul (0*|top, . . . .
min {1; exp {— [( o, Vop) ~ Yo (] p’)):| } } At time instant ¢ in Algorithm

Temp(r)
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1, Operator i’s best response obtained as output of Algorithm 2 is updated

t Iterma
to chp)( |t0p,) Uo(per )(-|top,)-

Algorithm 1 Bayesian equilibrium approximation

Set time ¢ = 0, and intialize the temperature: Temp(0) = 1.

The players’ strategies are initialized according to a uniform distribution on the action
spaces:

o Vdilt) = 7> Vi€ N and oo (dop,ltop,) = ‘D TVi=12.

While the norm of the players’ conditional strategles changes by more than a fixed
constant ¢,

for each player i (either consumer or operator),

e if player i is a customer belonging to segment f;, sample his type according to
the multinomial density #;(b) ~ M(l; a- Fb’fi(nl) — Fb,ﬁ.(O)), 1 -

Fy.1(n2) = Fy_p(n1)), (1 = Fy_f.(n3) — Fb,f,.(nz))); it means that the
probability that i belongs to the category 1 for offer b is )
1 — Fp ;(n1) — Fp, £,(0), to the category 2, itis 1 — Fp r.(n2) — Fp £(n1) and
to the category 3: 1 — Fb,f,-(”S) - Fb,ﬁ.(ng).

e If player i is Operator i, then his type is sampled according to the multinomial

T (0) T/(l) .
density M (1 D fer ST ® T YOIk w2 feF ST f(s)) it means that the

probability for Operator i’s cheating probability to be § € C is
Z T [(S)
fEf Zsec T f(S)
e Then, determine the best response given the other players’ strategies (via
Algorithm 2).

e Update player i’s strategy profile.
End
t =t+ 1, update the temperature which decreases according to a pre-defined law,
giving: Temp(¢ + 1).
End

Algorithm 1 stops when the norm® of the players’ conditional strategies does
not change by more than a fixed constant, i.e.:

1
oV ey — ol

A

e,V eTi, VieN, ¢

v

0 if player i coincides with consumer i

1
loo™ Cltop,) — o8 Cltop)

IA

&, Vigp, € Top,, i=1,2, ¢

v

0 if player i is Operator i

where a(')( |t;) € A(D;) and am( |t0p) € A(D,p) are the randomized purchas-
ing strategy and the randomized pricing strategy vectors of consumer i and
Operator 7, conditionally on his type #; (resp. fop, ).

OWe use the L2-norm defined as || x| = > |x;|? but other vectorial norms might be used.

@ Springer



196 H. Le Cadre et al.

n
o
o

Fig. 3 Convergence of the 60
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Algorithm 2 o g
50
0 100 200 300 00 100 200 300
number of cycles in algo.1 number of cycles in algo.1

n
o
o

© ©
o o

~N
o O

Op.1 expected utility
®
(4]

J
o

o

5 10 15
max. of samples in algo.2 (*1000)

Algorithm 2 is run for a maximum number of steps called Iterp,. It is
defined a priori but we check in Fig. 3 that a higher size for the maximum
number of samples drawn in Algorithm 2, increases Algorithm 1 convergence
to the equilibrium strategies.

4.4.2 Proof of Algorithm I convergence

In this proof, we assume that player i denotes indifferently consumer i or
Operator i. At time step ¢ in Algorithm 1, the output of Algorithm 2 is kept
in memory: 6" (.|t;) := ai(her“"“)(.|t,~).

Player i’s state space is made of all the probability distributions on the
action space D; (D, for the operator): A(D;) (resp. A(Dgp)). To prove the
Algorithm 1 convergence, we have to assume that player i’s state space is finite:
Si € A(D;) and |S;| < +o0 (resp. Sop S A(Dop) and [Sep, | < +00).

In Algorithm 2 to compute the player’s best response, the instrumental
density g, is a multidimensional normal density which has been discretized
on player i’s state space S; or S, if player i is an operator, and centered in
the last accepted randomized-strategy profile for the considered player. g is
used in Algorithm 2 to generate a new conditional randomized strategy for
player i, and its parameters are updated at each iteration step of Algorithm 2.
Consequently, in Algorithm 2, for each player i, conditionally to his type, the
others’ strategies being fixed, the process is a Markov chain.

Theorem 1 We suppose that Itery, is chosen sufficiently large to guarantee that
Algorithm 2 solutions coincide with the players’ best responses. Assuming the
finite dimensionality of the strategy spaces S; and S,p,, and the irreducibility of
the conditional chains for each player, the algorithm converges to a Bayesian
equilibrium.
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Algorithm 2 Determination of the best response

Initialize player i’s randomized strategy profile: oi(o)(.It,-) (or aégi(.ltopi)), while the

N + 1 other players’ strategies remain unchanged. If # > 2 in Algorithm 1 then player

i’s randomized strategy is fixed to the optimal strategy obtained in the last step of Al-

gorithm 1: cri(o) lt) = ai(tfl) (.|t if player i coincides with consumer i and o((,gf (-ltop,) =
(t—1

Oop, )(.|t0pl.) if player i is Operator i. Compute the associated expected utility
e if the player is consumer i
©),_( (t)
Ui (G( )|ti) = Z pi(t—i, toplstopzm) Z [ 1—[ O'/' (dj|tj)

(t,,;z(,p1 ,topz)eT,,-xTop1 x Top, deD jeN_;

0
%083, (dop, o, 789, (dop, top, o1 dilt) ui(d. 0,
where, 1; is player i’s type, drawn according to the initial marginal distribution,
in Algorithm 1.
e if the player is Operator i

O (0 _
Uop, (0P top,;) = Z Pop, (11 -+ IN. top, ltop;)
t‘ET] X... X TthopkeTopk

x Z { 1—[ G;t)(di“f)aégk (dOPk|t0Pk)}U(()g?(dop,"topi)uOPi(d’ t)

deD \ jeN
where Operator i’s type fop, has been generated in Algorithm 1.

For k from 0 to Tterpyx,

sample z ~ Ujo.17 ,

and sample o7 (.|t;) ~ q (ai*(.|t,-) | ai(k)(.|ti)) if player i coincides with consumer i and
agpl_(.uop,.) ~ q <rrgpl_(.\topi) | a(()g(.uopi)) if player is Operator i.

At each step, compute the expected utility: U7 (c*|t;) (or Ugp, (0*|top,)) taking into

account the other players’ strategies which have been updated at the ¢-th iteration in
Algorithm 1. The AR rule is:

e if player i coincides with consumer i
. Ui (0 1) - U 0" 1)
Ifz<m1n{l;exp{—[( ( Terlp(t) ) ’
then:
k+1 k+1
ol V() = of () and ULV () = Ut *10).
Otherwise, ™V (|t = 0P (Jtyy and UV (1) = UP (0 P1y).

e if player i is Operator i

1f 2 < min [1;exp - Lol ) Ui oTten)) )

Temp(r)

then:
Ué];’j—l)('ltopi) = USP;('IZOPI') and U‘(J]l(’j—l)('nopi) = USP;(G*UOPI')'

Otherwise, o3y, (Itop,) = 085 (-ltop,) and USy™ (ltep,) = Ut (o®ltap,).
° End

End
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Proof of Theorem 1 It can be found in detail in Appendix O

Numerical illustration We start by defining the model’s exogeneous parame-
ters. We let N = 1000 be the number of consumers, the three category of
interest / income upper bounds are: n; = 10, n, = 30, n3; = 100. We choose
arg, =09, ap, =0.5, and oy, = 0.3. Operator 1 is integrated and already well-
known on the market. He uses multi-level price discrimination as marketing
strategy and his cheating probability is 1—10. Operator 2 is a small new entrant.
Her marketing approach is based on segment targeting and her cheating
probability is .

At the top of Fig. 3, we observe the convergence of both operators’ expected
utilities conditionally to their types, i.e., Uy, (o 1) = 173.5 while Us, (o] &) =
60. It shows the convergence of the operators’ expected utilities conditional to
their types, in around 300 iterations of Algorithm 1.

At the bottom of Fig. 3, we have represented Operator 1’s expected utility
(his type being fixed to ;) as a function of the sample size (Iterya) used
in Algorithm 2, with a fixed number of 300 cycles in Algorithm 1. The
convergence rate of Algorithm 1 increases with the number of samples used
in Algorithm 2. With Itery,x > 8000, the Bayesian equilibrium is reached for
300 iterations in Algorithm 1. Indeed we have more chances to determine the
optimal randomized pricing strategy if the random walk describes a larger state
space. Besides, the acceptance rate, i.e., the fraction of proposed samples that
is accepted in a window of the last Iter,,, samples, at a fixed temperature, is of
around 23% for all the players.

To determine the complexity of Algorithm 1, we first note that it contains
N + 2 cycles to cover all the players and for each player, there are Itery.x +
1 iterations to run in Algorithm 2. The problem now, is to determine when
Algorithm 1’s stopping criterion on the conditional strategies is reached.

For each player i, in each iteration k of Algorithm 2 and for ¢ large
enough, the probability that the new strategy vector be accepted con-
verges: P[o;(.|t;) accepted] — exp (— W) =exp(— m), since
Ui(c®(.|t;) — Ui(c*|t;) is bounded and the temperature updating rule is
Temp(t) = exp(—Temp(t — 1)). In each cycle of Algorithm 1, a type ¢; is drawn

for each player i. If we assume that either the algorithm has stopped, or o;*(.|#;)
has been rejected; we have the following relation: ]—L]i Tz P[|aiher"““ (.|t —
V()| < €] > [T Plo/(.|t:) rejected].

Hence, P[Algo.1 stops] > (1 —exp (— 1 ))N+2

xp(—TempG=1)) . Practlcally, if

Temp(t — 1) = log ( — log (1 — exp (%))) then the probability that Algo-
rithm 1 stops is larger than 0.95. For instance, in our numerical illustration

log (—log (1 — exp (10}%&(2)5 ))) = 2.3. Consequently, the algorithm complexity is

of the form O (N + 2)Iter,,x) where r is the time needed to decrease the
temperature up to log ( — log (1 — exp (1"]%,3(2)5))).
In our numerical illustration, the computational cost, i.e., the average time

needed to reach the equilibria, is around 3 hours.
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5 First level: computation of the providers’ marketing strategies

The second level of the game has been run for each combination of marketing
strategies: sop, for Operator 1 and sop, for Operator 2. As outputs, we have ob-
tained the optimal randomized strategies oy, s,,, and the operators’s expected
llltiéities conditional to each possible type, i.e. Uop, (sopy 5oy |t0p]_), Vigp, €C, j=

Now, each operator aims at defining his (her) most profitable marketing
strategy between: (i) market share expansion, (ii) segment targeting and (iii)
multi-level price discrimination. Operator 1 is integrated, i.e., he is initially
more powerful than Operator 2 who is a new entrant on the telecommuni-
cation market. The game can then be identified with a Stackelberg one under
uncertainties; Operator 1 starts by fixing his marketing strategy, then Operator
2 arrives on the market and has to determine which marketing strategy to
choose under uncertainty. Operator 1 can be seen as a leader, while Operator
2 is a follower.

Once more, we proceed by backward induction.

e First, Operator 2 should solve the following optimization problem for each
of her type:

max } Z popz (topl |IOP2) Z G°P1 (S°P1 |[0P1 ) U0p2 (O-Sopl »Sopy |IOP2)

Sop, E{Exp.,Target,Discr.
opy P g fop, € c Sopy

(14)

where aopl(sopl |t0P1) € {0; 1} and Zsople{Exp.,Target,Discr‘} 00P1(S0P1 |t°P1) =1,
i.e., each operator has to choose a pure marketing strategy.

As output, Eq. 14 advises Operator 2 about which marketing strategy to
use as a function of her type, i.e., we get

Sep, - C = {Exp., Target, Discr. }

[opz = Szpz (IOPZ)

e Then, we assume that Operator 2’s marketing strategy (szpz) is fixed.”
Operator 1, as the leader, should solve

max U (o , It ) 15
Sop; €{Exp.,Target,Discr.} oP1 Sopy +Sopy (lupz) oP1 ( )

7We note that it might be impossible for Operator 1 to infer Operator 2’s cheating probability from
the sole observation of her marketing strategy. For instance, if C = {0.1; 0.5; 0.8} and if Operator

101
2’s randomized marketing strategy obtained as output of level 1 is the following: oqp, = (0 1 O)

000
then if Operator 2 chooses the first marketing strategy, Operator 1 cannot infer her hidden
100
information. However, if oop, = (O 1 0) then Operator 1 should easily guess Operator 2’s type.
001
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Table 1 Bayesian game
outputs, fop, = 1 Op Op.2 . T
P14 Expansion Target Discriminate
Expansion (80, 180) (50, 70) (600, 200)
Target (5, 180) (580, 570) (350, 380)
Discrimate (8, 400) (10, 300) (10, 390)

The optimal marketing strategy for Operator 1 is denoted: Sop, (fop, » Top,)-

Practically, for each couple of cheating probabilities (Zop, , fop,), Once Oper-
ator 1 has revealed his marketing strategy Sp, (fop, » Top, ) Operator 2 should
choose the marketing strategy maximizing her expected utility; she has to con-
sider a system of three equations, one for each available marketing strategy.

1. If Operator 2 selects a market share expansion strategy (sop, = Exp.),

Z Pop, (top, ltop,) Uop, (Gsépl Exp.ltop,) (16)

lop, €C

with szpl = arg maxy,, Uop](o—s(,pl Expltop,);
2. If Operator 2 prefers a multi-level price discrimination strategy (sop, =
Discr.),

Z pop2 (top] |top2) ljop2 (053P1 ,Discr. |top2) (17)
top, €C
with Sop, = argmaxg,, Uop, (crsop] ,Discr|t0pl)§
3. If Operator 2 uses a segment targeting approach (s.p, = Target),
Z Pop, (top, ltop,) Uop, (Us:pl Target|op, ) (18)
fop, €C

with szpl = argmaxy, Uop, (O’SUP] ,Target|topl);

Numerical illustrations In a first part, we restrain the cheating probability set
to the following one: C = {1; ; 2; 1}. Since Operator 2 is new on the market;
she is forced to choose % as cheating probability; it provides her a guarantee
to make profits and to survive against Operator 1. Each operator chooses a
unique strategy between the three available marketing strategies: market share

expansion, segment targeting or multi-level price discrimination.

Table 2 Bayesian game
outputs, fop, = + ol Op2 ——
P12 Expansion Target Discriminate
Expansion (80, 190) (50,5) (600, 70)
Target (5, 80) (580, 10) (350, 90)
Discrimate (8,3) (10, 200) (10, 60)
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puts, fop, =3 Expansion Target Discriminate
Expansion (80, 90) (50, 5) (600, 30)
Target (5,70) (580, 5) (350, 3)
Discrimate (8,3) (10, 50) (10, 5)

In Tables 1, 2, 3 and 4 we have computed the operators’ expected utilities,
Operator 2’s type being fixed to % while Operator 1’s type takes all the
possible values in her type space, C. Each element of the payoff matrix contains
Operator 1’s expected utility and Operator 2’s expected utility conditional to
her true type.

If we look at the Tables 1, 2, 3 and 4 and, by application of the set of Egs. 16,

17 and 18, we get the following successive expressions.

e [If Operator 2 chooses an Expansion strategy, then Eq. 16 becomes
13 13 3(3 3 )
Pop, Z Z 80+p0p2 5 Z 90+P0p2 Z Z 90 + Pop, 1 Z 20,
e if Operator 2 selects a multi-level price discrimination strategy, she gets
1|3 1|3 313 3
po (53 2004 (5[ 0 . (315) 04 £ (1) 2

e if segment targeting is selected as marketing strategy for Operator 2, we
have

113 1(3 313 1
Pop, ZZ 570-’-[701)2 EZ 10+p0p2 ZZ 5+pop2 15 20.

puts, fop, = Expansion Target Discriminate
Expansion (80, 20) (50,5) (600, 2)
Target (5,3) (580, 2) (350, 2)
Discrimate 8, 1) (10, 20) (10, 3)
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Using these set of relations, we infer that the multi-level price discrimination
strategy is always worse than the others for Operator 2. Besides, the target
strategy is prefered to the expansion one if and only if

372x — 162y > 67z + 18

113
=ron |53
113
Y = Pop, 517

3|3
e=ren 33

x+y+z=<1

x,y,y>0

and, in the reverse case, the expansion strategy is better than the target one.

In a second part, we proceed the same way as described in Egs. 16, 17
and 18. However, Operator 1’s cheating probability spans a large number of
values in the unit interval [0; 1] (idem for Operator 2). We aim at determining
the most profitable marketing strategy to use for Operator 1 in each possible
couple of cheating probabilities (i.e., the one maximizing his expected utility
conditionally to his type).

Practically, the cheating probability usually depends on the operator size /
power in the relation Operator 1-Operator 2: if the cheating probability is
small, the operator has a big structure, i.e., he is powerful; if the cheating
probability is of middle-value, the operator is not too powerful in the relation
Operator 1-Operator 2 (he (she) does not cheat too much because he (she)
already has some money issued from other business areas, for instance tv
access, beverage or airline tickets sellings; but needs to expand his market
share / increase his (her) revenue); finally if the cheating probability is high,
the operator needs to make big profits as soon as possible, i.e., it may be a
small new entrant, or a virtual network operator lacking funds.

Using Fig. 4, we infer that

e when both operators are small or equally powerful, they would rather use
a market share expansion strategy to extend rapidly their market shares
and try to survive on the market;

e when the considered operator is big, he (she) systematically uses a multi-
level price discrimination strategy. Indeed, since the other operator does
not represent a threat, he (she) tries to add value to his (her) brand by
differentiating between the segments;

e when the considered operator is of middle-size while the other is a threat
for him (her), he (she) would rather use a segment targeting strategy. To
survive on the market, the operator wants to differentiate from his (her)
rival by capturing market niches.
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Fig. 4 Most profitable Op.1 marketing strategy regions
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6 Conclusions

In this paper, we have presented a way to model customer preferences using
discrete choice theory for telecommunication operators willing to propose
offers and in particular, bundles, on the market. Using information taken from
a panel of customers, we have developed in Section 2 and in [14] an approach
based on data augmentation and Bayesian networks to help an operator to
price optimally his offers, in order to maximize his revenue. But this study
was in the case where no competition was carefully modeled among operators.
For this reason, we have studied in this part the case where operators propose
substitutable offers and compete for customers. Customers participate into
the game by selecting the provider the most relevant to them, using the
previously studied preference model. A two-level game is introduced. Due to
the uncertainties involved, the second level is modeled as a Bayesian game,
and the resulting equilibrium analyzed. The first level of the game enables
the operator to identify the marketing strategy maximizing his (her) expected
revenue under uncertainties about his (her) rivals’ behaviours and private
information.

The paper might be extended by introducing alliances between the oper-
ators, e.g., one of the operators might lack network facilities and become
a virtual operator on the network of his rival. Then, some contracts could
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be introduced between the operators and the utilities modified accordingly.
Another difficulty might be to define a dynamic model dealing with consumer
preference evolution and learning the rival’s private information by observing
his (her) strategy and revenue evolution. To tackle such approaches, stochastic
programming has been employed by Audestadt et al. [2], or Stackelberg game
theory (cf. Leleno and Sherali [16]) with partial feedback (cf. Cesa-Bianchi and
Lugosi [6]).

Acknowledgement The authors thank the reviewers and the Editor for helpful comments.

Appendix

Proof of Theorem 1 The proof is inspired from [22], who proves the conver-
gence of a simulated annealing algorithm for multiobjective optimization prob-
lems. Here, we do not use a classical simulated annealing algorithm and the
incomplete information framework adds some difficulties to the convergence
proof. Player i indifferently refers to consumer i or Operator i.

(1) Definition of Algorithm 2’s underlying Markov chain transition
probabilities.

Let B* be the set of Bayesian equilibria associated with our game. We
consider player i. At the temperature Temp(?), we suppose that the type #; € T;
has been drawn. In Algorithm 2, conditionally to the type t;, we choose an
Acceptance-Rejection (AR) rule similar to simulated annealing algorithms (cf.

[19]):

Ur ) —Ur t;
Ai(sy,87) = min{l;exp <—|: I(SI|TZ:mp”; (52| )]>} , Vs, 52 €S8 (19)

Let a*, be the positive part of the real number a:

+ _ Ja, ifa>0,
~ 10, otherwise.

Using this definition, Eq. 19 can be simplified to give

Ur(si|t) — U? t; +
Sl (t; (s2] )] } s s e S (20)

Ai(s1,82) = exp {— |:

Temp

At the iteration k, the probability associated with the simulation of the

probability vector s,, starting at s;, and conditionally to the type ¢ for player i, is

q(.|s1). Itis anormal density centered in s, with covariance matrix X. Then, the

generating matrix G; associated with the random walk generating distribution
q, is of form

exp (—3(s2 —s) " (52 — 1))

Yes exp (=36 —s)TE (s —s1))

Gi(s1,8) = (21)
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Note that G;(s, s2) = Gi(s2, s1) , since the strategies are drawn according to
a normal density symetrically distributed around the origin.

Using the acceptance probability defined in Eq. 19 conditionally to the type
t; and the generating matrix definition in Eq. 21, we get the expression of the
transition probability from the state s; to the state s,, for player i

Gi(s1, $2) Ai(s1,82) , if 55 # 51,
Pi(s1,8) = y1— Pi(sy, 9). (22)
s€S;i—{s1}

Let P;(#), be the matrix containing the transition probabilities issued from
the algorithm, which generates the Markov chain {Xi(k)(ti)}k, for player i,
conditionally to his type ¢;, at the temperature Temp(¢). Then

x® = [xPa e S lyeT), ieNUOp, UOp,

contains the set of Markov chains, generated for each player, conditionally to
every type.

(2) Identification of a stationary distribution for the underlying Markov chain.
Recall that if the distribution 7 satisfies (cf. [8]),
n(s1) P(si,52) = 7(s2) Pls2,51) , Vs1,5 €S, (23)

then it is stationary. Assume that G; generates an irreducible Markov chain
for each player i conditionally to his type #;. Then, the associated matrix G;,
will be called irreducible. Since P;(sy,s;) > 0, the associated Markov chain is
irreducible and aperiodic. Then, there exists a unique stationary distribution.
Hence, if we determine an invariant distribution for the probability transition
matrix, it is the limit distribution towards which the chain converges.

Recall also that Boltzmann’s distribution (cf. [8]) is a probability distribu-
tion on the action strategy space which puts most of the weights on the states
(here, the randomized vectors), maximizing the player’s objective function.
The Boltzmann’s distribution for player i, conditionally to his type ¢;, is defined
as follows:

Ui(s11t)
exp [Temp(z) ]

Ui(slt)
S| Tt

S€S,‘

Bi(s1) = , V51 €S, (24)

We have already seen, using weight symmetry that, G;(s1, s2) = Gi(s2, 51),
vt; € T;, Vi € N UOp, UOp,. Consequently, to prove that the Boltzmann’s
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distribution is invariant for our transition matrix, i.e., Bi(s1) Pi(s1,s2) =
,3,'(.5'2) P,'(Sz, Sl), it is sufficient to show that ,Bi(Sl) Ai(Sl, S2) = ﬂ[’(S2) A,’(Sz, Sl).
We indeed have

Ui(si1]t)
EXP | Temp(s i —U; +
Bi(s1) Ai(sy. 52) [T p()] o [_(Uz(S1|I1) Uz(82|f1)>:| ,

Zex |:_ U;(s|t;) ] Temp(?)
P Temp(?)

SES,'
Ui(salt)
_ exp [Temp(’)] Ui(s1lt;) — Ui(salty)
- Zex Ui(slt) Temp(?)
P Temp()

SES[

xexp | — <Ui(51|ti) — Ui(Szlli)>+
P Temp(r) ’

But, each real number a € R can be written under the form, a =a™ —a~
with at, a= € R*. It gives us a™ =a+a~. But a~ = (—a)*. Hence, we infer
thatat =a+ (—a)™.

By application of this identity in the Eq. 25, we get

x| — (Ui(S1|li) - Ui(~92|ti)>+ —exo | — [Ui(sllti) — Ui(Szlli)]
P Temp(t) =P Temp(t)

" |:U,'(S2|[i) — Ui(S1|ti)i|+
Temp(r) .

(25)

Using simplifications, it gives:
Bi(s1) Ai(s1,82) = Bi(s2) Ai(s2.51).
Then, B; is a stationary distribution for the Markov chain associated with
the transition matrix P;(#;). For every player i, conditionally to each type t; €

T;, since we assume that G; is irreducible, the Markov chain issued from our
algorithm converges towards the stationary distribution, ;.

(3) Proof that Algorithm 1 converges to a Bayesian equilibrium and that it is
unique under irreducibility of the generating matrix G;.

Now, we want to check that asymptotically §; is a Bayesian equilibrium, i.e.,
that the algorithm converges.
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Indeed, by definition [22], we say that the algorithm converges with proba-
bility one if and only if:

lim P[{x® e B} = 1. (26)

Temp—+0

We note BR;Z), the set of player i’s best responses, conditionally to his type

t;, at the time instant ¢, at the temperature Temp(#). This set contains the

probability vectors maximizing player i’s expected utility, conditionally to his

type f;, the strategies of the other players being fixed. We note U} (t;), player

i’s expected utility conditionally to his type t;, for every element of the best

response space, BRl@. Using these definitions, Boltzmann’s measure at the
time instant ¢, becomes:

exp [Utsis
Bi(s1) = 27)

[ U1ty ]’
ersi eXp _TC‘mpIm:I

exp [*Uf(ti)JrUi(Sl \fi)]
Temp(r)
= [ —U* (1) +Ui(s|t) <1s163721(»” + ls,es,-—BR,‘.”) ’ (28)
2ses, €XP Tem—p(t)]

1

= 1
> —Ul @)+ UGl | sEeBRy
ses; XP | Temp®

=U; (t)+U;(s1 1)
Temp"”

exp [
=U; (t;)+Ui(s|t;)
D ses, EXP [Tpm

As the temperature decreases towards 0, the second term vanishes, since
Ui(si1t)) < Ur(t;). Under this hypothesis, we have:

+

] 13] ES,'*BR,‘ . (29)

1
BRY] L csro-

Hence, Algorithm 1 converges.

In the case of a finite dimensional Bayesian game, there always exists a
Bayesian equilibrium (cf. [17]). Provided B* C x;cn,S; , for t large enough,
BR", the set of the best responses obtained using our algorithm, is either
empty, either identifiable with a Bayesian equilibrium provided it converges
(cf. [10]). Consequently:

lim P[X®eB]= lim P[X®eBRY] = 1. (30)

Temp?” -0 Temp®” -0

Besides, since the Markov chain is supposed irreducible and aperiodic, there
exists a unique stationary distribution, which means that the Bayesian equilib-
rium once reached, is unique. O
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