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Abstract
Neuropsychologists’ conclusions and courtroom testimony on malingering can have profound impact. Intensive and ingenious 
research has advanced our capacities to identify both insufficient and sufficient effort and thus make worthy contributions to 
just conflict resolution. Nevertheless, given multiple converging factors, such as misleadingly high accuracy rates in many 
studies, practitioners may well develop inflated confidence in methods for evaluating effort/malingering. Considerable 
research shows that overconfidence often increases diagnostic and predictive error and may lead to fixed conclusions when 
caution is better advised. Leonhard’s work thus performs an important service by alerting us to methodological considera-
tions and shortcomings that can generate misimpressions about the efficacy of effort/malingering assessment. The present 
commentary covers various additional complicating factors in malingering assessment, including other factors that also 
inflate confidence; subtle and perhaps underappreciated methodological flaws that are inversely related to positive study 
outcomes (i.e., the worse the flaws the better methods appear to be); oversimplified classifications schemes for studying 
and evaluating effort that overlook, for example, common mixed presentations (e.g., malingering and genuinely injured); 
and the need to expand research across a greater range and severity of neuropsychological conditions and diverse groups. 
More generally, although endorsing various points that Leonhard raises, a number of questions and concerns are presented, 
such as methods for calculating the impact of case exclusions in studies. Ultimately, although Leonhard’s conclusions may 
be more negative than is justified, it seems fair to categorize methods for assessing malingering/effort as advancing, but not 
yet advanced, with much more needed to be done to approach that latter status.

Keywords Malingering · Assessment of malingering · Assessment of effort · Neuropsychological assessment · Forensic · 
Neuropsychology and law · Malingering tests

I come to the issue of malingering/effort assessment in neu-
ropsychology having performed an early study on the topic 
(Faust et al., 1988). I have also participated in numerous 
cases across decades as a consultant or testifying expert in 
defense and plaintiff cases in the civil (and occasionally 
criminal) arena. In many of these cases, possible malinger-
ing was a prominent, or at least secondary, consideration. 
Well beyond my personal observations, it is evident that the 
consequences of testimony on malingering can be profound. 

Although legal outcomes depend on an array of evidence 
and considerations, testimony on malingering can be deci-
sive. A false-positive conclusion may result in a person 
desperately needing treatment being unable to afford it, or 
a false-negative error to discharging someone from a foren-
sic facility who in truth has continuing, but unrecognized, 
plans to commit murder, with few restraints now remaining 
in place.

In the courtroom, claims about psychological and neu-
ropsychological status, and particularly assessment of qual-
ity of life issues, often rest substantially on circumstantial 
evidence and the appraisal of hypothetical constructs (e.g., 
malingering, memory, depression), rather than directly 
observable physical injuries or events. Given the importance 
of such high-inference issues in many forensic cases and the 
nature of the subject matter, psychologists and neuropsy-
chologists are often particularly suited and needed to assist 
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in appraising litigants’ status. Considered together with the 
significance of malingering/effort assessment in the legal 
arena, the explosion of research in this area has been a wel-
come development.

Research on malingering/effort assessment and the accu-
racy of self-report has often reflected innovative thought and 
ingenuity that have moved the field forward. A major aim of 
such efforts is to advance the normative goal of just conflict 
resolution by helping verify true injury or raise doubt about 
false claims. However, as Leonhard’s (2023) two-part work 
suggests, error may subvert the process of effort assessment 
more often than we realize and potentially move us further 
from, rather than closer to, fulfilling our best intentions and 
pro-social aims.

Although I will raise questions about some of Leonhard’s 
arguments or specific aspects of his positions, I believe there 
is considerable merit to most of the overriding concerns and 
issues he raises. I hope the field will take his critique with 
utmost seriousness and embrace the constructive and heu-
ristic value of addressing key challenges that merit our best 
efforts and research creativity. Some of my colleagues seem 
to express the view that problems with malingering detection 
are largely resolved. Leonhard says it is not so. Is he over-
stating the case somewhat? Perhaps, but likely to a consider-
ably lesser extent than some might assume. Possible over-
perception of scientific status may partly stem from what we 
might characterize as subtle complexities and methodologi-
cal problems that, nonetheless, can have surprisingly robust, 
negative impacts. The progress that has been achieved in the 
appraisal of malingering/effort deserves praise, but the gap 
between advancing and advanced often remains substantial 
and might call for more reserved positions.

Before continuing, I think the tendency to sometimes 
refer to the sorts of measures under consideration here as 
malingering tests is unfortunate. Rather, for the most part, 
these tests and methods assess effort (with occasional excep-
tion, such as when someone performs far below chance level 
and there is good reason to believe they are intentionally 
underperforming or feigning deficit). All horses have hoofs, 
but all animals with hoofs are not horses. Clearly, some indi-
viduals might be unable to exert sufficient effort to obtain 
accurate measurement of their true or potential abilities, as 
might be the case with someone who is toxic on Tegretol 
(and, as paradoxical as it might sound, is doing as well as 
they can at that time). We would hardly want to identify such 
an individual as a malingerer based on insufficient effort 
alone.

Identifying questionable or insufficient effort can surely 
be of value. However, if one is trying to identify malinger-
ing, identifying insufficient effort, by itself, is rarely the 
final step in a sound decision process. As such, in my com-
mentary, when I use the term malingering, I will often add 
a slash followed by a term like effort or exaggeration, or 

occasionally use one of these latter terms alone. Finally, 
when referring to what is often termed symptom validity 
testing, which Leonhard does address to an extent in his arti-
cles, I will instead usually use such descriptors as response 
set scales or simply refer to the accuracy of self-reports or 
informant’s reports.

Methodological Flaws Often Converge 
to Inflate Accuracy Rates, with Practitioner 
Overconfidence Compounding This Problem

Design features and procedures common to research stud-
ies on the detection of malingering/effort tend to produce 
overestimations of accuracy, which may be substantial. As 
Leonhard covers extensively, one such procedure is exclud-
ing cases that are difficult to classify correctly, or so-called 
too close to call (TCTC) cases. A considerable percentage 
of cases may be excluded, approaching or exceeding 50%. 
This is like evaluating a quarterback’s overall passing pro-
ficiency after eliminating the tougher throws. Obviously, 
excluding cases that are hard to classify leaves easier cases 
overall, or cases we are more capable of classifying cor-
rectly. The extreme group problem (Faust et al., 2021) is a 
closely related issue that stems from such exclusions and 
related practices, and which results in extreme study samples 
(those who are almost definitively or very likely malinger-
ing/making inadequate effort versus those who are almost 
definitively or very likely not malingering/or are making 
adequate effort). Hence, many of the less extreme or harder 
cases are eliminated, and study outcomes can markedly dis-
tort accuracy rates across cases as a whole.

Two things can make the extreme group problem and 
eliminating more ambiguous (TCTC) cases especially per-
nicious. First, the degree to which they distort or inflate 
accuracy rates often seems to be under-recognized. Second, 
there is a strong positive relationship between the extent of 
these methodological features, or what might be more aptly 
described as methodological shortcomings, and inflation in 
accuracy rates. All else being equal, the greater the meth-
odological problem, the greater the inflation in accuracy 
rates or degree of misrepresentation, because the more one 
eliminates the harder cases, the more accuracy levels are 
artificially elevated.

There are elements of a worst case scenario here: method-
ological problems that may be hard to recognize but that, to 
the degree present, make methods look better than they are. 
The ultimate impact may not only be marked overestima-
tions of accuracy, but distortion in the rank order of efficacy 
across methods. Keeping in mind that study methods can dif-
fer across malingering/effort tests or may only partly overlap 
(even in meta-analyses), seeming relative standing across 
tests may be determined as much, and sometimes more, by 
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the degree of methodological flaw in the underlying stud-
ies than anything else (see further below, and Table 2 in 
Leonhard’s second article). Thus, even proficient and highly 
conscientious practitioners may be drawn to methods that 
seem superior, but in fact are inferior, to alternative choices.

Other potential contributions to inflated accuracy rates 
can include the degree of redundancy among measures used 
in validation studies and the combination of effort tests prac-
titioners select. Many studies evaluate the effectiveness of 
new methods for appraising malingering/effort by examin-
ing their agreement with other methods or measures, which 
causes what might be termed inter-correlational drift (Faust 
et al., 2021). The end result is often measures with much 
stronger associations (collinearity) with one another than 
may be assumed by researchers who perform Monte Carlo 
analyses, or who directly study combinations of measures, 
as opposed to combinations commonly used in practice or 
when clinicians create their own combinations of tests.

To illustrate, suppose a researcher uses results on the 
Test of Memory Malingering (TOMM) (Tombaugh, 1996) 
and a highly correlated measure to form criterion groups of 
malingerers versus non-malingerers, and then evaluates a 
new measure based on its agreement with assigned group 
membership. The higher the correlation between the new 
measure and the criterion measures, the better the new meas-
ure will look. (Ironically, this can make a new measure that 
improves on accuracy considerably appear flawed, because 
disagreements may seem to reflect errors the new measure 
makes.) A practitioner constructing a group of effort tests 
may well select a combination of measures that seem to have 
performed best in such validation studies. In contrast, Monte 
Carlo studies that assume lower collinearity among meas-
ures, or direct studies on combinations of tests that avoid 
highly inter-correlated measures, may generalize poorly to 
the practitioner’s combination and greatly overestimate the 
surety of that practitioner’s results. For example, failing, say, 
three of eight effort tests with relatively low or modest inter-
correlations may yield strong evidence for malingering, but 
may markedly overestimate the likelihood of malingering 
when a practitioner uses a combination of eight tests with 
higher or much higher inter-correlations.

Speaking anecdotally, I have been involved in multiple 
cases in which defense experts argued that two or three 
failures on effort tests among a combination of five to ten 
measures they put together themselves suggested a 95%, 
or perhaps even a 99% + likelihood of malingering. One 
could see how such assertions originated in the expert’s 
extrapolation of results from studies on test combinations 
that, however, assumed or used measures with considerably 
greater independence from one another than the expert’s 
own combination. Experts who cite authors and publica-
tions and testify with genuine sincerity can sound highly 
credible, yet may have inadvertently fooled themselves from 

the onset. As a result, they may also end up fooling jurors, 
leading them to make decisions with potential catastrophic 
consequences for litigants. On the other side of the same 
coin, in some cases, plaintiff’s experts who administered 
two or three highly correlated effort tests may have treated 
them as if they were largely independent measures, thereby 
opining that the results all but conclusively ruled out poor 
effort or falsification.

Inflated beliefs about the accuracy of effort assessment 
can compound what appears to be pervasive overconfidence 
among laypersons and professionals in multiple fields, men-
tal health professionals included (Faust & Furman, 2022; 
Miller et al., 2015; Sieck & Arkes, 2005; Walfish et al., 
2012). Various naturalistic conditions tend to inflate con-
fidence, or lead practitioners to believe they are right more 
often than is actually the case. Such factors and conditions 
include selective feedback about accuracy, self-fulfilling 
prophecies, over-attention to or over-weighting confirming 
instances, and the reconstructive nature of recall. Experts 
may also under-attend to factors that suggest the need to 
adjust confidence levels downward when methods are gener-
alized to new situations or applications. For example, experts 
might extend a study involving a certain combination of tests 
to a different set of measures they used, or studies involving 
college students might be extended too freely to individu-
als with widely contrasting sociodemographic backgrounds. 
Lawyers may also encourage experts to state their opinions 
with minimal reservation or strong conviction (fearing that 
more nuanced messages could be missed or misconstrued), 
thus potentially leading jurors to overestimate the strength 
of the expert’s findings.

The extensive research on human judgment and decision 
making shows that overconfidence may be among the most 
potent forces in degrading judgmental accuracy (Faust et al., 
in press; Sieck & Arkes, 2005). Overconfident decision mak-
ers often draw conclusions too soon, fail to modify their 
views even when subsequent information should be convinc-
ing, let carelessness creep into decision processes, do not 
double-check their work, reach overly extreme conclusions 
(e.g., definitely malingering; definitely not malingering), 
fail to take corrective steps to enhance their accuracy, and 
countervail the output of the strongest available decision 
methods too freely and thereby routinely compromise their 
effectiveness. Thus, the combination of problematic research 
practices that often make malingering/effort methods look 
better than they are, and decision makers who are often 
more confident than they should be from the outset, can 
be especially detrimental to achieving just conflict resolu-
tion. Again, considering that testimony about malingering 
or cooperation with assessment procedures may influence 
decisions with major, and even life and death, consequences, 
the importance of the issues that Leonhard raises comes to 
the forefront.
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The Scope of Leonhard’s Critique Is 
Impressive, yet Additional Critical Issues 
Increase Complexity Substantially

Leonhard addresses a number of central issues in malinger-
ing/effort assessment, and it is apparent how much thought 
and effort went into his critique and analyses. Despite the 
broad scope of Leonhard’s work, and arguably by necessity, 
it generally touches lightly on the overall complexity of the 
subject matter. When one considers some of these additional 
issues, the breadth and difficulties of the challenges before 
us highlight the premature nature of the suggestion by some 
that we have achieved advanced status or solved most of the 
weighty problems in the evaluation of malingering/effort.

For example, determining how to calculate posterior odds 
or calculate incremental validity raises vexing questions in 
effort assessment (and other domains), as Jewsbury’s (2023) 
impressive commentary sets out so thoughtfully. Evaluat-
ing or refining possible solutions is especially challenging 
when one lacks reasonably strong reference standards or 
criteria for determining when and how often classifications 
are correct. For example, in principle, to optimize incremen-
tal validity, we seek variables that are maximally valid and 
minimally redundant. However, how well can we evaluate 
those properties if, in a considerable percentage of cases, 
we cannot determine whether someone is malingering with 
sufficient accuracy? Variables with perfect validity should 
correlate perfectly with one another (also eliminating the 
need to use more than one variable), but in the real world, 
it may be hard to determine how much of the association 
between variables reflects overlap in accurate versus errone-
ous measurement. Furthermore, studying the cases we know 
how to classify will do little or nothing to help us learn how 
to classify the cases we do not know how to classify at pre-
sent, and such an approach has considerable potential to lead 
us down blind alleys or degrade our efficacy (more on this 
matter shortly).

This is not to suggest we need infallible criteria or gold 
standards to make progress. Many scientific endeavors 
begin with valid, but fallible, criteria that are sufficient to 
get the process moving forward. Additionally, if perfect 
or near-perfect criteria or methods for verifying malin-
gering and non-malingering existed, and if they could be 
accessed and used without exceptional effort or cost, we 
would be using them. The availability of nearly flawless 
methods would likely reduce much of the need to conduct 
the hundreds or thousands of additional research studies on 
effort we can anticipate occurring in the future, although it 
still might be worth investigating such matters as potential 
means for reducing cost and increasing efficiency, or per-
forming updates that may be required over time.

A Sampling of Areas Needing Further 
Research, and Conceptual, Methodological, 
and Theoretical Advances

What are some areas in the assessment of malingering, 
effort, cooperation with evaluation procedures, and the accu-
racy of self-reports and informant input that might be priori-
ties moving forward? I am not suggesting Leonhard should 
have covered any of the subjects I will describe, but only 
that various such areas intersect with issues he raised. The 
list that follows is certainly incomplete, but I think a good 
argument could be made for the relevance of each item. As 
wide-ranging and broad as Leonhard’s two articles are, they 
are, to some extent and understandably, relative exercises in 
narrowing and simplifying problems. Most of the items that 
follow serve to illustrate the breadth of relevant scientific 
problems facing us, and how ongoing research in such areas 
may help us distinguish when simplifications are relatively 
harmless and when, in contrast, they come at the cost of too 
much distortion.

Limits of Dichotomous Classification, Need 
for Greater Differentiation, Combined Presentations

As Leonhard noted, dichotomizing malingering and non-
malingering is an oversimplification, but one he adopted 
broadly because many studies target this distinction and cer-
tain key statistics for examining efficacy require dichoto-
mous classification. I would argue that this particular over-
simplification, whether justified or not given the current 
state of the science, creates a number of ancillary problems. 
For example, it is often important to determine the degree 
and breadth of reduced effort. Suppose a plaintiff with an 
array of genuine neurocognitive deficits that impair major 
life functions, but seemingly without objective evidence of 
injury, exerts insufficient effort on memory testing. Perhaps, 
this individual did so to increase compensation, but per-
haps instead true memory decline was so demoralizing that 
memory tasks had become extremely distressing and quickly 
led to disengagement with such activities. Furthermore, as 
is common, suppose the practitioner mainly used effort tests 
emphasizing memory. Applying a dichotomous classifica-
tion system and perhaps utilizing publications suggesting 
that failure on two or more malingering/effort tests indicates 
a high probability of malingering, the expert concludes con-
fidently, and testifies compellingly, that the plaintiff was 
falsifying impairment. The end result might be for jurors 
to overlook or reject most or all of the plaintiff’s claims 
as legitimate and view them instead as other instances of 
fabrication.
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At one point, I asked about 20 consecutive lawyers, 
with about a 70 to 30% split between defense and plain-
tiff’s attorneys, what they believed was the most common 
presentation in head injury cases from among four pos-
sible choices: not injured and embellishing/exaggerating; 
injured and not embellishing/exaggerating; not injured and 
not embellishing/exaggerating; and injured and embel-
lishing/exaggerating. Almost all answered injured and 
embellishing/exaggerating.

It is a virtual certainty that mixed presentations occur, 
and such cases may be relatively frequent or common. For 
example, various features of the legal system can systemati-
cally foster embellishment of true injury, such as long delays 
in obtaining desperately needed and just compensation that 
embitters litigants; lawyers who may encourage litigants to 
make the strongest possible cases for themselves; or liti-
gants’ skepticism about fair treatment from companies or 
defense experts that may lead them to believe they must 
over-represent problems in order to receive their just due.

Suppose hybrid presentations, such as injured and exag-
gerating (I + /M +), occur regularly. I am certainly not argu-
ing that individuals should be rewarded for feigning deficit, 
and one can also understand why the legal system might 
wish to foster outcomes that extract some cost for falsifica-
tion, even should legitimate injury be present, in order to 
deter such practices. However, unless one takes the position 
that any degree of falsification should lead to the total denial 
of compensation, even if the presentation, for example, is 
95% genuine and 5% falsified (which we might glibly label 
The Mother Teresa Requirement), there is an important issue 
here that has been relatively neglected in scientific efforts.

Rather than dividing classifications into two categories 
(malingering versus not malingering) with four possible out-
comes (valid-positive, false-positive, valid-negative, and false-
negative judgments), we might need at least four categories, 
i.e., I + /M + (genuinely injured and malingering/embellish-
ing), I + /M − (genuinely injured and not malingering/embel-
lishing), I − /M + (not injured and malingering/embellishing), 
and I − /M − (not injured and not malingering/embellishing). 
Such categories would create 16 possible outcomes, e.g., in 
the case of I + /M + : valid-positive and valid-positive judg-
ments, or classifying an individual who is genuinely injured 
and is also malingering/embellishing as genuinely injured and 
malingering/embellishing; valid-positive and false-negative 
judgments, or classifying an individual who is genuinely 
injured and malingering/embellishing as genuinely injured 
but not malingering/embellishing; and so on for the other 
two possibilities (false-negative and valid-positive judgments; 
and false-negative and false-negative judgments). Now, with 
four different categories and 16 possible judgment outcomes, 
things have suddenly become more complicated. Perhaps it is 
a little difficult to wrap one’s mind around the possibility of 
simultaneous valid-positive and false-positive judgments and 

other such combinations, but again, these sorts of outcomes 
almost surely occur and can vary widely and substantively 
from only malingering/embellishing, or only not malingering/
embellishing.

Complexity builds further if one adds matters of degree 
and breadth to each of these classifications, dimensions that 
could contribute substantially to helping carve nature at the 
joints in this domain. In addition, I have not even mentioned 
identification of factors that may lead to reduced effort, 
some of which flow from genuine injury (e.g., apathy or 
inertia associated with frontal injury) and some of which do 
not. Thus, simple dichotomous classification schemes, such 
as malingering and not malingering, are often not only rather 
crude beginning points, but simplifications that may lead 
jurors to draw overly general conclusions that may do more 
to create misunderstanding than clarity. Given that overly 
general and simplified judgments in appraising critical 
aspects of effort can have such deleterious consequences, it 
seems prudent to treat these more complex issues and ques-
tions as priorities as opposed to scientific orphans. At mini-
mum, and surely some testifying experts proceed just in this 
way, we might openly acknowledge limits in our knowledge 
and areas in which we presently have insufficient scientific 
foundations to form trustworthy opinions.

Tests of Malingering or Effort? Sources 
of Compromised Effort and Inaccurate Self‑Reports

Malingering is a loaded term that carries (as the philosopher 
might say) considerable surplus meaning, is inextricably 
tied to intentionality (at least in many instances), and is a 
hypothetical construct that cannot be reduced to a series of 
observations but also requires inference or inductive reason-
ing. (Space limitations necessitate truncated discussion of 
these issues, and I hope these statements do not sound overly 
declarative; for more detailed coverage and explanation, see 
Faust et al., 2021.) Labeling a measure a malingering test or 
referring to measures as such is questionable, because with 
occasional exception (e.g., results far below chance level), 
these measures are usually designed to (and do) assess effort.

Attempts to create a false impression of deficit, or deficit 
associated with an event, come in diverse forms and com-
binations. Some variations include slowing of responses, 
purposely producing erroneous responses, presenting false 
symptoms, exaggerating symptoms, false attribution (e.g., 
self-reports indicating that deficits were caused by the 
accident in question, as opposed to other events or behav-
iors, such as a chronic history of substance misuse), over-
reporting level of past functioning and under-reporting past 
problems, and under-reporting positive functioning and 
over-reporting negative functioning when describing the 
post-accident period. In addition, effort can be diminished 
by a range of factors beside the intention to portray deficit.
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Such alternative factors have the potential to lower scores 
on at least some performance validity tests, and particularly 
on embedded measures designed to detect results below 
expected levels for the injury or event in question. Even 
relatively modest declines in performance that are not due 
to malingering or intentional misrepresentation can elevate 
false-positive error rates. In some cases, the impact of alter-
native factors on efforts tests, such as serious psychological 
disorders, has been carefully studied, but in other cases, there 
is little or no research. The potential impact of alternative fac-
tors on so-called symptom validity tests or response set scales 
(i.e., scales designed to assess possible tendencies to under- 
or over-report symptoms) also merits brief mention.

Inaccuracies in self-report, or in attribution of causes for 
symptoms, might simply result from error rather than efforts 
to mislead. Suppose a physician at a busy Emergency Room 
evaluates someone shortly after a car accident. The physi-
cian mistakes such symptoms as headache and dizziness, 
which are actually secondary to neck strain and anxiety, 
as indicative of concussion. The medical professional lists 
the diagnosis in the medical records and conveys it to the 
patient, who naturally accepts the conclusion. If the injured 
individual, and later plaintiff, conveys this mistaken diag-
nosis to other practitioners in good faith, thereby passing 
the error forward unknowingly, this could hardly be con-
sidered malingering. Psychological status, such as severe 
affective disorder and PTSD, can also result in distorted 
perceptions and inaccurate self-reports about functional 
capacities or cognitive status. Such psychological disorders 
may also reduce performance on cognitive tests, and brain 
injuries associated with apathy or marked fatigue may lead 
to reduced effort or endurance, especially given the length of 
batteries some neuropsychologists administer in a single day. 
Well-designed validity tests may help sort out alternative 
causal factors, but also may be insufficiently developed to 
help much with such differentiations, or may be ineffective 
for such purposes.

The belief that practitioners can sort out these varying 
possible causes for results on validity tests or measures using 
clinical or impressionistic judgment should not be taken for 
granted. Formal evidence is needed to evaluate the accuracy 
of such beliefs. It may be sobering to reflect on common 
beliefs held not too long ago about the ability to identify 
malingering through clinical judgment and without the aid of 
specially designed methods, beliefs which now seem naïve. 
In addition, extensive literature on the ability of individu-
als to integrate complex data, professionals in the mental 
health field and other disciplines included, shows bounded 
limits, inefficiencies, and often unsatisfactory accuracy rates 
without the benefit of formal decision aids (see Dawes et al., 
1989; Faust & Ahern, 2012; Faust et al., in press).

Given the range of factors that can alter scores on 
tests designed to assess performance validity, it might be 

advisable to refer to these measures as assessing effort, both 
in studies and in forensic contexts. Considering such revised 
language is not a matter of semantics but of substance, and it 
might be especially called for on most embedded or standard 
tests used for that purpose. Embedded tests or methods often 
do not create that much separation between individuals who 
are intentionally underperforming versus other groups, e.g., 
individuals with lower initial baselines, unexpectedly poor 
outcomes from injuries, more severe injuries than individu-
als often included in background studies, and those with 
prior conditions that interact adversely with newly sustained 
brain trauma.

For methods designed to assess the fidelity of responses 
on psychological measures or rating scales, whether the term 
symptom validity measures is better or worse than a term like 
response set measures or some other equivalent that connotes 
accuracy seems worth considering. Using the word validity, 
both when referencing the assessment of response sets and 
more generally when addressing properties of measures, has 
caused confusion for decades. Furthermore, symptom validity 
now has been partly conflated with malingering when used 
side by side with the term performance validity tests.

Suspect results or clear failures on malingering/effort 
tests, with the exception of definitive or nearly definitive evi-
dence of malingering (e.g., far below chance performance), 
can be seen as an important step in identifying inadequate 
effort, but more as a beginning versus endpoint in the diag-
nostic process. In a fair number of cases, identifying defi-
cient effort that raises serious concerns about the accuracy 
of results on standard neuropsychological tests may be about 
as far as the testifying expert can and should go because that 
is as far as the science can take us in the case at hand. In 
other cases, and quite possibly a fair percentage of the time, 
experts might state that there are indications that testing 
may under-represent true capacities, but that the results are 
inconclusive, or that they simply cannot determine whether 
effort was or was not sufficient. (Of course, conversely, 
experts may be fully justified in indicating that they evalu-
ated effort and results suggested, or strongly suggested, that 
no problems with effort were indicated, or, depending on the 
measures that were used and their ceilings, that effort was 
satisfactory or positive.)

If one considers the percentage of TCTC cases in back-
ground studies, experts who always seem to arrive at strong 
conclusions about poor effort or excellent effort would seem 
potentially suspect. Experts might state that in comparison 
to study results, obtaining more information in the instant 
case may allow them to go further, which could be true, but 
there is often insufficient research to test such assertions. 
Again, there is an abundance of decision research showing 
that additional information may not increase accuracy, or 
may diminish accuracy when weaker or poor information 
nevertheless influences thinking, perhaps unintentionally; 
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and that attempts to integrate large data sets primarily on the 
basis of clinical or subjective judgment are considerably less 
efficacious than we might think (see Faust & Ahern, 2012; 
Faust et al., 2021, in press; Sieck & Arkes, 2005).

What Can We Conclude from Failed Effort Tests?

In many cases, our knowledge of specific relationships 
between reduced performance on effort tests and perfor-
mance on standard neuropsychological tests is limited. 
There is of course the commonsense notion that failures on 
effort tests translate to suppressed scores on other measures, 
with evidence to support these beliefs (e.g., Bhowmick et al., 
2021; Clark et al., 2014; Sherry et al., 2022). Such con-
clusions seem particularly warranted when failure occurs 
clearly and uniformly, or nearly so, across multiple other 
effort tests disseminated by content area and position/timing 
across a test battery.

In contrast, take, for example, a situation in which an indi-
vidual with a moderate head injury fails three of ten effort 
measures, two of which fall slightly below cutoff points 
based primarily on investigations involving individuals 
with mild head injuries. The practitioner might extrapolate 
from studies examining the number or proportion of fail-
ures across batteries with a similar number of effort meas-
ures (although the measures in the studies may only overlap 
partly or minimally with the measures the practitioner used). 
Should we label this individual as malingering, and what are 
we to make of the seven measures on which the individual 
scored normally?

Perhaps the failed measures have a common content area 
(e.g., short-term verbal memory). Does this allow, or to what 
extent does it allow, extrapolation to performance in other 
areas across the overall battery that was administered, or do 
the negative results across the other effort tests suggest that 
results in other areas on the standard battery can be treated 
as likely valid? Were the failures due to the content area, or 
simply due to tests that are more successful in creating the 
appearance that items are harder than they are? We may be 
largely reduced to guessing if the scientific knowledge we 
need to answer such questions is lacking. If we assume we 
can be confident in our clinical or impressionistic judgment, 
a critic might ask whether a major rationale for many of the 
studies on the evaluation of effort is the evidence that our 
subjective appraisals in this domain are not as accurate as 
we would like. And if professionals have trouble with initial 
or more basic appraisal of effort based primarily on clinical 
judgment and recognize the benefits of formal effort tests 
backed by science, which I believe has increasingly become 
a broadly accepted view, what basis do we have to assume 
that considerably more complex judgments about effort and 
its specific impacts on testing results can achieve sufficient 
efficacy without the help of sound scientific foundations?

Need to Expand Studies of Conditions Other than Head 
Injury; Co‑occurring Conditions and Possible Impacts; 
and Diverse Groups and Test Bias

Moving on to other complicating factors, the great bulk 
of studies on performance validity involve head injury, or 
more specifically mild head injury and concussion, which 
accords with their high rates of occurrence and frequency 
in legal cases. Nevertheless, it would be helpful if more 
research were available on effort assessment and symp-
tom validity appraisal with other conditions one sees fairly 
often in the courtroom and in clinical practice, such as 
exposure to toxins (e.g., CO and lead), electrical injury, 
conditions leading to hypoxia and anoxia, PTSD, sepsis 
and various infectious diseases, and hormonal disorders, 
which may co-occur with head injuries. Neuropsychologi-
cal functions that tend to be diminished or preserved across 
areas and conditions may well call for changes in inter-
pretive methods or algorithms, as might variations in the 
magnitude of diminished functions across different condi-
tions and the severity of those conditions. For example, 
some individuals with high level CO exposure suffer such 
extreme memory impairments that they may fail multiple 
effort tests focusing on memory (as so many effort meas-
ures do), especially those involving more than brief delays. 
It is disturbing to think about the potential consequences 
of misidentifying an individual with a devastating memory 
disorder as a malingerer.

In addition, in many courtroom cases in which the occur-
rence of brain injury is in question, individuals may have 
experienced other injuries and impairments (e.g., peripheral 
nervous system injuries, visual disorders, chronic and severe 
headaches, chronic pain), which can complicate appraisal 
of effort. For example, peripheral injuries may diminish 
motor capabilities and result in performances suggesting 
poor effort on such tests as those measuring finger tapping 
speed. Other conditions, such as severe PTSD, may interact 
with brain injuries and thereby diminish performance to lev-
els below that expected for brain injury alone and thereby 
suggest poor effort, as might occur on an embedded test 
like Digit Span. Especially for measures or methods that 
look for performance well below expected levels (in cases 
of mild head injuries), the combination of head injury and 
prior conditions, or the co-occurrence of new conditions due 
to the event in question, may combine or interact to make 
true impairments seem feigned or exaggerated. Alterna-
tively, co-occurring conditions that actually have minimal 
impact on effort tests may be misperceived as explanations 
for depressed results, when such performances truly are 
indicative of poor effort.

Methods for detecting problem effort that emphasize 
performance below expected levels may lead to many false-
positive identifications among individuals with low initial 
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baselines. For example, suppose a review article suggests 
that a scaled score of 5 or lower on the Digit Span subtest 
from the Wechsler Adult Intelligence Scale-IV (Weschler, 
2008) raises concern about inadequate effort. Take an indi-
vidual, however, with a low baseline, say a Full Scale IQ 
(FSIQ) score of 80, which falls 1.33 standard deviations 
below the mean. A comparable level of performance on the 
Digit Span subtest is a scaled score of 6. Hence, a Digit 
Span score of 5, or just 1/3rd of a standard deviation below 
a 6, could lead to a classification of poor effort. Given nor-
mal subtest scatter, obtaining a score 1/3rd of a standard 
deviation below an individual’s overall baseline is far from 
unusual. In contrast, for an individual with a FSIQ score of 
100, a scaled score of 5 falls 1 2/3rds standard deviations 
below that FSIQ level.

Test performances may be reduced by test bias or biasing 
factors, especially among diverse groups. If test bias low-
ers a score by a standard deviation or more, rates of false-
positive identification may increase markedly and result in 
specificity levels well below commonly advocated profes-
sional standards. In addition, one should not expect uni-
form biasing effects within diverse groups (especially those 
identified or grouped through dubious indicators). Rather, 
the influence of test bias within those groups is likely to 
vary, and thus among those for whom biasing impacts are 
greater, false-positive rates are likely to increase, perhaps 
substantially. Identifying and measuring test bias in the 
nuanced manner needed here is not only a difficult problem, 
but one that has been minimally studied in effort assess-
ment (although far more information is available on some 
response set measures).

Level of biasing effects is also likely to vary across 
tests, although not necessarily in the ways sometimes 
assumed, e.g., that verbal tests are influenced considerably 
more than nonverbal tests (in contrast, see, for example, 
Hambleton et al., 2004; Heaton et al., 2009). Neuropsy-
chologists may prioritize test patterns when evaluating 
possible malingering or poor effort, approaches that may 
well be idiosyncratic and lack sufficient scientific investi-
gation and foundation in the first place. Such problems are 
likely to be compounded if the degree of bias differs across 
tests from negligible to considerable, and more so in areas 
in which performance may be systematically stronger 
among diverse groups (e.g., Mulenga et al., 2001). Given 
within group and within test variation in biasing effects, 
and changes in directionality in some instances, the usual 
meaning of test results and especially attempts at pattern 
analysis can easily go far astray. More generally, because 
the direction of test bias is usually to diminish scores, the 
most likely result is to elevate the false-positive error rate 
and potentially cause systemic disadvantage or harm, in 
direct opposition to principles of fairness and equity that 
experts themselves may hold dear.

Single Base Rates Do Not Fit All, and the Need for Base 
Rates Extends Beyond Dichotomous Classifications

Regularly setting base rates for malingering/poor coopera-
tion at around 0.40 for forensic populations and 0.10 for 
clinical populations is a questionable practice that does not 
optimize decision accuracy and likely can be improved over 
time. Leonhard adopted those levels for his current articles, 
presumably in part given the frequency with which they 
appear in the literature. Agreement among psychologists 
based on such sources as studies and observations from their 
practices is a sensible starting point for estimating base rates. 
However, aside from wide variations one may see in esti-
mates, even when estimates tend to converge, they can be 
systematically influenced or distorted by a number of fac-
tors. For example, if our methods for identifying deficient 
versus sufficient effort are not necessarily as accurate as 
we think, and we generally lack definitive or near-definitive 
feedback about the accuracy of our judgments in this area, 
how can we determine whether our base rate estimates are 
sound?

As is well established, base rates can have a sizeable 
impact on diagnostic and predictive accuracy, and, not 
uncommonly, a base rate is the single strongest predictive 
variable. To illustrate, if something occurs (or does not 
occur) 90% of the time, then diagnostic signs and indicators 
must be more than 90% accurate to beat conclusions founded 
on base rates alone, e.g., if one always guesses a condition is 
present if it occurs 90% of the time in the setting of interest. 
(I am putting aside the potential differential impact of false-
positive versus false-negative errors, which extends beyond 
the scope of my commentary.) Alternatively, suppose diag-
nostic signs and indicators point ten times more strongly to 
an infrequent neurodegenerative disorder versus Alzheimer’s 
disease. Nonetheless, if Alzheimer’s disease occurs 20 times 
more often than the alternative diagnostic condition in the 
setting of interest, then the differing base rates overwhelm 
the diagnostic indicators and Alzheimer’s disease is the more 
likely choice. In many circumstances, one does not have to 
select between diagnostic indicators versus base rates but 
can combine the two to arrive at a more accurate estimate 
of likelihood. Very high or very low base rates, in particular, 
can have a huge impact on those likelihoods.

Not all groups in all clinical or forensic settings are likely 
to have similar rates of malingering or poor effort. For exam-
ple, criminal defendants who seemingly have exhausted pos-
sible defenses, have no history of mental health disorder, but 
are now pursuing an insanity plea, likely have considerably 
lower base rates of major mental disorder than defendants 
who were hospitalized multiple times (including involun-
tarily) before the criminal offense occurred, and on each 
occasion were diagnosed with severe mental disorder. It 
also follows that the former group likely has a considerably 
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higher base rate for malingering psychological disorder than 
the latter group. Alternatively, the base rate for faking bad in 
child custody cases is likely very low, and likely consider-
ably lower than individuals who submitted claims for dis-
ability income following major injuries, were turned down 
for no apparent reason, and are now resubmitting claims.

Even if groups share some important common feature, 
such as clinical versus forensic status, if they differ in 
other important respects, then base rates may change con-
siderably in relation to standing on these other features 
or variables. The rule of thumb is to select the narrowest 
applicable base rates, with narrowness conceptualized as 
variables that meet two criteria: (a) they alter base rates, 
and (b) they apply or are relevant to the individual of inter-
est. For example, base rates may vary with age, setting or 
purpose of the evaluation (e.g., to name an obvious one, 
custody dispute versus personal injury claim), or the pres-
ence or absence of certain red flags for malingering or poor 
cooperation with assessment procedures. However, some 
of these variables may not be applicable to the examinee, 
such as differences in base rates between individuals who 
are 30–40 years of age versus 40–50 years of age when the 
examinee is 15 years old.

Base rates are a must to determine the effectiveness of 
diagnostic or predictive measures and variables in settings of 
application. One seeks base rates that are as accurate as pos-
sible, or at least reasonable approximations. If many cases in 
studies are TCTC, then should we expect such cases to occur 
much less often in practice (especially considering that many 
of the individuals in studies are drawn from forensic sam-
ples)? Suppose, however, that base rate estimates come pri-
marily from cases that are clear enough to call but exclude 
more ambiguous or difficult cases. In such circumstances, 
one only has base rates for a subgroup of the overall popu-
lation, which in turn may only generalize reasonably well 
to other relatively clear or obvious cases. Clear or obvious 
cases are the ones for which we least need help. Whether 
base rates with clear cases can be extrapolated to ambiguous 
cases is uncertain and may well be subject to considerable 
error. If base rate estimates include more ambiguous or dif-
ficult cases, then the error rate in classifying these cases 
correctly is in question from the start, and resultant base rate 
estimates may vary widely and have a large margin of error.

Substantial differences in accuracy can result when base 
rates differ markedly. Sometimes, a reasonable range for 
base rates can be determined, and in those instances, one 
should be able to create error terms that take that range into 
account. At other times, however, base rate estimates are so 
tenuous and vary so widely that insufficient information is 
available to appraise level of effort or cooperation with a 
reasonable degree of certainty, especially when measures 
produce something other than highly robust results. There is 

no shame in such open admissions, despite possible pressure 
from lawyers, or an opposing expert who nevertheless feels 
unconstrained in making declarative statements. It may be 
left to the more prudent expert to explain why confident con-
clusions about effort in the present case are likely illusory 
and exceed the bounds of knowledge.

In addition, if we adopt more complex classification 
schemes, such as one that includes the dual dimensions 
of injury and effort, the limitations of current base rates 
become all the more apparent. Taking other dimensions into 
account that seem to be of considerable importance, such 
as the level and breadth of noncooperation, adds further 
complexity and challenges to determining base rates and 
maximizing their utility.

There are a number of methods for estimating base rates 
in a range of ambiguous situations (e.g., see Jewsbury & 
Bowden, 2014; Faust et al., 2021). However, in substan-
tial part, knowledge of base rates will grow in tandem with 
the gradual development of improved methods for identify-
ing compromised effort given the dialectical relationship 
between the two. This is much like the situation with scien-
tific classification and definition: advances in classification 
and definition are as much a product of advances in scien-
tific knowledge, as advancement in scientific knowledge is 
a product of better classification and definition.

Additional Complicating Problems and Research Needs

Some other complicating problems and needs that seem wor-
thy of emphasis include aspects of symptom validity testing; 
informants and informant questionnaires; defensiveness or 
dissimulation, i.e., “faking good”; and coaching, prepara-
tion, and transparency. The standards for developing symp-
tom validity scales are sometimes shockingly lax. Various 
psychological tests and questionnaires include symptom 
validity scales for which there is little or no peer-reviewed 
literature, an obvious concern given the potential impact of 
results on such scales in shaping important decisions. Lack 
of adequate validation seems to be more the rule than the 
exception for questionnaires and rating scales designed for 
informants. Informants, especially if selected carefully for 
both their familiarity with a litigant and potential neutral-
ity, can provide critical information for cross-checking the 
litigant’s self-reports and other informational sources, such 
as medical or mental health records. Diagnoses and conclu-
sions in medical and mental health records may rest pri-
marily on the history the litigant provided, especially when 
hard evidence for injury is lacking, as is common with such 
conditions as concussion. Alternatively, some individuals 
with brain injuries lack insight and understate problems sub-
stantially, something that can become apparent by obtaining 
informants’ reports.
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Although my observational base may be skewed, for what 
it may be worth, I have been involved in numerous cases in 
which experts use response set measures, especially those 
designed for informants, with obviously deficient scientific 
foundations. A number of these response set scales have 
never been subjected to a single formal study. Manuals may 
fail to emphasize the very tenuous nature of such scales, and 
ironically, there is often little genuine or effective oversight 
for the use of such measures. Our ethical standards com-
monly emphasize the need to carefully scrutinize scientific 
evidence for the procedures we use, or advocate for limiting 
practice to the bounds of our competence. However, how 
can one practice competently when applying measures or 
working in domains in which subjective judgment has been 
found to be lacking (a primary rationale for creating properly 
validated measures of effort and cooperation) and virtually 
no science exists?

Detecting dissimulation, or faking good, often poses 
particular problems. There is far more research on faking 
bad than faking good, and clearly a limitation in the num-
ber of dissimulation scales with solid scientific backing. 
Although dissimulation often takes a second seat to inter-
est in, and research on, malingering/exaggeration, it does 
come up in many cases. Examples include evaluations for 
parole programs, related evaluations for sociopathic char-
acteristics, child custody evaluations, and increasingly in 
evaluations for return to work or sports with individuals 
who are highly motivated to resume activities, perhaps 
unwisely. Athletes that wish to return to sports as soon 
as possible, including youth who may be short-sighted or 
lack perspective on potential long-term costs, or profes-
sional athletes with enormous financial incentives, may 
commonly under-report symptoms. (Ironically, athletes 
may also purposely underperform on baseline cognitive 
testing so that, even if compromised, they can approxi-
mate their prior testing levels.) As concerning as various 
issues are that Leonhard raised in his critique of meas-
ures examining insufficient effort or exaggeration, one 
wonders what other important insights might result if he 
turned his attention to dissimulation measures.

In the Internet age, studies on coaching and the trans-
parency of effort tests need to be extended. No matter 
how good effort tests may be or become, if their under-
lying designs become well understood and the basis for 
evolving strategies to beat them, many or most such tests 
will likely be susceptible to manipulation. Given simi-
larities in the basic blueprint for many effort tests (e.g., 
designed to appear harder than is actually the case; very 
few errors expected despite their appearance to ensnare 
underperformers), even relatively narrow knowledge can 
assist in evading detection efforts, especially if practi-
tioners select a few measures with similar fundamentals.

Coaching studies often provide overly general infor-
mation, and it would be useful to conduct further inves-
tigations in which detection strategies and potential ways 
to beat measures are described explicitly and as com-
pletely as necessary. Information about measures and 
their design can often be found on the Internet, or may 
appear in books available at various websites, along with 
possible ways to avoid detection. Key details may also 
be described in publishers’ advertisements or product 
descriptions that are not too difficult to access, and which 
may include pictures of manuals and related test mate-
rials. Lawyers who specialize in head injury cases may 
also be very familiar with a range of effort tests. In one 
study, Kovach (2017) provided brief, but explicit infor-
mation on the TOMM and how to recognize the measure 
by sight (based on pictures found within seconds on the 
Internet). She then instructed individuals to feign deficit 
in as convincing a manner as possible. A considerable 
percentage of research participants produced abnormal 
scores on true memory tests (likely identifying them cor-
rectly), and everyone who did so escaped detection on the 
TOMM, yielding a false-negative rate of 100%.

Effort tests susceptible to explicit knowledge of design 
and strategies to circumvent them are likely to have short 
half-lives, and extensive research efforts may be compro-
mised if the value of tests degrades rapidly and renders 
research on such measures largely obsolete. Adding to 
this problem, it may be hard to identify whether indi-
viduals have sufficient knowledge to beat tests and how 
widespread such knowledge might be, and thus to deter-
mine whether and to what extent false-negative error rates 
are increasing. Faust et al. (2021) provide a number of 
suggestions for decreasing susceptibility to knowledge 
of design and potential strategies to beat measures, such 
as varying the number of response options randomly, 
thereby capitalizing on the limits of the human mind to 
track multidimensional problems or dimensions simulta-
neously in real time.

Further Thoughts on TCTC Cases and the Extreme 
Group Problem

I wish to return to the TCTC and extreme group prob-
lem, and the important service Leonhard has performed 
by emphasizing the impact of high exclusion rates across 
numerous studies. If we seek to push the boundaries of 
knowledge, it is not the easy-to-classify cases, but the hard-
to-classify cases, that are potentially of greatest interest. I do 
not hold as negative a view as Leonhard on the overall state 
of knowledge (see further below). In my view, various prob-
lems plaguing research on effort assessment are relatively 
common in the soft sciences when we direct concentrated 
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efforts to challenging problems. Gradual, grinding pro-
gress with many starts and stops is far more the rule than 
the exception in everyday scientific life, and not the highly 
publicized (and sometimes overstated) leaps in knowledge.

Speaking broadly, I believe that ongoing advancements 
are reflected in the growing percentage of cases that we can 
classify with reasonable or even relatively high levels of 
certainty as demonstrating either sufficient or insufficient 
effort to form plausible conclusions about true level of func-
tioning. Exactly what this percentage of cases might be can-
not be determined with exactitude, and whether it is 10%, 
20%, 30%, 40%, or some other figure is not something I will 
enter into here, except to address the following two points or 
opinions. First, that figure is likely to be higher, or consid-
erably higher, than where we stood decades ago before the 
explosion of research on effort appraisal. Second, however, I 
believe that figure is lower than many experts assume, given 
(a) the types of critical problems that Leonhard (2023) has 
identified in his current work, such as the common exclu-
sion of more difficult cases in background studies and other 
factors that lead to inflation of accuracy rates, and (b) the 
pervasive tendency towards overconfidence in the mental 
health field (which is far from alone in this respect). As the 
title of my commentary attempts to convey, we are advanc-
ing, but are not yet advanced, in evaluating effort, and we 
still face multiple vexing problems that will require large-
scale research efforts. Unfortunately, if or when we are more 
certain than is justified, or act that way, there is considerable 
potential for harm.

At this point in our scientific efforts, there is often min-
imal value in developing and investigating new tests and 
measures that are highly redundant with methods that are 
already available, or studying groups of individuals we likely 
already know how to classify with relative surety. If we con-
tinue to focus mainly on extreme, or relatively easy or unam-
biguous cases, and less so on more difficult cases, progress 
will be impeded. Understandably, too much ambiguity in 
group assignment can seriously hinder efforts to evaluate 
measures. However, given the current state of knowledge, 
if we go too far in seeking unambiguous group assignment, 
it will enfeeble work on cases that should be a major focus: 
cases we presently have trouble classifying. As one might 
discern by the frequency of exclusions (especially TCTC 
cases) in studies, these more challenging presentations make 
up a sizeable proportion of examinees and are the very indi-
viduals, especially in the courtroom, with whom we need 
the most help.

Reducing error in criterion group assignment is desir-
able, but only to a point, and not at the cost of: (a) exclud-
ing the cases we most need to study and (b) running study 
after study in which criterion groups will likely, or almost 
certainly, differ qualitatively and quantitatively from the 
difficult cases. When such studies are applied to more 

challenging cases in legal settings, they are likely to gener-
ate problematic error rates. If individuals are included in 
criterion groups because they can be identified, how can 
they give us guidance on the cases we do not know how 
to identify (or for individuals excluded from the criterion 
groups)? For example, if individuals in a study are assigned 
to a poor effort group because, among other things, they fell 
well below chance on a forced-choice measure, then they 
will likely differ from individuals excluded from the study 
because it was too hard to determine their proper group 
assignment.

I do not agree that we need gold standards to proceed 
or make substantial progress, although, as Jewsbury (2023) 
stated in his commentary, they would be a welcome devel-
opment. However, such criteria are not realistic to expect at 
present (and probably well into the future). Rather, we must 
make do with valid but fallible criteria, trying to take the 
level of fallibility into account and adjusting for it. Using fal-
lible criteria is commonly our lot in scientific fields or areas 
for varying periods of time. For example, an early meas-
urement of temperature was based on touch, and suppose 
someone argued that advancement was blocked because a 
gold standard was lacking?

As knowledge builds through programs of research, or 
bootstrapping operations, the methods we originally tested 
against fallible indicators may be gradually refined and 
established as more accurate than the fallible indicators with 
which we started, e.g., the thermometer versus touch; intel-
lectual testing versus teachers’ impressions; EEG record-
ings to identify paroxysmal brain activity rather than various 
cruder methods; and the hundreds of other examples one 
can cite across the history of science. Much of this progress 
comes down to construct validation and the development of 
more rigorous models and theories that show increasing lev-
els of verisimilitude, or are better approximations of truth.

Finally, no matter how good our methods become, prac-
titioners and experts still need to implement them properly. 
Faust et al. (2021) provide over 20 examples of problem 
practices in effort assessment that can lead to error. For 
example, research shows that mental health professionals 
often resist the use of properly developed statistical predic-
tion methods, despite the large volume of studies demon-
strating that they almost always equal or exceed clinical 
judgment and thus are superior overall (AEgisdottir et al., 
2006; Dawes et al., 1989; Grove et al., 2000). Even when 
well-validated statistical methods are considered, clinicians 
often countervail or reject the outcomes freely and often, 
generally leading to no better, and often diminished or mark-
edly diminished, accuracy (Dawes et al., 1989; Faust et al., 
in press; Guay & Parent, 2018; Krauss, 2004; Schmidt et al., 
2016; Wormith et al., 2012).

Practices for selecting and combining tests and assess-
ment methods for appraising effort, and for interpreting 
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results, may not comport with research findings or validated 
approaches. There is often minimal regulation of psycholo-
gists’ assessment procedures and interpretive practices, 
especially when they reference clinical judgment as a guid-
ing consideration. Practice standards and ethical guidelines 
often minimize responsibility for departures from the best 
validated methods by providing escape clauses that demand 
little other than the rationale that one is exercising profes-
sional judgment.

Surely, there can be compelling reasons to break from usual 
procedures or identify potential exceptions or uncertainties 
about well-supported interpretive methods. However, when 
countervailing the best-validated procedures becomes the 
modus operandi or final arbiter almost no matter the scientific 
findings, the practitioner is very likely underutilizing or under-
mining the best knowledge in our field. One might think that 
experts who routinely break from science and instead depend 
heavily on unverified procedures would face professional 
opposition or sanction, but this outcome seems to be infre-
quent. (Excluding experts from testifying, which is too detailed 
a matter to get into here, is also relatively rare, especially in 
state court.) It might be helpful if the authors of test manuals, 
who may readily give experts an easy out by describing pro-
fessional judgment as the decisive factor in decision making, 
at least counterbalanced such affirmations with resolute state-
ments about the potential, if not likely, negative outcomes of 
countervailing well-supported methods routinely.

Some Areas of Potential Disagreement 
or Concern

Some areas of possible disagreement or concern I have with 
Leonhard’s work have already been discussed, and in this 
section, I wish to raise a few additional issues or expound on 
a few earlier points. To begin, in his second article, Leonhard 
states that “Computations presented in the present companion 
reviews should therefore be considered for their qualitative 
probative value regarding the statistical and research meth-
ods examined, rather than as quantitative estimates of actual 
classification accuracy (p. XX).” I find this statement some-
what confusing because the two articles provide substantial 
quantitative information. Are these figures to be viewed at 
least as approximations, and if not, how are we to interpret 
and use them? How much, or what, probative value might 
they have? I am not questioning the value of illustrating key 
methodological problems. Such illustrations can help counter 
overconfidence and expert testimony overstating the trust-
worthiness of methods and research outcomes, and can serve 
to pinpoint critical research issues and reshape efforts pro-
ductively. It might be helpful if Leonhard further explains his 
cautionary statement and what he believes we can and cannot 
take from his articles and analyses.

Leonhard’s cautions about probative value as opposed to 
taking quantitative results he generated at face value are par-
ticularly well advised in his analysis of TCTC cases and the 
impact of their exclusion from studies (see in particular Table 2 
of Part II, p. XX). I do not take issue with the more general 
and important points Leonhard raises about the high rates of 
exclusion in multiple studies and their marked impact in inflat-
ing accuracy rates. These are critical points that demand our 
attention and lead to serious problems, such as experts drawing 
and expressing far more confident conclusions than are war-
ranted, or just plainly getting things wrong. However, Leon-
hard’s analysis assumes that all eliminated cases would have 
been misclassified, which could only occur if we had perfect 
methods and always selected the opposing outcome.

It might have been helpful if Leonhard calculated accu-
racy rates in comparison to chance, but that was not the case. 
Rather, treating every TCTC case as if it were misclassified 
overestimates potential impact (an impact that is problematic 
enough as it is). Treating all TCTC cases as errors can also 
lead to misrepresentative results when ordering the relative 
efficacy of methods because rates of exclusion, which differ 
across studies, will appear to have greater impact in reducing 
accuracy than is actually the case. In addition, if researchers 
implement stringent criteria for group assignment, then a 
certain percentage of cases may not meet these requirements 
yet still be classified correctly in most cases or at least at 
levels greater than chance. Additional or alternative proce-
dures for measuring the influence of case exclusion could 
add important perspective to the overall and comparative 
magnitude of this critical problem across studies and meth-
ods, and extend Leonhard’s already valuable contributions.

Leonhard’s proposals for determining prior odds seem 
problematical, although this is surely a challenging problem, 
and Jewsbury’s commentary (2023) provides more in-depth 
coverage and insight than I can offer. Leonhard, as already 
noted, acknowledges limits in dichotomous classification, 
which is a point worth re-emphasizing given the resultant 
oversimplification of various complicated problems and the 
need to apply alternative statistical methods to appraise how 
well tests and assessment approaches perform. For exam-
ple, the value of determining accuracy rates for dichotomous 
classifications can be restricted by a number of other factors 
and considerations, such as the frequency of mixed presenta-
tions (e.g., injured and malingering). It would also be useful 
to increase our proficiency in measuring such dimensions 
and phenomena as where level of effort falls on a continu-
ous scale (which will likely require use of measures with 
higher ceilings than a test like the TOMM); the extent to 
which performance on effort tests can predict the magni-
tude and presence of reductions in performance on other 
standard tests or in specific areas; whether we can develop 
ways to adjust scores on at least some standard tests based on 
effort test performance, especially if reduced effort is not too 
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extreme or global; whether or in what forms low effort might 
have taxometric status; and how to better distinguish inter-
correlations reflecting mere redundancy or compounded 
error as opposed to incremental validity.

I wish Leonhard, perhaps in his response to commentary, 
might place greater emphasis on the distinction between com-
promised effort and malingering. His choice of terminology 
for his articles is understandable, but it risks strengthening 
questionable assumptions about what the types of measures 
at issue actually assess or can differentiate. Given the array 
of factors that may reduce effort, the difficulties that are often 
present in distinguishing among various potential causes, and 
the risks created for false-positive and false-negative iden-
tifications of malingering, the continued practice of some 
professionals to refer to these measures as malingering tests 
probably should be modified. The gradual shift, and now 
broadly recommended practice, of describing these tests and 
assessment methods as performance validity measures is a 
welcome step, although it might not go quite far enough.

Courts might sometimes take a closer look at the ways 
validity tests and methods are described. Lawyers might 
also wish to challenge the admissibility of referring to such 
methods as malingering tests or the use of similar terms, 
especially given the current state of knowledge and the limi-
tations that are often present in distinguishing malingering 
from reduced effort. Certainly, at times, these distinctions 
are fairly obvious or clear, such as when a person performs 
well below chance on a number of measures and abysmally 
low on various other effort tests, yet is holding a high level 
job and handling life challenges with minimal difficulty. 
However, in many cases, parsing the cause or causes that 
account for low effort or standing on possible qualitative 
indicators (e.g., inaccurate presentation of history, false attri-
butions) are beyond our current scientific knowledge and 
assessment methodologies.

Leonhard raises important questions about proposals 
for diagnostic criteria and the Sweet et al. (2021) criteria 
in particular. Additional emphasis might be placed on the 
introduction of subjective elements in such proposals that 
create further concerns and can compound other potential 
problems. Subjective elements might include appraising 
the presence of marked discrepancies between test data 
and symptom reports and other evidence and the inability 
to account for behaviors meeting criteria for invalid pres-
entation by another developmental, medical, or psychiatric 
condition. Depending on specifics, such criteria can increase 
error, especially to the extent they can be difficult to evaluate 
or are less valid than other criteria. Neuropsychological test 
results, for example, except when extreme, often predict eve-
ryday functioning with only modest validity. Consequently, 
finding discrepancies between the two is not unusual, and an 
expert who conducts a thorough search for inconsistencies 
will almost always find some.

The criterion addressing the inability to account for indi-
cators of invalid presentation by other causes, such as medi-
cal or psychiatric conditions, can create other difficulties. 
There are surely cases, and perhaps even relatively frequent 
ones, in which cause is difficult to determine. Using default 
criteria when scientific knowledge of causal elements is lim-
ited for a range of presentations can easily lead to error. One 
might consider, for example, how often individuals with neu-
rological diseases were diagnosed with psychological condi-
tions until knowledge improved. In addition, these rule outs 
can take on circular elements because a litigant might with-
hold information about psychological or medical problems 
to direct attention and causal attribution to brain impairment.

Various potential “red flags” for evaluating effort may 
have solid conceptual foundations, or there may be good 
reasons to think they will work, but they are often under-
researched. Sound methods for evaluating their presence or 
degree and determining their value are often lacking, espe-
cially when compared to other, and potentially stronger, vari-
ables. Incremental validity depends on both the accuracy of 
methods and whether they add to, or how well they compare 
to, other predictors. Hence, even when valid variables are 
added to other predictive variables, if the former are weaker 
than the latter, they may not increase overall accuracy and 
can even lower it. Often, knowing what to include and what 
to exclude, and in the latter case, what may be valid but 
weaker variables, maximizes accuracy, whereas including 
weaker variables can extract a considerable cost.

Perhaps where I would take strongest issue is with Leonhard’s 
description of construct validity, and in particular, appearing 
to reduce it largely to the study of correlations. It also seems, 
although perhaps I am mistaken, that the role of construct valid-
ity has been underemphasized or undervalued in research on 
effort tests. To begin with, malingering is clearly a hypotheti-
cal construct, and in my opinion will never be captured appro-
priately by some type of operational definition. Furthermore, if 
one references Cronbach and Meehl’s (1955) classic article on 
construct validity, they are describing something far broader than 
merely looking at patterns of correlations, but rather a program 
for investigating and developing proposed constructs and the net-
work of assumptions, postulates, and connections that character-
ize them (see also Smith, 2005; Strauss & Smith, 2009). Thus, 
for example, experimental studies predicting outcomes based 
on the theoretical structure and assumptions encompassing the 
construct are among the ways to examine its scientific standing 
or verisimilitude.

Many of the methodological and conceptual prob-
lems Leonhard describes are interrelated to ambiguities 
in research criteria and issues that interface with con-
struct validity. For example, issues about criteria used to 
assign individuals to groups in studies and the search for 
more definitive criteria are related to construct valida-
tion concerns. How can one, for example, try to develop 
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trustworthy criteria for evaluating the accuracy of clas-
sification if one lacks decent understanding of the con-
struct under consideration? Is malingering a taxon, can it 
be limited to standing on dimensions, how independent 
might these dimensions be from one another, how many 
dimensions might be needed to capture key phenomena, 
and what qualitative or quantitative factors help in differ-
entiating malingering from other causes of questionable 
or poor effort? In classifying forms of validity, construct 
validity is often placed as the super-ordinate category 
under which other forms of validity fall. One could argue 
that such a scheme is an overreach, which I believe to be 
the case, and that in various situations, our main interest 
is simply predictive or criterion-based accuracy. However, 
when we are dealing with hypothetical constructs rather 
than events or physical entities, as is the case with malin-
gering and effort, construct validity is often a central con-
cern and a critical component of scientific efforts.
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