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Abstract

With the progress of deep learning, object detection has attracted great attention in com-
puter vision community. For object detection task, one key challenge is that object scale
usually varies in a large range, which may make the existing detectors fail in real applica-
tions. To address this problem, we propose a novel end-to-end Attention Feature Pyramid
Transformer Network framework to learn the object detectors with multi-scale feature maps
via a transformer encoder-decoder fashion. AFPN learns to aggregate pyramid feature maps
with attention mechanisms. Specifically, transformer-based attention blocks are used to scan
through each spatial location of feature maps in the same pyramid layers and update it
by aggregating information from deep to shadow layers. Furthermore, inter-level feature
aggregation and intra-level information attention are repeated to encode multi-scale and
self-attention feature representation. The extensive experiments on challenging MS COCO
object detection dataset demonstrate that the proposed AFPN outperforms its baseline meth-
ods, i.e., DETR and Faster R-CNN methods, and achieves the state-of-the-art results.

Keywords Object detection - Feature pyramid - Attention - Convolutional network

1 Introduction

Object detection is a fundamental problem of computer vision community, which aims at
predicting a set of class labels and bounding boxes for all instances of interest in images. As
an important computer vision task, object detection is the basis of many tasks, such as object
tracking [1], image retrieval [2,3], image ranking [4] and instance segmentation [5], efc.
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From the application view [6], object detection is divided into two research topics “detection
applications” and “general object detection”, where the former one aims to detect object under
particular application scenarios, such as text detection, face detection, pedestrian detection,
etc., and the latter one refers to detect different types of objects to simulate the human
cognition and vision under a unified framework. Recently, convolutional neural networks
(CNN ) have achieved remarkable success in object detection, which pushes it to a hot-spot
research topic with unprecedented attention and leads to enormous breakthroughs. Object
detection has been broadly employed in many real-life applications, e.g., video surveillance,
robot vision, autonomous driving, efc.

Most existing methods formulate object detection as classification and regression problems
on a large set of proposals [7] and anchors [8,9]. With such formulation, they need to introduce
a series of designs to derive the final detection results, i.e., the near-duplicate prediction
removal, the distribution of anchors and the heuristics of assigning labels. Above designs
also significantly influence the detectors in term of run-time and accuracy performance.
To simplify the pipeline of object detection, DETR [10] is recently proposed to leverage a
direct set prediction approach for object detection by streamlining the testing and training
pipeline, which achieves the competitive performance compared to the baselines. Based on
the popular architecture for sequence prediction, i.e., transformers, DETR has an encoder-
decoder structure to model the interaction of all activation pairwise in feature maps explicitly.

However, one vital challenge in the above set prediction method lies in handling scale
variation. Commonly, object scale varies in a broad range, which hinders the detection ability
of small and large instance especially. For example, DETR cannot obtain promising perfor-
mance for small objects. To relieve the scale variation problem, one intuitive solution is
to employ an image pyramid, which is popular in many deep CNN-based methods [8,11].
Particularly, most CNN-based detectors benefit from multi-scale testing and training. SNIP
[12,13] proposes a scale normalization method to train the appropriate-size objects selec-
tively in each scale, which avoids training extreme-scale objects. However, image pyramid
methods increase the inference and training time, which limits the practical applications. To
reduce computation cost, the other methods leverage in-network feature pyramids to approx-
imate image pyramids. For instance, SSD [14] uses the feature maps of different layers to
detects objects. FPN [15] constructs a fast feature pyramid by connecting feature maps of
nearby scales. However, few works exploit feature pyramid for attention mechanisms in
set-prediction-based detectors.

In this article, we propose a novel end-to-end framework, termed Attention Feature Pyra-
mid Transformer Network (AFPTN), to learn the object detectors with pyramid feature maps
via transformer encoder-decoder fashion. AFPN learns to aggregate the pyramid feature maps
with attention mechanisms. In particular, attention blocks, i.e., transformers, are used to scan
through each spatial location of feature maps and update it by aggregating information from
the deep to shadow layers. AFPTN has the following two advantages: (1) Transformers are
performed to attend information from all spatial locations, which are aggregated with multi-
scale features in an end-to-end framework. (2) Instead of directly feeding feature pyramid to
the encoder-decoder transformer, which is computationally infeasible, AFPTN repeats intra-
level information attention and inter-level feature aggregation in an iteration approach by
encoding multi-scale and self-attention feature representation for sequential modules.

The contributions of our work are summarized as follows:

— We propose a novel end-to-end framework, coined as Attention Feature Pyramid Trans-

former Network (AFPTN), to learn the object detectors with pyramid feature maps via
transformer encoder-decoder fashion.

@ Springer



Scale-Insensitive Object Detection via Attention Feature... 583

— With feasible computation cost, intra-level information attention and inter-level feature
aggregation are applied to encode multi-scale, self-attention feature representation.

— The extensive experiments conducted on challenging MS COCO benchmarks show that
the proposed AFPTN outperforms its baselines and achieves the state-of-the-art results.

2 Related Work
2.1 Object Detection

Recently, the CNN-based object detection methods have shown remarkable improvements in
both computing speed and accuracy. As one of the predominant methods, two-stage detection
paradigm [8] first predicts a set of object proposals and then refine them for final clas-
sification and regression. R-CNN [16] generates object proposals by Selective Search [7]
and then regresses and classifies the object proposals sequentially and independently. To
decrease the redundant computation of extracting proposal feature in R-CNN, Fast R-CNN
[11] and SPPNet [17] extract the full-image feature maps and then generate proposal fea-
tures through RolPooling layer and spatial pyramid pooling layer, respectively. RolAlign
layer [5] improves RolPooling layer by addressing the problem of coarse spatial quantiza-
tion. A unified end-to-end framework for object detection is proposed by Faster R-CNN [8],
which replaces the original time-consuming object proposal modules with an object pro-
posal network that shares the same backbone network with the detection network. R-FCN
[18] further improves the efficiency of Faster R-CNN by constructing a position-sensitive
score maps via fully convolutional networks, which avoids the Rol-wise head. Online hard
example mining [19] handles the category imbalance, which makes easy negatives over-
whelm the loss and computed gradients. To be sequentially more selective against close false
positives, Cascade R-CNN [20] trains a sequence of models with increasing IoU thresholds.
Relation network [21] proposes to use attention module to model object relations by simul-
taneous interaction between geometry and appearance feature. Deformable convolutional
networks [22] enhances the transformation modelling capability of detectors by augmenting
the spatial sampling locations of convolution and RolIPooling layers with new offsets. Some
work focuses on improving IoU metric [23], region anchors [24], sample selection [25],
non-maximum suppression (NMS) [26] and noise tolerant [27]. Multi-region [28], spatial
transform [29], semantic segmentation [5,30] and generative adversarial learning [31] are
leveraged to boost detection performance. Anchor free detectors [32] directly find objects
without preset anchors.

One-stage paradigm that is popularized by SSD [14] and YOLO [9], directly classifies
pre-defined anchors without the object proposal generation step and further refines them.
DSSD [33] introduces new contextual information based on the multi-layer prediction in SSD
with deconvolutional layers to improve the performance. To address the huge foreground-
background category imbalance that stands outs as a central issue in one-stage paradigm,
RetinaNet [34] proposes focal loss. RefineDet [35] proposes an anchor refinement module
to coarsely adjust the anchor boxes and filter the negative anchors for the detection module,
as inherited by the merits of two-stage paradigm. Light-Head R-CNN [36] uses cheap R-
CNN subnet and thin feature maps to improve the efficient of two-stages detector. DeNet
[37] employs a sparse distribution estimation scheme through an end-to-end CNN-based
detection model. R-FCN-3000 [38] decouples object detection and classification in real-time
object detector, which multiplies the object score with the fine-grained classification score
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to obtain the detection score. Pelee [39] and ThunderNet [40] construct lightweight models
for mobile platforms with limited computing power and memory resource.

2.2 Multi-Scale Features

To improve the accuracy of detectors on detecting difficult objects with extreme size, various
strategies [12,13,15,41-43] have been proposed to introduce multi-scale information to the
conventional detection framework. Image pyramids [22,44] is a common strategy to improve
the performance of detectors, which detects object across scales during training and test-
ing to remedy the scale-variation problem. However, image pyramid method increases the
inference time and neglects the in-network feature hierarchy to handle large scale variation.
During multi-scale training, for each resolution of input images, SNIP [12] proposes a scale
normalization strategy based on the image pyramid scheme to train instances that fall into
the desired scale range. SNIPER [13] samples background proposals in different scales and
only selects context ones around the ground-truth bounding boxes, which performs multi-
scale training more efficiently. However, SNIPER and SNIP still suffer from the unavoidable
increasing of inference time.

Another stream of utilizing multi-scale information in fully supervised learning is to
consider both high-level and low-level information. R-SSD [42] and RRC [43] gather both
low-level and high-level feature maps by concatenation, which cost more computational
resource significantly. To generate the better feature maps for prediction, ION [45] and
HyperNet [46] concatenate high-level and low-level features of various layers. Before fusing
multi-level features, transformation operators or specific normalization need to be developed,
as the features of different layers usually have different sizes. Instead, object detection at
multiple layers without feature fusion is performed in MS-CNN [47] and SSD [14].

2.3 Feature Pyramid

The feature pyramid structure has been applied to many computer vision tasks successfully,
i.e., semantic segmentation [41], object detection [15,44], human pose estimation [48]. The
feature pyramid structure contains two steps: Firstly, an encoder captures high-level semantic
information and reduces the resolution of feature maps gradually. Secondly, a decoder grad-
ually restores the spatial cues. FPN [15] is one of the representative model architectures to
generate pyramidal feature representations for object detection, which boosts the low-level
feature semantic representation at bottom layers by introducing lateral connections and top-
down pathway. PANet [44] proposes adaptive feature pooling to aggregate features from all
levels and introduces additional bottom-up path augmentation in FPN to boost the feature
hierarchies for the better performance. DSSD [33] aggregates context and enhances the high-
level semantics for shallow-layer features by using deconvolution layers as decoders. U-Net
[41] is an encoder-decoder model, which shares the information learned by the encoder with
the decoder through concatenation with skip connections. TripleNet [49] simultaneously
predicts the objects and parses pixel semantic labels by all different layers in the decoder.
Recently, the pioneering work ViT [50] demonstrates that pure Transformer-based archi-
tectures also achieves very competitive results, indicating the potential of handling the vision
tasks and natural language processing (NLP) tasks under a unified framework. Built upon the
success of ViT, many efforts have been devoted to designing better Transformer based archi-
tectures for various vision tasks, including low-level image processing [51], object detection
[10]. The hierarchical Transformer architecture but adopt different self-attention mechanisms
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Fig.1 The overall flowchart of the proposed attention feature pyramid network for object detection. It consists
of four components: backbone CNNs, attention feature pyramid encoders, transformer decoders and prediction
head. FFN denotes a feed forward network that generates the final detection outputs. And Cls and Box denote
the classification and bounding-box regression predictions, respectively

can utilize the multi-scale features and reduce the computation complexity by progressively
decreasing the number of tokens.

3 Method

3.1 The Overall Framework

We aim to leverage the pyramidal feature hierarchy and attention mechanism to formulate
object detection as an end-to-end direct set prediction framework with semantic features. As
illustrated in Fig. 1, our method takes an arbitrary-size single-scale image as input, and the
CNN backbones output feature maps of proportional size at multiple levels. This backbone
feature extraction is independent of the CNN architectures. Then we build multiple top-
down pathways and combine them with attention mechanism to construct an attention feature
pyramid, which is feed to the subsequent decoders for detection predictions. The rest of this
section describes the details of each component.

3.2 Multi-Headed Self-Attention (MHSA)

In this subsection, we first revisit the multi-headed self-attention (MHSA) [52] structure,
which is the basic module of our encoder and decoder components.

Given the key-value sequence XXV of dimension N¥¥ x d and the query sequence X9 of
dimension N9 x d, the outputs of MHSA are the same dimension as the query sequence. It
starts by adding the query and key positional encodings, which follows by computing query,
key and value embeddings.

K = T*(X" + P%)
vV =T(X") : M
Q0 =TI4X9+ P9)

where T*, TV and T are weight tensors in 7. The we compute the attention weights A by
applying the softmax operation to dot product of query and key embeddings, which interacts
all pairwise elements sequentially and explicitly.

Thus, each element in the query attends to all elements in the key-value pairs:
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Fig.2 The structure of the proposed attention feature pyramid encoders. Given a set of build-in feature pyramid
from CNN backbones, AFP iteratively applies top-down pathways and attention mechanism to encode multi-
scale, self-attention feature representation

LoTk.
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We aggregate the values V weighted by attention weights A as the final output of single-
head attention (SHA):
kv
SHA(XY, XN, T); = Y0, AV - &)
Then the MHA is simply the concatenation of M SHA followed by a projection layer with
weight T7:

MHA (X9, XX, T); = TP[SHA(XY, XXV, Ty); .. .;

SHA(XY, XK, Typ)] @
MHSA is a special case X4 = XX of multi-headed attention (MHA):
MHSA(X, T¢, T?) = MHA(X, X, T¢, TP), 5)

where X is the input sequence, T is the embedding weight, and 77 is the project weight.

3.3 Attention Feature Pyramid (AFP) Encoders

We propose a novel Attention Feature Pyramid as our encoders, which build multiple top-
down pathways and combine them with attention mechanism, as illustrated in Fig. 2. In
particular, we iteratively apply top-down pathways and attention mechanism to each level
of build-in feature pyramid from CNN backbones. The top-down pathways combine low-
level and high-level feature maps from backbones to generate strong multi-scale feature
maps by a set of cross-scales connections. And attention mechanism imposes each level of
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feature pyramid to attend to information from different positions and representation subspaces
jointly. We repeat above inter-level feature aggregation and intra-level information attention
to encode multi-scale and self-attention feature representation.

We utilize FPN [15] as our basic top-down pathways structure, which is briefly revisited as
below. We treat each stage from the backbone CNNs as one pyramid level. The output of the
last layer of each stage is defined as our reference set of feature maps to create our pyramid,
as the deepest layer of each stage has the strongest representation. The decoder upsamples
spatially coarse, semantically strong feature maps from high-level pyramids to produce high-
resolution feature maps. These high-resolution feature maps are then boosted with feature
maps in the low-level pyramids through hidden connections. Feature maps with the same
spatial size from the encoder and the decoder are merged by those hidden connections. The
feature maps in encoders are accurately localized as they are only subsampled a few times,
but they only have lower-level semantics.

To this end, a 1 x 1 convolutional layer and element-wise addition are used to align channel
dimension and combine the upsampled feature maps and the corresponding bottom-up feature
maps. The final feature maps have 4 levels in ResNet, corresponding to { PZ, P}, P}, P}},
which are of the same spatial sizes, respectively. We also build {PIG} for covering a larger
scale by simply applying a subsampling on { P’} with stride 2.

With the above feature pyramid, we further employ above MHSA for each level to interact
all pairwise elements, which results in feature maps of {A%, A?, A?’ A?, A?}. The above
top-down pathways and attention mechanism are applied iteratively to get output attention

maps {Ai,d, A3, AL A3, AS,
resolution feature maps, which is inefficient to compute attention maps. Thus, we downsample
the attention maps by a factor of 2 each iteration until it has the same resolution as the feature
maps of higher levels. To further reduce computational cost, we merge the output feature
pyramid of AFP before the decoder module. As each level of feature pyramid has the same

resolution, we use element-wise addition to generate inputs for sequential modules.

}. However, the low-level pyramids, e.g., Plz, are high-

3.4 Transform Decoders

The decoders have similar structure as Transform decoders in [10], each of which is the
MHSA [52] to transform N embeddings of size d, as illustrated in Fig. 3. The decoder receives
learnable object queries and encoder memory, and produces the output embedding. Then they
are independently decoded into box coordinates and class labels by a feed forward network
(FEN), resulting N final predictions. Using self- and encoder-decoder attention over these
embeddings, the model globally reasons about all objects together using pair-wise relations
between them, while being able to use the whole image as context. The final prediction is
computed by a 3-layer perceptron with ReLLU activation function and hidden dimension d,
and a linear projection layer. The FFN predicts the normalized center coordinates, height and
width of the box w.r.t. the input image, and the linear layer predicts the class label using a
softmax function. Since we predict a fixed-size set of N bounding boxes, where N is usually
much larger than the actual number of objects of interest in an image, an additional special
class label is used to represent that no object is detected within a slot. This class plays a
similar role to the “background” class in the standard object detection approaches.
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Fig.3 The structure of transform T_
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3.5 Optimization Objective

Our method infers a fixed-size set of N predictions as in [10]. Thus an optimal bipartite
matching is used to align the prediction results to ground-truth objects, and then optimize
classification loss and bounding-box regression loss. We denote the ground-truth objects as
y and the predictions as y = { j/i}fv We search the permutation of N elements o to find a
bipartite matching between the predictions and ground-truth objects.

N
6 = argmin Z Lnatch (Vis Jo(i))s ©

1

where Lmatch (Vi Yo (i) is the matching cost between the ground-truth y; and a prediction with
index o (i). We define the predicted box as l;g () and probability of category ¢; as py (i) (c;)
in each prediction ;.

Then matching cost is defined as:

Lonateh Vis o iy) = —Lie120) Por iy (€1) + Tie; 20y Loox (bis o (i), @)

where the bounding-box loss Lyox is defined as in [23]:
Lox (bi, l;a(i)) = XiouLiou (bi, l;a(i)) + ALtllbi — I;J(i)||1~ ®)

With the optimal &, we define the Hungarian loss as optimization objective, which is
similar to the losses of common object detectors:

LHungarian (i ) = —108 P i) (i) + Lie; 0y Loox (bi, 1;&(1‘)) . 9
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4 Experiment

We conducted the experiments on COCO. With insights and qualitative results, a detailed
ablation study is provided.

4.1 Dataset

We evaluate our method on COCO 2017 [53], which contains 5k validation images and 118k
training images. Each image is annotated with bounding-box labels with 7 instances for each
image on average. It has up to 63 instances in images of fraining set, ranging from large to
small objects.

4.2 Implementation Details

We train AFPN with AdamW [54] method and set the initial learning rate of backbone to
1073, the learning rate of the transformer to 10~#, and weight decay to 10~*. We use Xavier
[55] to initialize all weights and leverage the ImageNet pre-trained weights for backbones
with frozen batch-norm layers. We use ResNet-50 and ResNet-101 as our backbones to report
the exprimental results, in terms of AFPN-R50 and AFPN-R101, respectively. As a common
setting, we remove the stride from the first convolution of the last stage in the backbone and
increase the feature resolution with dilation. The corresponding models are called AFPN-
DC5-R50 and AFPN-DC5-R101, respectively. For scale augmentation, we resize the input
images such that the longest at most 1, 333 while the shortest side is at most 800 pixels and
at least 480.

During training, we also apply random crop augmentations to learn global relationships
among the self-attention encoders. Particularly, each image is cropped to arandom rectangular
region with probability 0.5 and then resized to (800—1333). Each element i of the ground
truth set can be seen as a y; = (c;, b;), where ¢; is the target class label (which may be ¢)
and b; € [0, 1]* is a vector that defines ground truth box center coordinates and its height
and width relative to the image size. We use Hungarian algorithm to minimize the pair-wise
matching cost between ground truth y; and a prediction with index o (i), as described in
Subsect. 3.5. This optimal assignment plays the same role as the heuristic assign- ment rules
used to match proposal [8] or anchors [15] to ground truth objects in modern detectors.

The dropout ratio in the Transformer is set to 0.1. We also override the prediction of empty
slots with the second-highest scoring category and the corresponding confidence to improve
AP.

For ablation study, we train AFPN for 300 epochs, which drops the learning rate after 200
epochs by a factor of 10. To compare with the-state-of-the-art detectors, we train for 500
epochs, which drops the learning rate by a factor of 10 after 400 epochs.

4.3 Comparison with the Baselines

We use the attention-based and popular detectors, i.e., DETR and Faster R-CNN methods,
as our baselines. Our method AFPN consistently outperforms other methods for all metrics
in Table 1. We observe that AFPN has a large improvement for small and medium object
compared to DETR , as illustrated by APg and AP, metrics.
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Fig. 4 Visualization results on the MS COCO 2017 val.AFPN outputs and ground-truth segmentation are
presented from left to right in each group
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Fig.5 Visualization failure cases on the MS COCO 2017 val. AFPN outputs and ground-truth segmentation
are presented from left to right in each group. As shown in the last column, our failure modes mainly come
from two parts: (1) confusion with similar objects, and (2) low-quality images
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Table 1 Comparison AFPN with Faster R-CNN and DETR on the COCO validation set. The first section
shows the results of Faster R-CNN models

Method AP APs( AP75 APg APy, APy,
Faster RCNN-R50-DC5 39.0 60.5 42.3 21.4 43.5 525
Faster RCNN-R50-FPN 40.2 61.0 43.8 24.2 435 52.0
Faster RCNN-R101-FPN 42.0 62.5 459 252 45.6 54.6
Faster RCNN-R50-DC5+ 41.1 61.4 443 229 459 55.0
Faster RCNN-R50-FPN+ 42.0 62.1 455 26.6 45.4 53.4
Faster RCNN-R101-FPN+ 44.0 63.9 47.8 27.2 48.1 56.0
DETR -R50-C5 42.0 62.4 44.2 20.5 45.8 61.1
DETR -R50-DC5 433 63.1 45.9 22.5 473 61.1
DETR -R101-C5 435 63.8 46.4 21.9 48.0 61.8
DETR -R101-DC5 449 64.7 47.7 23.7 49.5 62.3
AFPTN-R50-C5 45.1 65.2 47.1 23.6 479 64.0
AFPTN-R50-DC5 46.5 66.1 49.1 25.6 50.2 64.2
AFPTN-R101-C5 46.9 67.1 49.3 24.1 50.5 64.3
AFPTN-R101-DC5 48.3 68.0 50.9 28.3 523 65.5

The second section shows results for Faster R-CNN models with the long 9x training schedule, random crops
train-time augmentation and GIoU [23]. The third section shows the results of DETR in [10]. ResNet-50 and
ResNet-101 backbones are used

Table 2 Ablation study of AFPN

on different pyramid levels on AS A4S At A A% AP APso AP7s APs APy APL
LoD var20 Ly with v 433 631 459 225 473 6Ll
v v 44.1 643 472 234 481 622
v v v 458 651 484 241 498 637
v v v v 46.5 66.1 49.1 256 502 642
v v v v v 464 66.1 492 257 501 642

4.4 Ablation Studies

Table 2 lists the ablation study of various pyramid levels, where we present the sources of
their improvements. Our baseline is DETR , which only uses the feature maps from the
last stage of backbones to generate attention feature maps, i.e., A5. We demonstrate that
employing more feature pyramid has the consistent improvement of learning performance.
The finest pyramid, i.e. A, only has margin gains, but it requires enormous computation for
attention and aggregation. Thus, we only use four pyramid levels, i.e., {A3, A*, A5, A%}, in
other experiments.

4.5 Case Studies
The qualitative results on the MS COCO 2017 val are shown in Fig. 4. Our approach outputs

semantically meaningful and precise predictions despite the existence of complex object
appearances and challenging background contents. It demonstrated the effectiveness of the
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Table 3 State-of-the-art comparison on COCO test-dev for bounding-box object detection
Method Backbone TTA AP AP5 AP75 APg APy APy
YOLOv3 [56] DarkNet-53 33.0 57.9 344 18.3 254 41.9
RetinaNet  [34] ResNeXt-101 40.8 61.1 44.1 24.1 44.2 51.2
RefineDet  [35] ResNet-101 v 41.8 62.9 45.7 25.6 45.1 54.1
CornerNet  [57] Hourglass-104 v 42.1 57.8 453 20.8 448 56.7
ExtremeNet [58] Hourglass-104 v 43.7 60.5 47.0 24.1 46.9 57.6
FSAF [59] ResNeXt-101 v 44.6 65.2 48.6 29.7 47.1 54.6
FCOS [32] ResNeXt-101 44.7 64.1 48.4 27.6 475 55.6
CenterNet  [60] Hourglass-104 v 45.1 63.9 49.3 26.6 47.1 57.7
NAS-FPN  [61] AmoebaNet 48.3 - - - - -
SEPC [62] ResNeXt-101 50.1 69.8 54.3 31.3 533 63.7
SpineNet [62] SpineNet-190 52.1 71.8 56.5 354 55.0 63.6
Mask R-CNN [5] ResNet-101 39.8 62.3 434 22.1 432 51.2
Libra R-CNNJ[63] ResNeXt-101 43.0 64.0 47.0 253 45.6 54.6
PANet [44] ResNeXt-101 474 67.2 51.8 30.1 51.7 60.0
DCN-v2 [64] ResNet-101 v 46.0 67.9 50.8 27.8 49.1 59.5
SNIP [12] Model Ensemble v 48.3 69.7 53.7 314 51.6 60.7
SINPER [13] ResNet-101 v 47.6 68.5 534 30.9 50.6 60.7
TridentNet  [65] ResNet-101 v 48.4 69.7 535 31.8 51.3 60.3
TSD [66] SENet154 v 512 71.9 56.0 33.8 54.8 64.2
MegDet [67] Model Ensemble v 52.5 - - - - -
CBNet [68] ResNeXt-152 v 533 71.9 58.5 35.5 55.8 66.7
HTC [69] ResNeXt-101 47.1 63.9 44.7 22.8 439 54.6
AFPTN ResNet-50 46.5 66.1 49.1 25.6 50.2 64.2
ResNet-101 48.3 68.0 50.9 28.3 52.3 65.5
ResNeXt-101 v 52.3 72.1 55.1 30.7 55.1 67.9

TTA test-time augmentation, which includes multi-scale testing, horizontal flipping, etc. mstrain multi-scale

training

proposed attention feature pyramid encoder. We further visualize our failure mode in Fig. 5,

mainly resulting from confusion with similar objects and low-quality images.

4.6 Running Time

Each iteration of AFPN with ResNet50 takes 855 ms on a single machine with 8§ V100 cards.
Thus, the total training times are about 13 days for MS COCO, respectively. During testing,
each image only uses 65 ms, while the original DETR requires 43 ms per image.

4.7 Comparison with the State of the Arts

We use ResNet-50, ResNet-101 and ResNeXt-101-32x4d as the backbones for AFPN. Table 3
lists the comparison with the state-of-the-art detectors on MS COCO. The bounding box
detection results for MS COCO are shown in Table 3. The results are divided into 3 groups.
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The first group shows one-stage detectors. The second group shows multi-stage detectors. The
third group is our results. The results can be also categorized as simple test results and TTA
results, where TTA is short for test-time augmentation. The third column shows whether TTA
is used. Note that different methods use different TTA strategies. For example, CBNet uses a
strong TTA strategy, which can improve their box AP from 50.7 to 53.3%. Our TTA strategy
brings large 4.0% AP improvement when using ResNeXt-101-32x4d as the backbone. The
simple test settings can also vary significantly among different detectors. Larger input sizes
tend to bring improvements. The state-of-the-art detectors are well-established and highly-
optimized with sophisticated multi-stage training procedures on the challenging COCO object
detection dataset. This may place AFPN at a disadvantage. Even so, AFPN is competitive.

5 Conclusion

In this paper, we have proposed a novel end-to-end Attention Feature Pyramid Network
(AFPN) framework to learn detectors with hyper feature maps via transformer encoder-
decoder fashion. The extensive experiments demonstrate that AFPN outperforms its baseline
, which is effective on the challenging COCO dataset. For the future work, we note that there
are not enough samples to train an object detectors, resulting in the few shot problem. We
plan to extend our method to solve the Small-Sample-Size problem.
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