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Abstract
As one of the most commonly used algorithms in the field of feature extraction, common 
spatial pattern (CSP) has a good effect on multichannel electroencephalogram (EEG) sig-
nal classification, especially for motor imagery-based signals. However, the formulation of 
the conventional CSP based on the L2-norm is sensitive to outliers. Whereas the L1-norm-
based common spatial pattern (CSP-L1) proposed in recent years can seek robust spatial 
filters to effectively alleviate the impact of outliers, the L1-norm is unable to characterize 
the geometric structure of the data well. To further improve the robustness of CSP, in this 
paper, we propose a new extension to CSP called the L21-norm-based common spatial 
pattern (CSP-L21), which is formulated by using the L21-norm rather than the L2-norm. 
Moreover, CSP-L21 has the advantages of rotational invariance and geometric structure 
characterization. We provide a non-greedy iterative algorithm to maximize the objective 
function of CSP-L21. Experiments on a toy example and three popular data sets of BCI 
competitions illustrate that the proposed method can efficiently extract discriminative 
features.

Keywords  Brain-computer interfaces (BCI) · Common spatial pattern (CSP) · L21-norm · 
Robust feature extraction

1  Introduction

The brain-computer interface (BCI) is an external information communication and 
control technology established between the human brain and a computer or other elec-
tronic devices that is independent of the conventional brain information output pathway 
(peripheral nerve and pathway tissue) [1, 2]. One of the main objectives of BCI studies 
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is to provide communication for patients with neuromuscular dysfunction or paralysis. 
The typical research goal is to facilitate the daily lives of patients. According to differ-
ent kinds of signals and scenarios, BCI systems can be divided into three types: inva-
sive, partially invasive and noninvasive [3, 4]. The former two types can cause trauma 
and thus are commonly used in animals or in patients with severe brain diseases. The 
electroencephalogram-based brain-computer interface system is widely researched and 
used for its noninvasive, high temporal resolution and simple equipment. However, its 
low spatial resolution makes it vulnerable to all kinds of noise and outliers. Therefore, 
feature extraction and EEG signal classification are key technologies to improve the per-
formance of brain-computer interface system.

The BCI system generally consists of five modules, including signal acquisition, 
signal processing, feature extraction, classification and control signal output. The elec-
troencephalogram (EEG) signal is very weak and has the characteristics of nonlinear-
ity, nonstationary and noise sensitivity, which makes the effect of direct EEG signal 
classification poor. Therefore, the feature extraction module is very important. In the 
literature, feature extraction is usually considered from two aspects: temporal filtering 
and spatial filtering. The autoregressive model (AR) [30], power spectrum density esti-
mation [31] and wavelet transform [32] are commonly used temporal filtering meth-
ods. Additionally, CSP and independent component analysis (ICA) [33] are the classical 
methods for spatial filtering. Among them, CSP is a popular approach that is widely 
used in data analysis of multichannel EEG signals. It aims to find the optimal spatial fil-
ters that project the EEG signals onto a subspace such that the variance ratio of the two 
EEG classes is maximized. It is generally known that the conventional CSP employs 
the covariance in terms of the L2-norm. This makes the method sensitive to noise and 
outliers. Given this situation, there are many extensions to CSP [22, 23] that have been 
put forward in recent years, such as local temporal common spatial patterns (LTCSP) 
[7], local temporal correlation common spatial patterns (LTCCSP), L1-norm-based CSP 
(CSP-L1) [29], local temporal joint recurrence common spatial patterns (LTRCSP) [21] 
and Lp-norm-based local temporal correlation common spatial patterns (LTCCSP-Lp) 
[6]. There is still room to enhance the robust modeling of the CSP method to extract 
more discriminative features.

In this paper, a new robust form of the CSP algorithm, which replaces the L2-norm 
with the L21-norm, is considered. We term this method as the L21-norm-based common 
spatial pattern (CSP-L21). In fact, the L21-norm has been widely used in other methods of 
feature extraction in the machine learning field, such as R1-PCA [8, 9], e-LDA-L21 [10], 
2DLDA-L21 [12] and LPP-L21 [11]. Experimental results show that all the methods based 
on the L21-norm have enhanced robustness and achieved better classification performance. 
In addition, compared with the L1-norm, the L21-norm not only can effectively suppress 
outliers and noises, but also has rotation invariance and can well characterize the geometric 
structure of data. It is worthwhile to mention the following three innovations of CSP-L21. 
1) In this robust method, the L2-norm is plugged to measure the distance along the space 
dimension and the L1-norm is used to sum all data points, which effectively reduces the 
influence of the square term on the noises and outliers. 2) A non-greedy iterative algorithm 
[13] is introduced to solve the optimization of the objective function of CSP-L21. It turns 
out to be theoretically feasible. 3) We use the L21 dispersion as features that are fed into 
the linear discriminant analysis (LDA) for classification.

The remainder of this paper is organized as follows. The conventional CSP is briefly 
reviewed in Sect. 2. In Sect. 3, we propose the CSP-L21 method. In addition, a non-greedy 
iterative algorithm is introduced and theoretically justified. Section 4 presents the experimental 
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results and discussions on a toy example and three EEG data sets. Finally, we provide con-
cluding remarks in Sect. 5.

2 � Brief Review of CSP

In the field of EEG processing, CSP is a spatial filtering algorithm, which is used to extract 
the spatial features of multichannel EEG signals [24, 25]. It is generally used for two catego-
ries. Let  X1,X2, ...,Xtx ∈ RC×N be the motor imagery (MI)-based EEG signals that belong to 
one mental task and Y1, Y2, ..., Yty ∈ RC×N be the condition of the other class. Here, C is the 
number of channels, N is the number of samples in a single EEG trial, and tx and ty represent 
the numbers of trials from the two kinds of EEG signals. We relabel the columns of X and Y 
as X = (x1, x2, ..., xm) ∈ RC×m and Y = (y1, y2, ..., yn) ∈ RC×n , respectively. Here, m = N × tx 
and n = N × ty . They represent the numbers of samples in the total EEG trials from the two 
classes.

The EEG signals then go through the filtering of a specific frequency band, the decen-
tralization of the mean value and the preprocessing of normalization [26]. For simplicity of 
expression, we assume that the above symbols represent the preprocessed EEG data matrix 
rather than the original EEG signals. Then, the formulation of the objective function is given 
as follows:

where w ∈ RC is a spatial filter that projects multichannel EEG signals into a new space 
such that the variance of one class is maximized while that of the other class is minimized. 
Here, Cx ∈ RC×C and Cy ∈ RC×C are the covariance matrices of the two classes, given by 
Eqs. (2) and (3), respectively:

Our aim is to determine the spatial filter w by solving the generalized eigenvalue equation:

For classification, we select the smallest number of leading eigenvectors associated with 
the largest and the smallest eigenvalues as spatial filters. The variances of the filtered signals 
from the two classes (possibly after a log-transformation) are used as features sets, which are 
fed into the classifier of the linear discriminant analysis (LDA).

(1)JCSP(w) =
wTCxw

wTCyw

(2)Cx =
1

tx
XXT

(3)Cy =
1

ty
YYT

(4)Cxw = �Cyw
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3 � L21‑Norm‑Based Common Spatial Pattern (CSP‑L21)

With the widely increasing application of CSP, many problems have come to light. The 
random non-stationarity and noninvasive acquisition way of EEG signals lead to noise 
caused by electromyograms (EMGs), electrooculograms (EOGs) and spikes mixed in the 
signals [14]. To solve this problem effectively has always been the focus of research.

It is generally known that many effective methods have done well in alleviating the 
impact of outliers in recent years, such as CSP-L1 [5], CSP-L1 with the form of waveform 
length [19], improving generalization CSP-L1 [28], even regularized CSP-L1 [18, 20] and 
so on. However, the L1-norm cannot well characterize the geometric structure of data and 
does not obey the rotational invariance. To obtain more discriminative features, we con-
sider it from the perspective of group sparsity. A new extension to CSP, called the L21-
norm-based common spatial pattern (CSP-L21), is proposed in this paper.

3.1 � Objective Function

According to Eq. (1), Eqs. (2) and (3), the objective function of classical CSP can be fur-
ther reformulated as:

where ‖⋅‖ denotes the L2-norm. Clearly, the square term potentially magnifies the effect of 
outliers. Motivated by the advantages of the L21-norm, we propose the objective function 
given by:

where W ∈ RC×d (d < C) is an optimal projection matrix which projects the samples into 
the lower d-dimension subspace. Here, d denotes the number of projection vectors, i.e., 
the number of extracted features that are set as the input to the linear discriminant analysis 
(LDA) for classification, and ‖⋅‖2,1 represents the L21-norm. For an arbitrarily matrix U (
U ∈ Ra×b

)
 , ||U||2,1 is defined as follows:

where Uj is the j column of U.
In order to solve the objective function (6) more conveniently, the following corollary is 

introduced.
Corollary 1: Objective function (6) is equal to the following formulation:

(5)JCSP(w) =
wTCxw

wTCyw
=

1

tx

��wTX��
2

2

1

ty

��wTY��
2

2

=

1

tx

∑m

i=1
(wTxi)

2

1

ty

∑n

j=1
(wTyj)

2

(6)JCSP−l2,1 (W) =

��WTX��2,1
��WTY��2,1

=

∑m

i=1
��WTxi

��2
∑n

j=1

���W
Tyj

���2

(7)||U||2,1 =
b∑

j=1

√√√√
a∑

i=1

Uij
2 =

b∑

j=1

||uj||2

(8)JCSP−l2,1 (W) =
tr(WTXDxX

TW)

tr(WTYDyY
TW)
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where tr(·) is the trace operator.
Proof: According to Eq.  (6), the following equation is obtained by using simple alge-

braic theory:

According to Eq. (11), we have:

Substituting Eqs. (13) and (14) into Eq. (6), objective function (6) can finally be rewrit-
ten as:

3.2 � Iterative algorithm

Computationally, finding the derivative of objective function (15) about W and letting its 
reciprocal be zero is extremely complex and difficult. In addition, different from the form 
of the traditional trace ratio, the matrices Dx and Dy in Eq. (15) are related to the projec-
tion matrix W. Thus, we decided to use a non-greedy iterative algorithm which constructs 
an auxiliary function, with the help of the sub-gradient algorithm and Armijo line search 
method to obtain optimal projection matrix W.

Before formally settling the problem, we introduce a theorem as follows [10, 11]:
Theorem 1: Suppose that the matrix functions M(U) and N(U) are positive definite, we 

have:

if and only if:

(9)Dx = diag

(
1

||x1||2
,

1

||x2||2
, ...,

1

||xd||2

)

(10)Dy = diag

(
1

||y1||2
,

1

||y2||2
, ...,

1

||yd||2

)

(11)||U||2,1 =
b∑

j=1

||uj||2 =
b∑

j=1

uT
j
uj

||uj||2
= tr(UDUT )

(12)D = diag

(
1

||u1||2
,

1

||u2||2
, ...,

1

||ub||2

)

(13)||WTX||2,1 = tr(WTXDxX
TW)

(14)||WTY||2,1 = tr(WTYDyY
TW)

(15)JCSP−l2,1 (W) =

‖‖WTX‖‖2,1
‖‖WTY‖‖2,1

=
tr(WTXDxX

TW)

tr(WTYDyY
TW)

(16)�max =
M(U∗)

N(U∗)
= max

UTU=Ip

M(U)

N(U)
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Consequently, this theorem provides an auxiliary function for the objective optimization.
According to Eqs.  (16) and (17), we invert objective function (15) into the following 

corresponding trace difference objective function:

We see that two unknown variables Dx and Dy are included in objective function (18). 
We therefore resort to alternatively updating W (while fixing λ) and λ (while fixing W).

Specifically, we assume that Wt−1 is the solution at the ( t − 1 ) th iteration. Meanwhile, �t 
is calculated as follows:

According to Theorem  1 and Eq.  (18), �t can be fixed by optimizing the following 
formula:

where

Obviously, �t 
(
�1 ⩽ �2 ⩽ ... ⩽ �t−1 ⩽ �t

)
 is a sequence. It is concluded that the prob-

lem can be transformed into the inequality (24), which is settled by the Armijo line search 
method:

We consider applying a sub-gradient algorithm to solve Eq. (22). The sub-gradient of 
F(W) is achieved by calculating the derivative of Eq. (23) with respect to W:

where

(17)M(U∗) − �maxN(U
∗) = max(M(U) − �maxN(U)) = 0

(18)Wopt = arg
WTW=Id

max
||WTX||2,1
||WTY||

2,1

= arg max
WTW=Id ,�

(M(W) − �N(W))

(19)M(W) = ||WTX||2,1

(20)N(W) = ||WTY||2,1

(21)�t =
M(Wt−1)

N(Wt−1)

(22)arg max
WTW=Id

F(W)

(23)F(W) = M(W) − �tN(W)

(24)F(W) = M(W) − �tN(W) ⩾ M(Wt−1) − �tN(Wt−1) = 0

(25)∇F(W) = ∇M(W) − �t∇N(W)

(26)

∇M(W) =
�M

�W
=

�(
∑
j

��WTX(∶, j)��2)

�W
=
�

j

1

��WTX(∶, j)��2
X(∶, j)X(∶, j)TW = XDxX

TW

(27)Dx = diag

(
1

||WTX(∶, 1)||2
,

1

||WTX(∶, 2)||2
, ...,

1

||WTX(∶, d)||2

)



3625Common Spatial Pattern with L21‑Norm﻿	

1 3

where

Substituting Eqs. (26) and (28) into Eq. (25), the sub-gradient of F (W) finally becomes:

where Dx and Dy are represented as Eqs. (27) and (29), respectively.
Furthermore, to obtain more discriminative features, the orthogonalization constraint 

of W must be satisfied. In each iteration, W must be projected into an orthogonal cone 
by using Eq. (31) for the new projection matrix Wnew:

The pseudocode of the entire solution process is shown in Table 1.

3.3 � Algorithm validation

It is necessary to prove that the previous iterative algorithm for optimizing the objective 
function of CSP-L21 is convergent. For this purpose, we verify that the objective func-
tion is monotonically increasing in each step and has an upper bound as follows.

(28)

∇N(W) =
�N

�W
=

�(
∑
j

��WTY(∶, j)��2)

�W
=
�

j

1

��WTY(∶, j)��2
Y(∶, j)Y(∶, j)TW = YDyY

TW

(29)Dy = diag

(
1

||WTY(∶, 1)||2
,

1

||WTY(∶, 2)||2
, ...,

1

||WTY(∶, d)||2

)

(30)∇F(W) = ∇M(W) − �t∇N(W) = XDxX
TW - �tYDyY

TW

(31)Wnew = H(W) = W(WTW)
−

1

2

Table 1   Iterative algorithm procedure of CSP-L21

Input:
Two classes of EEG data matrices X and Y, Armijo line search parameter β (0 < β < 1), and iteration number 
t. Initialize W0 ∈ RC×drandomly, satisfying WT

0
W0 = Id

Output:
Optimal spatial filter matrix Wt

Procedure:
1) Set t = 1
2) Suppose the solution of the (t-1) th iteration has been obtained, which is Wt−1 . Calculate �t by Eqs. (19)–

(21) as �t =
M(Wt−1)

N(Wt−1)
=

||(Wt−1)
TX||2,1

||(Wt−1)
TY||2,1

3) Calculate ∇F(Wt−1) by Eq. (30), where Dx and Dy are represented as Eqs. (27) and (29), respectively
4) Update Wnew = H(Wt−1 + � ⋅ ∇F(Wt−1)) , which satisfies Eq. (31)
5) Calculate F(Wnew) by Eq. (23). If F(Wnew) ⩾ F(Wt−1) = 0 , let Wt = Wnew and go to step 6;
otherwise update � =

�

1+�
 (� ∈ [0, 1]) [0, 1] and go to step 4

6) Set t ← t + 1
7) Stop the iteration until the objective function denoted by Eq. (15) converges
8) Return the final spatial filter matrix Wt



3626	 J. Gu et al.

1 3

Supposing Wt is the solution at the t-th iteration, the formula F(Wt) ⩾ F(Wt−1) = 0 is 
valid. Then, we have:

Let J(Wt) =
M(Wt)

N(Wt)
 . Because N

(
Wt

)
 is positive definite, namely, N

(
Wt

)
≻ 0 , according 

to Eq. (32), we have:

Substituting Eq. (21) into Eq. (33), Eq. (34) is given as:

Therefore, the conclusion that the objective function of CSP-L21 is monotonically 
increasing in each interaction step is shown. Next, the fact that the objective function has 
an upper bound is justified.

According to 
√
a2 + b2 + c2 ⩽ �a� + �b� + �c� , in the numerator of the objective func-

tion, we have:

Through the Cauchy inequality | < x, y > | ⩽ ||x||2||y||2 , it is shown that:

On the basis of 
√
a2 + b2 + c2 ⩽ �a� + �b� + �c� , we have:

Due to the matrix theory: 

We have: 

where �i is the eigenvalue of symmetric matrix XXT . Combining Eqs. (37) and (40), we 
have:

(32)F(W) = M(W) − �tN(W) =
‖‖‖W

TX
‖‖‖2,1 − �t

‖‖‖W
TY

‖‖‖2,1 ⩾ 0

(33)J(Wt) =
M(Wt)

N(Wt)
⩾ �t

(34)J(Wt) =
M(Wt)

N(Wt)
⩾

M(Wt−1)

N(Wt−1)
= J(Wt−1)

(35)||WTX||2,1 ⩽
N∑

j=1

||WTX(∶, j)||1 =
N∑

j=1

d∑

k=1

|W(∶, k)TX(∶, j)|

(36)
N∑

j=1

d∑

k=1

|W(∶, k)TX(∶, j)| ⩽
N∑

j=1

d||X(∶, j)||2

(37)||WTX||2,1 ⩽
N∑

j=1

d||X(∶, j)||2

(38)���W
TX

���2,1 =
N�

j=1

��WTX(∶, j)��2 ⩾

����
N�

j=1

��WTX(∶, j)��2
2
=
√
tr(WTXXTW)

(39)tr(WTXXTW) ⩾

d∑

i=1

�i(�1 ⩽ �2 ⩽ ...�d)

(40)||W
T
X||2,1 ⩾

d∑

i=1

�
i
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Similarly, for the denominator of the objective function, we still have:

According to Eqs. (41) and (42), it is justified that the objective function has an upper 
bound. Thus, the objective function is monotonically increasing in each step and has an 
upper bound. Namely, the proposed iterative procedure for the objective function of CSP-
L21 is convergent.

3.4 � Rotational invariance

Commonly, there are two main aspects of rotational invariance. One is that the projection 
matrix W will rotate to ΓW after the rotation of the feature space Γ. The other is that the 
result of the data projection in a high-dimensional space will remain unchanged when the 
sample space rotates. Then the rotational transformations can be defined by the rotation 
matrix Γ ∈ RC×C as follows:

According to objective function (6), Eq. (6) can be rewritten as:

where 
∧

W = ΓW.
If W is the solution of objective function (6), then 

∧

W is the solution of objective function 
(6) after a rotational transformation by rotation matrix Γ ∈ RC×C . That is, we have:

In summary, the low-dimensional feature extracted by the rotation transformation objec-
tive function remains unchanged under the rotational transformation.

3.5 � Geometric structure

The geometric structure of the classical CSP is represented by the covariance matrices, as 
shown in Eq. (1). By contrast, the objective function of CSP-L21 is described by Eq. (15) 
while the solution is mainly obtained by Eq.  (30). The objective function of CSP-L21 is 
defined by XDxX

T and YDyY
T while the solution is also related to XDxX

T and YDyY
T . 

(41)
d∑

i=1

�i ⩽ ||WTX||2,1 ⩽
N∑

j=1

d||X(∶, j)||2

(42)
d∑

i=1

�i ⩽ ||WTY||2,1 ⩽
N∑

j=1

d||Y(∶, j)||2

(43)X ← ΓXY ← ΓYxi
l
← Γxi

l
yi
l
← Γyi

l
W ← ΓWΓTΓ = I

(44)

JCSP−l2,1 (W) =
��WTX��2,1
��WTY��2,1

=

∑m

i=1
��WTxi

��2
∑n

j=1

���W
Tyj

���2
=

∑m

i=1
��WTΓTxi

��2
∑n

j=1

���W
TΓTyj

���2
=

∑m

i=1

���W
∧TΓxi

���2
∑n

j=1

�����

∧

W

T

Γyj

�����2

(45)[
⌢

W

T

Γxi = WTxi,
⌢

W

T

Γyj = WTyj]
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These two matrices are in fact the weighted data covariance matrices. That is, CSP-L21 
preserves the geometry of the data well.

3.6 � Feature extraction

Through the non-greedy iterative algorithm above, we obtain the optimal projection matrix 
W. For feature extraction, we relabel the columns of W as a set of orthonormal spatial fil-
ters w1,w2,,⋯ ,wd . Thus, for any EEG trial Z, the feature is extracted as:

where d is the number of spatial filters and f is a d-dimensional feature vector for training 
a classifier.

4 � Experiments

In this section, we build a toy data set and introduce the outliers first for preliminary veri-
fication. Afterwards, three public BCI competition EEG data sets, data sets IIIa and IVa of 
BCI competition III and data set IIa of BCI competition IV, are used to compare the effec-
tiveness of the proposed CSP-L21 approach and the other extensions to the CSP methods. 
To verify the robustness, which is the main contribution of this paper, outliers of different 
frequencies are introduced.

4.1 � Description of Data Sets

4.1.1 � Toy Example

The 2-D artificial data with 50 points per class are generated from two Gaussian classes 
that are set up with zero means and covariance matrices of [5, 0; 0, 0.2] and [0.2, 0; 0, 5], 
respectively. We aim to examine the difference in the projection directions when the data 
set is with and without outliers. The two classes of samples are specified by “ + ” in red 
and “ *” in blue. For testing the performance of CSP and CSP-L21 under the influence of 
outliers, an outlier, 10 is introduced to class “ *” by using the blue “ o”. The spatial filters 
of CSP and CSP-L21 are optimal when maximizing the filtered scatter of class “ + ” while 
minimizing the other class “ *”. The directions of the filters are shown in Fig. 1.

After introducing the outliers, the deviation angle of the filter direction of the CSP algo-
rithm is larger than that of the CSP-L21 algorithm, which effectively proves the robustness 
of CSP-L21. The above is merely a preliminary experiment, and thus, we will further prove 
the result on the real data sets.

4.1.2 � Real EEG Data Sets

1.	 Data set IIIa of BCI competition III: This data set contains EEG signals recorded from 
three individuals, s1, s2 and s3, by using 60 channels. Specifically, 90, 60 and 60 trials 

(46)
[[
f =

(‖‖w1Z
‖‖2, ‖‖w2Z

‖‖2,… ‖‖wdZ
‖‖2
)T]]
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are used for training and testing for s1, s2 and s3, respectively. We set the sampling 
frequency as 250 Hz and focus on the classification of the left and right hands MI.

2.	 Data set IVa of BCI competition III: The EEG signals contain five subjects, aa, al, av, 
aw and ay, are down-sampled at 100 Hz for analysis with 118 channels. The numbers of 
trials used for training for each subject are 168, 224, 84, 56, and 28, respectively, while 
the numbers of trials used for testing are 112, 56, 196, 224 and 252, respectively. Our 
aim is to classify the EEG signals of right hand and foot MI.

3.	 Data set IIa of BCI competition IV: The EEG data gathered from 22 electrodes are 
constituted by collecting EEG signals from nine people: A01E–A09E. Two sessions 
recorded on different days are provided. Each session consists of 288 trials with 72 tri-
als per class. The signals are sampled at 250 Hz and the motor imageries of the left and 
right hand are considered for classification in this paper.

As shown in Table 2, we summarize the information of the three real data sets.

Fig. 1   A toy example of spatial filtering by using CSP and CSP-L21 on a 2-D data set. Data points and pro-
jection vectors obtained by CSP and CSP-L21 in the cases without and with outliers are shown

Table 2   Statistical information of three real EEG data sets for experiment

Data set BCI competition III BCI competition IV

Data set IIIa Data set IVa Data set IIa

Subject s1 s2 s3 aa al av aw ay A01E-A09E

No. of training trials 90 60 60 168 224 84 56 28 144
No. of testing trials 90 60 60 112 56 196 224 252 144
No. of total trials 180 120 120 280 280 280 280 280 288
No. of channels 60 118 22
Sample frequency 250 Hz 100 Hz 250 Hz
MI classified Left vs. right hand Right hand vs. foot Left vs. right hand
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4.2 � Preprocessing of EEG signals

Before the experiment, the original EEG signals from the three real data sets are preproc-
essed first. The raw signals are filtered with a cutoff frequency of 8–35 Hz composing both 
the α-band and the β-band by a fifth order Butterworth filter. It should be noted that, when 
the order increases, the slope of the filter decades. Thus the speed of cutoff will be faster as 
the order becomes larger. In particular, when the order becomes infinite, the gain becomes 
a rectangular function. Therefore, according to the suggestion of Lotte and Guan [15], the 
order of Butterworth filter is set to five. For the first and third data sets, time segments 
from 0.5 to 2.5  s after the visual cues are chosen. Additionally, following the winner of 
BCI competition IV, the EEG segments recorded from 0.5 to 3.75 s after the visual cue are 
selected for the second data set.

4.3 � Experimental Settings

There are two parameters in the line search during the calculation. Empirically, the set 
{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} for β is selected on an approximate scale while 
α randomly takes a value between 0 and 1 in each interaction. Because the random value 
increases the uncertainty, we decide to run the program ten times in succession to ensure 
the stability and superiority of the result. As a method of comparison, the regularization 
parameter of TRCSP determined by ten-fold cross validation is searched in the set {1e-6, 
1e-5, 1e-4, 1e-3, 1e-2, 1e-1, 1e1, 1e2}.

In addition, unlike previous research on extensions to the CSP algorithm, the pairs of 
filters termed as m are not fixed here. We observe the changes in accuracies as m varies 
from 1 to 0.5 × C, where C represents the number of electrodes (i.e., the channels), rather 
than using one signal value. Finally, we obtain a d-D feature vector that is set as an input to 
the linear discriminant analysis (LDA) for classification, where d is the number of filters. 
The highest accuracy is achieved during the process. Besides, in order to save iteration 
time and ensure effective search, this paper sets the initial value of W as the basic space 
filter obtained by the traditional CSP algorithm.

4.4 � Outlier Simulation

Outliers with different frequencies generated from a C-dimensional Gaussian distribution 
N (m + 3σ, ∑), where m is the mean vector of EEG training data, σ is the standard deviation 
vector of the EEG training data and ∑ is the covariance matrix of the EEG training data, 
are introduced to the data sets for verifying the robustness of the algorithm we propose in 
this paper. Here, we compare the recognition rates with frequencies from the list {0.1, 0.2, 
0.3, 0.4, 0.5}.

4.5 � Results and Discussion

Other than the classical CSP method, other extensions used for comparison include TRCSP 
(the regularized CSP with Tikhonov regularization) [15], ACMCSP, which uses the 
weighted average covariance matrix to replace the conventional covariance matrix [16], 
and DLCSP, which learns the regularized CSP filters based on diagonal loading (DL) to 
discriminate the two mental states in the EEG signals [17]. Figure 2 shows the changes in 
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the average classification accuracies with the pairs of spatial filters in three real data sets by 
using the above five methods. It can be seen that the mean values of the accuracy are more 
than 55%, 60% and 74%, respectively, and the recognition rates of CSP-L21 not only are 
higher than that of the other methods in most cases but also obtain the best accuracy.

Moreover, we can achieve the corresponding filter pairs of the five methods when the 
optimal recognition rates are reached in the three real data sets. For data set IIIa of the BCI 
competition III, which has three subjects, the optimal spatial filter pairs used to classify 
the motor imagery-based signals for the five methods CSP, ACMCSP, TRCSP, DLCSP 
and CSP-L21 are 2, 3, 8, 2 and 5, respectively. On data set IVa of the BCI competition 
III, which has five subjects, 3, 1, 1, 2, and 2 filter pairs are selected for the five methods 
mentioned above. Finally, applying three filter pairs results in the best accuracy for all the 
above methods on data set IIa of BCI competition IV.

Then, we calculate the best recognition rates when these methods apply the correspond-
ing pairs of filters and summarize them in Tables 3 and 4. In addition, the results of the BCI 
winners are also added as reference resources. It should be mentioned that the values of the 
BCI winners underlined are the Kappa scores for multi-category classification. Moreover, 

Table 3   Classification accuracies of CSP, ACMCSP, TRCSP, DLCSP and CSP-L21 on the subjects of the 
data sets IIIa and IVa of BCI competition III without outliers added

The BCI winner values on the data set IIIa of BCI competition III are the Kappa scores
The bold values represent the highest recognition rates for each subject

Data set BCI competition III

Data set IIIa Data set Iva

Subject s1 s2 s3 Mean aa al av aw ay Mean

CSP 98.89 68.33 98.33 88.52 69.64 100.00 65.31 93.75 74.60 80.66
ACMCSP 96.67 70.00 96.67 87.78 65.18 100.00 71.94 92.86 78.97 81.79
TRCSP 94.44 80.00 96.67 90.37 65.18 98.21 72.45 89.73 78.57 80.83
DLCSP 98.89 70.00 98.33 89.07 71.43 91.07 65.31 92.86 80.16 80.16
CSP-L21 98.89 75.00 98.33 90.74 78.57 100.00 66.33 91.96 87.70 84.91
BCI winner 0.82 0.76 0.80 0.79 95.50 100.00 80.60 100.00 97.60 94.74

Fig. 2   The changes of average classification accuracies with pairs of spatial filters on a data set IIIa of BCI 
competition III, b data set IVa of BCI competition III and c data set IIa of BCI competition IV by five dif-
ferent extensions to CSP: classical CSP, ACMCSP, TRCSP, DLCSP and CSP-L21



3632	 J. Gu et al.

1 3

the recognition rates, which the BCI winners achieved on the data set IVa of BCI competi-
tion III, are obviously higher than the above five methods due to the adoption of a complex 
ensemble classifier instead of applying a single algorithm. In addition, the BCI winners’ 
preprocessing of the raw signals is also different from the other methods. Therefore, these 
data are not included in the comparison, only for the integrity of the results.

Although the results of these methods are different throughout the 17 subjects, they all 
have good performance. This is reflected in the classification accuracies of all individuals, 
which are all more than 55%. In particular, for some subjects, such as s1, s3, al, aw, A03E, 
A08E and A09E, the accuracy rates exceed 90%, and some of the rates even reach 100%. 
Clearly, the classical CSP method also has stable and satisfactory results on subjects s1, 
s3, al, aw, A02E, A03E and A08E. ACMCSP and DLCSP all work on modifying the con-
ventional covariance matrix with distinct expressions for more distinguished features. This 
is essentially similar to the idea proposed in our study. The former performs well in sub-
jects al, aw, A03E and A05E, while the latter performs well on subjects s1, s3, ay, A03E 
and A08E, which proves the effectiveness of the two methods. TRCSP actually adds the 
L2-regularization constraint to the objective function for the sake of sparsity and robust-
ness of the final results. By observing Tables 3 and 4, we find that this method with regu-
larization has its advantages on the subjects of data set IIa of BCI competition IV. Last but 
not least, the results of CSP-L21 are superior to the results of the other methods for most 
instances, and compared with the classical CSP, the mean classification accuracies of CSP-
L21 increase by approximately 2.22, 4.25 and 1.08%. CSP-L21 always achieves the highest 
average recognition rates of all of the comparison methods. In addition, the recognition 
rate of the subject ay, whose training set included only 28 trials, reaches 87.7%. This shows 
that CSP-L21 can also be applied to small-sample training sets. This method improves the 
accuracies of six of the nine subjects. The experiments on the three real data sets without 
added outliers demonstrate the effectiveness of the CSP-L21 method.

Afterwards, to check the robustness of CSP-L21, outliers varied between 0.1 ~ 0.5 by 
step = 0.1 are added to the raw signals of the three real data sets. For each data set, we 
draw the curve of the average recognition rates of the subjects varying with the outliers’ 
frequencies in Fig. 3. We observe that the performance of these methods deteriorates as the 
frequency of the occurring outliers increases. However, it is shown that CSP-L21 always 

Table 4   Classification accuracies of CSP, ACMCSP, TRCSP, DLCSP and CSP-L21 on subjects of the data 
set IIa of BCI competition IV without outliers added

The BCI winner values are the Kappa scores
The bold values represent the highest recognition rates for each subject

Data set BCI competition IV

Data set IIa

Subject A01E A02E A03E A04E A05E A06E A07E A08E A09E Mean

CSP 89.58 61.81 96.53 73.61 67.36 65.28 80.56 94.44 91.67 80.09
ACMCSP 89.58 59.03 96.53 72.92 72.92 68.06 78.47 94.44 91.67 80.40
TRCSP 90.97 58.33 96.53 64.58 70.14 68.06 84.72 94.44 90.97 79.86
DLCSP 89.58 61.11 96.53 73.61 68.75 68.06 82.64 95.14 91.67 80.79
CSP-L21 90.97 56.25 96.53 76.39 68.75 68.75 82.64 97.22 93.06 81.17
BCI winner 0.68 0.42 0.75 0.48 0.40 0.27 0.77 0.75 0.61 0.57
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maintains the best discrimination (almost more than 65%) on the EEG data sets, while the 
other methods almost cease to be effective, especially on the second data set with five sub-
jects. Similarly, the role of Fig. 4 is to verify the robustness of the CSP-L21 method again 
by showing the average recognition rates for each subject and depicting the average clas-
sification accuracies across the different subjects of each EEG data set. ACMCSP, TRCSP 
and DLCSP behave well in some cases, such as for subject ay and A09E, which illustrates 
that the extensions to CSP in the previous articles exhibit good performance to some 
extent. However, CSP-L21 clearly has the best performance among all compared methods. 
The accuracies of the proposed method for subjects s1, al, A03E and A08E reach approxi-
mately 90%, and some accuracies are close to 100%. According to the figures and analysis 
above, this paper concludes that the CSP-L21 method is valid and able to effectively reduce 
the impact of outliers.

Next, we discuss some details. In the non-greedy iterative algorithm from Table 1, line 
search parameter β belonging to the interval 0 and 1 is uncertain. For simplicity, we set the 

Fig. 3   Average classification accuracies of CSP, ACMCSP, TRCSP, DLCSP and CSP-L21 for the subjects 
of the three real EEG data sets with outliers added. The frequencies of the outliers are 0.1, 0.2, 0.3, 0.4 and 
0.5. a Data set IIIa of BCI competition III. b Data set IVa of BCI competition III. c Data set IIa of BCI 
competition IV

Fig. 4   Classification accuracies of CSP, ACMCSP, TRCSP, DLCSP and CSP-L21 on the subjects of the 
three real EEG data sets with outliers added. The last group in each plot depicts the average classification 
accuracies across the different subjects of each EEG data set. a Data set IIIa of BCI competition III. (b Data 
set IVa of BCI competition III. c Data set IIa of BCI competition IV
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list {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} for beta and draw the curve of classification 
accuracies for each subject of the three real data sets varying with the value of β in Fig. 5. 
This fully proves that the state of the brain wave varies greatly between individuals, which 
leads to the difference in the selection of the optimal value of beta for each subject. In most 
cases, the accuracies do not change widely as the value of β changes.

Moreover, we compare these methods in general and evaluate the significant differences 
between them. Figure 6 shows the scatter plots [27] of the classification accuracies with 
and without added outliers. There are 102 cases in total. Each point denotes the classifica-
tion accuracies of CSP, ACMCSP, TRCSP, DLCSP and CSP-L21 on one subject. In these 
four figures, the y-axis represents the recognition rates of CSP-L21. Most of the points are 
above the diagonal line, indicating that CSP-L21 gains the highest scores on most of the 
subjects and outperforms the other four methods.

Fig. 5   Classification accuracies of CSP-L21 for each subjects from the three real data sets vary with the 
value of line search parameter β. a Data set IIIa of BCI competition III. b Data set IVa of BCI competition 
III. c Data set IIa of BCI competition IV

Fig. 6   Classification accuracies of CSP, ACMCSP, TRCSP and DLCSP compared with CSP-L21 on the 
real EEG data sets with and without outliers added. Each solid point denotes the classification accuracies of 
two methods on one subject. The proposed CSP-L21 method outperforms the other methods for the points 
above the diagonal line
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To show the statistical significance of the results, the Wilcoxon signed-rank test, which 
is shown in Table  5, is used to compare the significance of the differences in results 
between CSP-L21 and CSP, ACMCSP, TRCSP and DLCSP at a significance level of 0.05. 
Clearly, the situation in which the p-value is less than 0.05 and the h-value equals 1 indi-
cates a significant difference between the two methods.

Finally, in order to demonstrate the convergence of the proposed algorithm, we draw 
the convergence curves with the different random initial values of W. Take the subject aa 
as an example, Fig. 7 shows values of the objective function changing with the number of 
iterations when the projection matrix W takes different initial values. What calls for spe-
cial attention is that one initial value of W is set as the basic spatial filter obtained by the 
traditional CSP algorithm. It is observed that the objective function is increasing and can 
always converge within limited steps. Particularly, we find that the curve converges quickly 
and stably with the initial W provided by the classical CSP. Therefore, we take this set in 
our experiments. Figure 8 shows the convergence curves of all subjects in the three real 
data sets, in which the red curves represent the objective function of CSP for reference. It is 
indicated that the proposed algorithm has good performance of convergence.

Table 5   The p-values and 
h-values of the Wilcoxon signed-
rank test

The following values denote statistical significance at the 5% signifi-
cance level

Method p-value(α = 0.05) h-value

CSP-L21 CSP 0.0004 1
ACMCSP 0.0006 1
TRCSP 0.0045 1
DLCSP 0.0004 1

Fig. 7   Values of the objective function of CSP-L21 vary with the number of iterations on the subject aa 
when the projection matrix W takes different initial values
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Through the above experiments and analysis, it can be concluded that the proposed 
CSP-L21 method is powerful for robust modeling.

Fig. 8   Values of the objective function of CSP-L21 vary with the number of iterations on each subjects in 
the three real data sets. a Data set IIIa of BCI competition III. b Data set IVa of BCI competition III. c Data 
set IIa of BCI competition IV
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5 � Conclusion

In this paper, we propose the L21-norm-based common spatial pattern, termed as CSP-
L21. The new approach is obtained by rewriting the formulation of the conventional CSP 
using the L21-norm rather than the L2-norm. The advantages of CSP-L21 are that it alle-
viates the influence of outliers, has rotation invariance and good geometric structure. In 
addition, we design a non-greedy iterative algorithm for the optimal spatial filter matrix. 
The effectiveness and robustness of the proposed CSP-L21 method are confirmed by clas-
sification experiments on a toy example utilizing three real EEG data sets. However, the 
line search parameter β needs to be tuned theoretically and practically for the stability of 
the program.
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