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Abstract
Context-aware recommender systems (CARS) are a vital module of many corporate, espe-
cially within the online commerce domain, where consumers are provided with recommen-
dations about products potentially relevant for them. A traditional CARS, which utilizes 
deep learning models considers that user’s preferences can be predicted by ratings, reviews, 
demographics, etc. However, the feedback given by the users is often conflicting when 
comparing the rating score and the sentiment behind the reviews. Therefore, a model that 
utilizes either ratings or reviews for predicting items for top-N recommendation may gener-
ate unsatisfactory recommendations in many cases. In order to address this problem, this 
paper proposes an effective context-specific sentiment based stacked autoencoder (CSSAE) 
to learn the concrete preference of the user by merging the rating and reviews for a context-
specific item into a stacked autoencoder. Hence, the user’s preferences are consistently pre-
dicted to enhance the Top-N recommendation quality, by adapting the recommended list to 
the exact context where an active user is operating. Experiments on four Amazon (5-core) 
datasets demonstrated that the proposed CSSAE model persistently outperforms state-of-
the-art top-N recommendation methods on various effectiveness metrics.

Keywords Context-aware recommender systems · Item splitting · Sentiment analysis · 
Stacked autoencoder

1 Introduction

The enormity of commodities will increase apace within the e-market and to a larger 
extent, it becomes troublesome for the shoppers to search out their actual preferences. Dif-
ferent types of recommender systems have been proposed in [1, 2]. Context-aware recom-
mender systems (CARS) extends the ancient recommendation approach by considering 
the particular context during which the user purchases and rates the items because users’ 
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preference over an identical item might vary because of the context changes and it has been 
widely used in several application areas [3, 4]. The approaches to build context-aware rec-
ommendations are post-filtering, contextual modeling, and pre-filtering [5]. Data sparsity is 
the major complexity when dealing with contextual modeling and pre-filtering approaches. 
The item splitting method [6] creates fictitious items by splitting the original item depend-
ing upon its contextual factors that make a distinct rating. Similarly, user splitting can also 
be done depending on the context via items.

Collaborative filtering based recommender systems generate a recommendation based 
on similarities between customer preference ratings. It usually considers that the users’ 
actual preferences and items’ genuine traits can be estimated only by the ratings. Still, 
in many real-world circumstances, this hypothesis does not accord because certain users 
always tend to offer the worst rating, while some users always tend to offer a good rating, 
by which the standard of the product or any resource cannot be revealed [7] and also users 
with different levels of fulfillment may give the same rating [8]. Additionally, an incorrect 
click and rating noise are introduced by paid workers to offer false likes or a low rating 
on products [9] also has an inherent influence on the untrustworthiness of ratings. E-com-
merce websites, like Yelp and Amazon, permit their customers to provide reviews of their 
product purchasing experience and offer judgment like down or up to estimate the effec-
tiveness of the feedback [10]. Nowadays, reviews are utilized to enhance the intelligibility 
of recommender systems [11]. However, the rating and the reviews together provided by 
the users are often conflicting with each other as shown in Table 1. Therefore, only by con-
sidering both the rating and review of the user given for an item under certain contextual 
situation into the prediction process, the users’ true preferences can be estimated.

Abundant sentiment analysis models [12, 13] employ review comments to promote 
the task of recommendation. For example, [14] uses sentiment analysis in phrase-level 
reviews by extracting explicit item features and users’ attitudes to produce explainable rec-
ommendations. Sentiment analysis [15] is conducted on textual reviews using canonical 
correlation analysis to infer ratings. Rating predictions are improved by considering tex-
tual information to acquire review scores [16, 17]. The issue is that the above mentioned 
conventional straightforward linear transformations can’t critically investigate profound 
semantic associations.

Due to the development of deep learning, Recommender systems utilize several deep 
learning approaches [18–21] which is proved to be better than that of traditional algo-
rithms and demonstrates to have enhanced accuracy in the prediction process because of 
its desirable ability to learn the feature representations from scratch. Among different 

Table 1  Conflicting reviews and ratings on amazon datasets

Review Rating

I bought two of these for a midi controller that I use for looping audio samples, and I feel I must 
pass on is that they don’t have much travel, so they would not be a great option as pedals for a 
keyboard (they would work, but not well)

5

Not very flexible, wouldn’t buy again. More like a network cable than an instrument cord. Gets the 
job done but Meh

4

Good light scent. Have received compliments from people that I smell nice after using it 3
This product is a great deal. They don’t sell this in the salon anymore, you can only find it online. It 

is a great product if you are looking for a shine
2



1867Enhancing Top‑N Recommendation Using Stacked Autoencoder…

1 3

models, autoencoder [22, 23] an unsupervised method was popularly used for its effec-
tive operation in obtaining the latent representation of item attributes or interactions, 
feature extraction, and rating prediction. In the collaborative deep learning (CDL) 
model [24] Stacked denoising autoencoder [25] was utilized where the deep embed-
ding of item attributes autoencoder is combined to train jointly with interaction matrix 
factorization. Hybrid collaborative filtering with the DAE model [26] was introduced 
which integrates the sparse rating matrix and side information as user/item attributes 
into a single network. A trust-based approach [27] using DAE was developed for the 
recommendation in social networks with enhanced rating prediction accuracy. SDDRS 
[28] utilizes a stacked autoencoder to combine the side information with explicit and 
implicit rating information, where the representative features are effectively learned. In 
[29] context-trained embeddings are built and integrated into a deep neural network for 
polarity detection task on reviews for sentiment analysis. To summarize, none of the 
approaches recognize the user-specified conflicts between ratings and reviews under a 
certain context and takes into account the ratings and reviews i.e., multiple feedback 
together to promote context-aware recommendations by significantly exploring deep 
semantic associations using neural networks.

Considering all the above motivations, this paper proposes Context-specific Senti-
ment based Stacked Autoencoder (CSSAE) which improves the context-aware Top N 
recommendation quality. Specifically, the CSSAE approach employs the item splitting 
method to model context, which creates fictitious items by splitting up actual item rat-
ings based on all the combinations of contextual conditions [30]. Therefore stacked 
autoencoder can learn the nonlinear relationship from both the rating and sentiment data 
which is given exactly to a context-based item and can predict the concrete preference 
given by the user for an item under a certain contextual situation. The proposed CSSAE 
approach comprises four main components: (1) Context Generation which aims to cap-
ture the dynamic behavior of the user. (2) Item-Splitting for creating fictitious context-
based items. (3) Sentiment Analysis determines the sentiment scores of the reviews. 
(4) Users’ consistent preference prediction using CSSAE and top-N recommendation is 
accomplished depending upon the present context circumstances of the user.

Our proposed approach using CSSAE differs in several aspects from the aforemen-
tioned works. First, several approaches [12, 29] have been built in a recommender 
framework to use the review information. Some method uses review information as an 
aspect to help the prediction [14]. Different from this work, to obtain a numerical sen-
timent score, we performed sentiment analysis on reviews. Second, most approaches 
conducting sentiment analysis on reviews consider whether to apply the impact of senti-
ment to ratings. [13] Derived both negative and positive labels from feedback and added 
a positive and negative impact to ratings afterward. [15] Used an analysis of canoni-
cal correlations to map text and numerical ratings. Our algorithm, by contrast, fuses 
both the rating and sentiment information into the stacked autoencoder. Therefore, 
the latent feature vector (code) in the stacked autoencoder fits the ratings and reviews 
simultaneously. Third, only a few known works [16, 29] believed that the user’s review 
was a stronger sentiment measure than the rating and none of the autoencoder based 
approaches[22–28] takes multiple feedback as input for context-aware recommendation 
generation. In our work, we considered the conflicting issues between rating and review 
and used a stacked autoencoder to leverage the review of the user by integrating differ-
ent types of response (i.e.). Combining review with the rating to find the concrete pref-
erence of the user in a context-based environment.

In summing up, this paper has the major contribution as listed as follows:
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• To the best of our knowledge, Context-specific Sentiment based Stacked Autoencoder 
(CSSAE) is the first model that computes concrete preference of the user by using 
stacked autoencoder which expands the first layer of the model for the effective integra-
tion of rating and review together given for a particular context-based item which is not 
possible in traditional autoencoder. Thereby the concrete context-based preference of 
the user is determined by integrating multiple feedbacks which enables the proposed 
approach to generate the most relevant item as a recommendation.

• By considering the proposed methodology in the process of generating recommenda-
tion shows a significant improvement in its top-N items prediction accuracy when com-
paring with the methodology which considers that the user preference can be predicted 
by ratings only.

• Extensive experiments on four real-world Amazon (5 core) datasets confirm that 
CSSAE outperforms the traditional recommender systems.

2  Preliminaries

2.1  Sentiment Analysis

Sentiment analysis is an efficient process that is widely applied in revealing users’ satisfac-
tion and mind-set using resources in the form of reviews. The process of sentiment analysis 
is done by machine learning technique (corpus-based [31]), a word dictionary (lexicon-
based [32]), and a hybrid method (a combination of corpus-lexicon [33]). It has to be men-
tioned that while using machine learning technique enormous data is required to acquire 
consistent sentiment outcome because sentiment computation will be interrupted by a 
noise that occurs due to abnormal sentences.

A sentiment lexicon could be a set of lexical options that are typically labeled consist-
ent with their linguistics orientation as either negative or positive [34]. The creation of 
a lexicon is the most challenging task which depends on physically created lexicons that 
pre-exist. In this paper, the most commonly used sentiment lexicon TextBlob [35] is used 
to perform sentiment analysis on user review to compute a numeric sentiment score. Text-
Blob makes use of a sentiment lexicon and also an engine pattern.en for sentiment analy-
sis. Pattern.en influences WordNet to get sentiment in keeping with adjectives employed 
in the text. Once TextBlob executes sentiment analysis on text, it returns a tuple of the 
shape (polarity, subjectivity), wherever the polarity value could be a float value between 
[− 1.0, 1.0]. A float number in the range of [0.0, 1.0] is the subjectivity value. For exam-
ple consider the when the TextBlob runs on the following user review for a product as 
“This product was very useful, great value for money", it returns the output as (polar-
ity = 0.39166666666666666, subjectivity = 0.435714 2857142857). In this paper, a polarity 
score within the range of [− 1.0, 1.0] is taken into account wherever 1 indicates a positive 
statement and -1 indicates a negative statement.

2.2  Stacked Denoising Autoencoder

Autoencoders [22] was the widely used deep learning methodology for recommender sys-
tems which is an unsupervised learning method that learns the robust latent features of the 
partly corrupted [36] input that is being reconstructed as the output from the learned hid-
den features. The autoencoder operates with an encoder and a decoder function.
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The encoder uses an activation function to encode the input to a hidden representation 
as Eq. (1):

The decoder decodes the latent representation to the output using an activation function 
which trains the network to equate the input as in Eq. (2)

where �(.) is the activation function, r is the input data, 
(
V1,V2

)
 and 

(
c1, c2

)
 are the weights 

and biases.
Stacked Denoising AutoEncoder [25] is a feed-forward neural network in which for 

learning latent representations multiple encoding layers are linked that have consecutive 
decoding layers. Here the latent representation of the entire encoder network resides in the 
last encoding layer. By merging multiple encoding layers, the performance and the predic-
tion accuracy of the entire network gets increased. According to the functionality, the train-
ing is performed separately for the parameters in each layer, whereas the parameters stay 
unchanged in the rest of the network.

3  Proposed Method

In this section, the proposed CSSAE (Context-specific Sentiment based Stacked AutoEn-
coder) model was introduced, which learns compact and robust representations from both 
rating and review data for a context-based item. The framework of the proposed system is 
given in Fig. 1 and Algorithm (1) summarizes the procedure of the proposed system using 
CSSAE.

3.1  Problem Formulation

Given a transaction database with a set of users U = {1, 2, ..., k} , set of items 
I = {1, 2, ...,m} , and a record of the users’ past multiple preferences of items 
O =

(
u, i, rtui, rvui, dui, us, is

)
 where rtui, rvui indicates the rating and review given for the 

item i by a user u on a particular date dui together with the user and item features us, is 
respectively, the primary goal is to recommend to each active user ua a list of N items 
according to their current context situation c that will maximize his/her satisfaction. In 
many cases, the record contains missing, unobserved preferences which are denoted as Õ . 
Let Ou indicate the set of item multiple preferences in the training set for a specific user u , 
and Õu the unobserved preferences of the user u . Items in Õu are the candidates to be rec-
ommended to a user u . The goal of the recommender is to pick for each user u a subset of 
context-based items that have the highest predicted concrete score from the candidate set.

Algorithm 1: Proposed System using CSSAE. 

Input: Transaction database (user_id, item_id, rating, date, item_review, user_feature 
informations), Active user ua.
Output: List of Top –N recommendation Item depending upon the current context situa-
tion of the active user.

(1)g(r) = �
(
V1r + c1

)

(2)h(g(r)) = �
(
V2g(r) + c2

)
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Method: 

Step 1. Transform the Transaction database into a Multidimensional matrix.
Perform “context generation” procedure as mentioned in the algorithm(2).
Step 2. Convert Multidimensional matrix Q into Sparse 2-D matrix Q′.
Perform the “item splitting” procedure as mentioned in the algorithm(3).
Step 3. Predict numerical sentiment score from review.
Perform the “Sentiment Analysis” procedure as mentioned in the algorithm(4).
Step 4. Sparse 2-D matrix Q̂ (user_id x fictitious_item_id) contains < rating, Sen-
timent_Score > is processed by CSSAE model as described in Sect.  3.5 to a com-
pletely filled 2-D matrix Q̂ (user_id x fictitious_item_id) contains < concrete 
score > which is mapped to multidimensional matrix Q(user_id x item_id x contex-
tual situations C) contains < concrete score > .
Step 5. Recommend Top –N Item according to the current context situation for the 
active user ua.
Perform “Recommendation Process” as mentioned in the algorithm(5).

Fig. 1  The framework of the proposed system using CSSAE
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3.2  Context Generation

The transactional database contains purchasing information like user_id, item_id, rat-
ing, date, review, user_feature information. The database contains different rating values 
and reviews comments for the same item by the user. Besides the remaining fields, these 
records have the unique date and rating value. The date field helps to capture the dynamic 
behavior of the user. So, the context information is generated from the date field. The pro-
cess for context generation is described in the algorithm (2).

Algorithm 2: Context Generation. 

Input: Transaction database (user_id, item_id, rating, date, item_review, user_feature 
informations).
Output: Multidimensional matrix Q < user_id x item_id x context > contains < rating, 
item_review > 

 Method:

1. Three context information are generated from the date field.

a. Time (Weekend, Weekday)
b. Season (Autumn, Summer, Winter, Spring)
c. Day_info (Festival, Normal)

The process of context generation is clearly explained with an example. Consider trans-
action table (Table 2), which contains user id, item id, rating, review, and date. Say, user_id 
280 purchased item_id I1 on different dates with different ratings and reviews. So, from the 
date field, generate three context information (time, season, day_info) as given in Table 3.

3.3  Item splitting

Item Splitting is the process of creating fictitious items by transforming the multidimen-
sional matrix over various context factors into a two-dimensional matrix, where every ficti-
tious item is a merger of contextual conditions and an original item [6]. Generate the ficti-
tious items using the algorithm (3) [30]:

Algorithm 3: Item Splitting. 

Table 2  Transactional table

User Id Item Id Rating Item_review Date

280 I1 5 If you know the scent of. 16-05-2010
861 I13 5 This product is seasonal but i… 04-07-2013
364 I25 3 this gel uses what feels like… 04-12-2013
979 I1 5 it dries my hair doesnt help to reduce…. 04-03-2012
280 I1 3 Smells great!! Thanks for the fast… 03-11-2017
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Input: Multidimensional matrix Q(user_id x item_id x context_situation) contains < rat-
ing, item_review > for users U of size m and items I of size y.
Output: Sparse 2-D matrix Q′(user_id x fictitious_item_id) contains < rating, item_
review > 
for users U of size m and fictitious items F of size n = y × XC.

 Method:

1. The Cartesian product of the entire context factors is computed (i.e.). A context dimen-
sion C  along with XC  context conditions is newly constructed as 
XC = XC1

× XC2
× ⋅ ⋅ ⋅ ⋅ ⋅ × XCj

 , whose components are a combination of contextual con-
ditions as of the original context dimensions.

2. The fictitious item fi was introduced by taking the Cartesian product among the set of 
items I and the context dimension C.

3. 2D user-item rating matrix along with user review comments is created by removing 
the generated contexts from the Multidimensional matrix and substituting the item set 
I with the fictitious item set F.

By the above-mentioned process, a new set of fictitious items of size n are created which 
is greater than the original items of size m, which therefore makes the matrix sparser. The 
proposed CSSAE method (Sec 3.5), is capable of predicting the user preference under all 
possible context situation of the user for all the items by effectively dealing with the spar-
sity issue. Table 4 illustrates the effect of employing algorithm (2) to the records illustrated 
in Table 3, for example, a new fictitious item f1 is created by merging of item I1 and the 
context situation "Weekend, Summer, Festival".

3.4  Sentiment Analysis

Sentiment analysis is a procedure used to find out the sentiment scores Si on each review 
given to the fictitious item fi in the dataset. Using Python Textblob, a package installed 
in Natural Language Toolkit [35] the reviews in the dataset are preprocessed for transfer-
ring text from human language to machine-readable format for further Sentiment analysis 
computational task. The process of sentiment analysis to predict sentiment scores from the 
review is described in the algorithm (4).

Algorithm 4: Sentiment Analysis.

Table 3  Transactional table with context information

User Id Item Id Rating Item_review Date Generated context

Time Season Day_ info

280 I1 5 If you know the scent of. 16-05-2010 Weekend Summer Festival
861 I13 5 This product is seasonal but i… 04-07-2013 Weekday Spring Normal
364 I25 3 this gel uses what feels like… 04-12-2013 Weekday Winter Festival
979 I1 5 it dries my hair doesnt help to 

reduce….
04-03-2012 Weekend Summer Festival

280 I1 3 Smells great!! Thanks for the 
fast…

03-11-2017 Weekday Autumn Normal
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Input: 2-D matrix Q′ (user_id x fictitious_item_id) contains < rating, item_review > 
Output: 2-D matrix Q̂ (user_id x fictitious_item_id) contains < rating, Sentiment_
Score > 

Method:

1. Item_review for each fictitious item is preprocessed using the following normalization 
techniques:

a. All the letters in the review are converted to lower case.
b. Punctuation symbols are removed.
c. Spelling Correction is done to correct all the spelling mistakes in the review.
d. Tokenization is performed which splits the review into smaller pieces called tokens.
e. Stopwords that do not carry important meaning are removed from the review.
f. The stemming process is performed to reduce words to their word stem, base, or 

root form.
g. The lemmatization process is performed to reduce inflectional forms to a common 

base form.

2. The Sentiment score Si, which is a float value in the span of [− 1, 1] (where 1 indicates 
positive review and -1 indicates a negative review) was calculated for the preprocessed 
item_review.

Table 5 shows the results of predicted Sentiment Score by the algorithm (3) to the Item_
review shown in Table 4, in which, for example, the item_review "if you know the scent of 
diva you’ll love this body cream everyone says who smells so good in here" for the ficti-
tious item f1 is converted to a sentiment score of 0.6.

3.5  Context‑Specific Sentiment Based Stacked AutoEncoder (CSSAE)

To deal with users’ right preferences and items’ genuine traits, a novel approach CSSAE 
model is proposed as shown in Fig. 2, which utilizes unsupervised stacked autoencod-
ers [28] networks to give appropriate recommendation for the active user through pre-
dicting the user concrete preferences exactly from both rating and sentiment data. In 
the CSSAE model, the network output intends to recreate the original input. In tradi-
tional autoencoders, the nodes in the input layer are equivalent to the input attributes. 

Table 4  Item splitting results User Id Item Id Rating Item_review

280 f1 5 If you know the scent of.
861 f2 5 This product is seasonal but i…
364 f3 3 this gel uses what feels like…
979 f1 5 it dries my hair doesnt help to reduce….
280 f4 3 Smells great!! Thanks for the fast…
861 f1 � �

· · · ·
· · · ·
· · · ·
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However, in-case of dual inputs such as rating and sentiment scores to be considered for 
concrete rating prediction, each item neuron has two inputs that are required as input to 
the network. Therefore, the stacked autoencoder was expanded by integrating an addi-
tional layer which holds two input layer for both the rating and sentiment data. Thus, the 
additional layer acts as the input layer in the context-specific sentiment based stacked 
autoencoder. The first layer acts as a dual input layer which is linked to the correspond-
ing item nodes in the following intermediate layer which in turn is linked to consecu-
tive M encoding layers that are employed to find out the hidden representation of the 
items. The final encoding layer is linked to M successive decoding layers that are used 
to decode the hidden factors acquired from corresponding encoders. The Final decoding 
layer acts as an output where the concrete ratings of the items are predicted.

Table 5  Prediction of sentiment 
score on review

User Id Item Id Rating Sentiment score

280 f1 5 0.6
861 f2 5 0.625
364 f3 3 − 0.01429
979 f1 5 0.016667
280 f4 4 0.48
861 f1 � �

· · · ·
· · · ·

Fig. 2  High-level representation of context-specific sentiment based stacked autoencoder (CSSAE)
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Let rI
ij
 be the combined rating value of an item j rated by user i which is obtained from both 

r
ij
 , the rating and s

ij
 the sentiment score obtained from the review specified by user i to item j 

respectively which is computed as Eq. (3)

where w1
j
 w2

j
 are the corresponding weights of r

ij
 and s

ij
 . These combined rating values 

R̃Ui
 are fed to the succeeding layers of the network. However, due to the sparsity of the 

rating, using only the users’ preferences towards an item is greatly restraining. Therefore, 
the performance of the recommendation can be improved if more profuse information 
can be acquired for the item or the user [23, 27]. In CSSAE, to overcome sparsity and to 
enhance the accuracy, users’ side information was integrated [26] in each successive layer 
as exposed in Fig. 2.

A simple approach is to append the side information into each successive layer of 
CSSAE to train the model. When no preceding rating exists, it facilitates the CSSAE 
model to include it as an input to forecast pristine ratings. Hence, the users’ side informa-
tion is incorporated as pseudo-ratings which persist always for every user. The association 
between user preferences and side information data is extremely nonlinear with diverse 
distributions. Therefore, to overcome this obstacle and to promote the learning features 
from side information, that information’s are appended into all the consecutive layer of the 
model as in Eq. (4):

where R̂Ui
 ∈ ℝM is the output layer where the user preference of concrete score resides, Z 

∈ ℝH×(M+T) and Z′ ∈ ℝN×H are the weight matrices, rI
i
 ∈ ℝM is the combined score of item j 

in the sparse R̃Ui
 , ei ∈ ℝT is the users’ U

i
 side information, d ∈ ℝH and d′ ∈ ℝM are the bias 

vectors, and hyperbolic tangent function ρ.
Here each layer is enforced to incorporate the side information and to prevent side infor-

mation to step over, a constraint is imposed that the dimension of the side information T 
must be smaller than the hidden layers’ dimension, and the latter must be smaller than the 
input layers’ dimension M [27], i.e., T << H << M.

Finally, a legitimate and personalized concrete rating value R̂Ui
 is obtained by a fully 

connected network which is designed using the stacked autoencoder for the entire fictitious 
item set F for all users U in the matrix Q̂ . To learn compact representation, the following 
modified loss function is used to train the proposed models, since it does not make sense 
to predict loss function for those values that are zero in the user rating vector. Therefore, 
the objective function of the proposed CSSAE model by combining regularization terms to 
avoid overfitting the network and is shown as in Eq. (5):

where R̂ is the complete set of concrete score instances such that R̂ = R� ∪ R�� , R′ includes 
every well-known concrete score instance and R′′ includes the unknown rated instances. 
The network CSSAE(⋅) is the fully connected expanded stacked autoencoder where 
CSSAE(R′ ) is the predicted concrete rating of instance j and R̃j , the actual concrete score of 
instance j. From Eq. (5), it can be obsesrved that the loss value has been computed only for 
the well-known combined rating instances set ( R′ ). The stochastic gradient descent variant 
ADAM optimizer [48] is used to update the parameters such as ‖Z‖, ‖Z′‖ which are the 

(3)rI
ij
= r

ij
× w1

j
+ s

ij
× w2

j

(4)R̂Ui
= 𝜌

(
Z�
(
𝜌
(
Z
{
rI
i
, ei

}
+ d

)
, ei

)
+ d�

)

(5)L
�
R̂, R̃

�
=
�

j∈R�

�
CSSAE

�
R̂
�
j
− R̃j

�2

+
𝜆

2

�
‖Z‖2

F
+ ��Z

���
2

F
+ ‖w‖2

F
+ ‖d‖2

F
+ ��d

���
2

F

�
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weight vectors of the stacked autoencoder, ‖w‖ is the weight vectors of rating and senti-
ment scores of each item, weight vectors of bias are ‖d‖, ‖d′‖ and � is the regularization 
hyper-parameter used to influence the learning degree that affects the generalizability of 
the model, and hence it is necessary to find out the proper value of � which is determined 
by the experimental results. Furthermore, dropout regularization with a probability q is 
added at each layer, to prevail over the identity network.

Here, dual inputs such as rating and sentiment scores with the dimensionality of n are 
first mapped to merge into the intermediate layer, then mapped to the middle layer with 
the dimensionality of K, and then mapped back to predict input data. For each iteration, 
the CSSAE model is trained above all users and the whole model complexity of CSSAE 
is O(un + unk) = O(un(1 + k)) . This is not effective when the number of users and items 
are very high. Toward this issue, the learning strategy as in [23] is used in the proposed 
system. Rather than calculating the gradients on the entire outputs, we only sample a subset 
of the negative items SR

u
 and SS

u
 from zero entries set OR

u
 and OS

u
 for each user and then com-

puted the gradients on the items in SR
u
∪ SS

u
∪ OR

u
∪ OS

u
 . To prevent data imbalance problem, 

the sizes of sampled data SR
u
 and SS

u
 is equal to OR

u
 and OS

u
 , respectively. So the overall com-

plexity of the learning algorithm is linear in the size of O and the number of latent dimen-
sions K.

Now the matrix Q̂ is a filled matrix with users’ concrete rating scores for the entire fic-
titious items that have been observed from both rating and review given for the context-
based fictitious item by the user. By this proposed methodology the most corresponding 
relevant item for the user will be recommended by the prediction of concrete rating scores.

In-order to give recommendations in the online phase, the 2D concrete score matrix Q̂ 
with fictitious items (from F) is reverted or mapped to a multidimensional matrix Q with 
real items (from I) and contextual situations (from C) accordingly.

3.6  On‑Line Activity—Recommendation Process

The Algorithm for recommendation generation for the active user ua as follows:
Algorithm 5: Recommendation Process. 

Input: Active user ua with preference vector < rating, item_review > , Offline predicted 
complete multidimensional concrete score matrix Q , N represents the total items to be 
recommended.
Output: List of Top –N recommendation Item for the user ua in current contextual situ-
ation c.

 Functional Specification:

1. Generate the current context situation c ∈
(
C1 × C2 × ... × Cn

)
 of the active user ua from 

the current date by the algorithm (2).
2. If active user ua already has some transaction history and with no alteration, then send 

top N real items with the highest concrete scores as recommendations from R̂ua
 , the 

predicted vector of user ua in the matrix Q to the recommender agent in the current 
contextual situation c.

3. If active user ua is new and has a preference vector < rating, item_review > of size m. 
Then for ua perform the processes as mentioned in Algorithm (2), (3) and (4) and gener-
ate the concrete score using CSSAE then send top N real items with the highest predicted 
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concrete scores as recommendations to the recommender agent in the current contextual 
situation c.

4. Send top N most transacted items in the current contextual situation c of the active user 
to the recommender agent, if there is no rating vector (New user cold start) for the active 
user ua.

5. If active user ua already has some transaction history and with some alteration, then 
perform Step 3.

4  Experimental Evaluation

4.1  Dataset Description

The 5-core Amazon datasets (2018) are organized into several product categories and 
broadly used in numerous previous works [18, 37]. To evaluate the performance of CSSAE, 
four sub-datasets from 5-core Amazon product review datasets are considered. The infor-
mation of the datasets is shown in Table 6. Each dataset contains information such as veri-
fied (indicates whether the customer is a verified customer or not), Style (which indicates 
size, flavor, etc. of the product purchased by the user), and vote (number of the useful vote 
sent by the user) which is used as the users’ side information in the proposed methodology. 
It also contains product metadata for each category such as product features (color, size), 
price, and technical details of each item.

4.2  Baselines

The proposed CSSAE model is compared against the following baselines methods from 
each of the following categories as Neighborhood-based Methods (ItemKNN), Model-
based Methods (SVD), and Deep Learning Methods (I-AutoRec, CDAE, SDDRS). Each of 
the baseline models is explained as follows:

1. Item-KNN [38]: Item k-nearest neighborhood collaborative filtering model that estimates 
the rating for the active user based on the similarity between the k-nearest items.

2. SVD [39]: A matrix factorization technique termed Singular Value Decomposition 
(SVD) is a dimensionality reduction technique in the active item’s neighborhood for 
Item-Based Collaborative Filtering.

3. I-AutoRec [22]: Collaborative denoising autoencoder that takes only the k-hot encoded 
rating vector of items as input.

Table 6  Statistics of Amazon 5-core datasets (2018)

Dataset No. of user No. of item Rating and review

Cell_Phones_and_Accessories_5 157,212 48,186 1,128,437
Musical_Instruments_5 27,530 10,620 231,392
Office_Products_5 101,501 27,965 800,357
Automotive_5 193,651 79,437 1,711,519
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4. CDAE [23]: Collaborative denoising autoencoder that appends the additional input in 
the form of user hidden factor into the rating vector for the recommendation.

5. SDDRS [28]: Stacked Discriminative Denoising Auto-Encoder which integrates matrix 
factorization method to append side information with rating information.

4.3  Evaluation Metric

In recommendation algorithms, accuracy measure is the term used to estimate the per-
formance of the system. To demonstrate the greatest improvement in top-N predictions 
that are made with high relevant items by combining rating and reviews is estimated 
using decision-support information retrieval measures such as precision (proportion 
of relevant items among the retrieved items), recall (proportion of the total amount 
of relevant items that were retrieved). Here, N items are given to the user to match 
their interest from training data that was unrated. Therefore, Mean Average Preci-
sion (MAP) and Normalized Discounted Cumulative Gain (NDCG) are adopted in our 
experiments to estimate the accuracy of top-N item recommendation.

Let Iu represents the number of items that have been rated by user u in test data, and 
ÎN,u denotes the N predicted items for user u with the highest value. Then the definition 
of Precision and Recall:

To determine more consistent performance at all positions of recommended items, 
the Average precision value gives higher weights to the items adopted by the user in 
test results. With N recommended items, AP@N is defined as the weighted average of 
precisions as:

where Precision@k is Iu ’s precision value at k in the top-N, and an indicator function 
rel(k) = 1 if the item at rank k is taken, else zero. Ultimately, (MAP@N) is the average of 
all user’s AP scores.

For every user, Discounted Cumulative Gain (DCG@N) is specified as:

NDCG@N is the normalized discounted cumulative gain at N, (i.e.), the normalized DCG 
over the ideal iDCG@N which acquires the perfectly recommended items’ position into 
account.

(6)Precision@N =
|||Iu ∩ ÎN,u

|||
/
N

(7)Recall@N =
|||Iu ∩ ÎN,u

|||
/
ÎN,u

(8)AP@N =

∑N

k=1
Pr ecision@k × rel(k)

min
�
N,

���ÎN,u
���
�

(9)DCG@N =

N∑

r=1

2rel(r)−1

log2 (r + 1)
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4.4  Experimental Setup

The experimentation was conducted on all four data sets to provide the implementation 
details. The experiment is done by splitting the dataset as 60% data in training, 20% for 
cross-validation, and 20% data for testing. The proposed model CSSAE is implemented 
in python Keras API from the TensorFlow library. Here the values in the rating vector are 
normalized from − 1 to + 1 in all the datasets and already the predicted sentiment score 
ranges from − 1 to + 1 and the feature vector which is the binary representation of user 
features are considered as the side information. The proposed model is trained on a train-
ing set (dual inputs i.e. rating and sentiment scores) are fed to a CSSAE algorithm together 
with the users’ side information in the subsequent layer which produces a recommendation 
model that can be used to generate new predictions and then evaluated on the cross-valida-
tion set for selecting the appropriate values for the hyper-parameters. Finally, the model is 
evaluated on the test set that is fed to the learned model where predictions are generated for 
each user-item pair and then used in the top N evaluation metric as in Eq. (8) and Eq. (9) to 
produce evaluation results.

For further analysis, we examine how different parameter settings may impact the per-
formance of the proposed CSSAE model using the scikit-learn, grid search capability. 
Particularly, the model sensitivity to the noise variance, the size of the hidden units, the 
learning rate, the epoch, and the algorithm for optimization are evaluated accordingly. It 
is observed that the hyper-parameters of noise variance and size of the hidden units make 
an impact on the outcomes, and hence the additional experiments were conducted to deter-
mine the optimal value of corruption ratio and hidden unit size as mentioned in 4.4.1. In 
the training phase, the model was found to converge when the epoch value was 250 and 
altered learning rates (0.1, 0.02, 0.002, 0.001, 0.01) were experimented with, and deter-
mined to be optimum when the learning rate η = 0.001. Similarly, the network is opti-
mized with Adam Optimizer with a minibatch of size 30. We adopted hyperbolic tangents 
as a transfer function since the dataset are normalized from − 1 to + 1, and weight decay 
 l2(0.002) is added for regularization.

For a fair comparison, we use Python scikit Surprise package prediction algorithms, 
to estimate the value of ItemKNN and SVD model. For ItemKNN, the number of neigh-
bors k: [5, 10, 16, 26] and for SVD the parameters such as the number of iteration of the 
SGD procedure n_epochs: [100, 150, 200, 250, 300], the learning rate lr_all: [0.002, 0.005, 
0.001, 0.01], the regularization term reg_all: [0.3, 0.4, 0.6, 0.8]} are fine-tuned to find the 
best value using grid search. The rest of the baselines using autoencoder are implemented 
using python Keras API. For I_AutoRec and CDAE, we use the hyper-parameter setting as 
the same as the proposed method as mentioned above. For SDDRS, we set corruption ratio 
� = 0.2 , regularization coefficients �1 = 0.25, �2 = 1, �3 = 30 , β of indicator matrix I is set 
to 10, epochs = 500, and learning rate η = 0.0002.

4.4.1  Parameter Sensitivity

(a) Impact of Corruption Ratio

The issue of overfitting in the neural network is effectively addressed by corruption ratio 
with training samples with fewer sizes [40]. Hence to observe the impacts of corruption 
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ratio, a tuning parameter � that is used to constrict the consequence of adding noise on the 
stacked autoencoder is varied with different values. The initial value � is set to 0.1 and then 
it was gradually raised to 0.5. Figure 3 shows that if � increases with high value its perfor-
mance gets degraded. The proposed model has the best performance when the � parameter 
is 0.25 on all the data sets.

(b) Impact of Hidden Unit Size

The latent space representation in the hidden layer from the input has the greatest influ-
ence on the models’ accuracy i.e., determined by the number of nodes in the hidden layer. 
To determine the optimal number of nodes in the hidden layer, the model is with varying 
values of k is experimented with. Fig.  4 depicts the experimental results. It is observed 
from the plots, that when k=600, the performance of the model remains stable and there is 
no major increase in the performance beyond it at the rate of increased training time.

4.5  Results and Discussion

We conduct a series of experiments to evaluate the performance of the CSSAE model 
and the baselines are evaluated and recorded in terms of MAP@10 using Eq.  (8) and 
NDCG@10 using Eq.  (9) in Table 7 and Figs. 4, 5, 6, 7 and 8 shows the MAP@N and 
NDCG@N scores on 4 datasets as mentioned in Table 6.

From the results of Table 7, it is observed that from the compared baseline, the pro-
posed model that combines both context-based rating and review into deep learning-based 
methods together are found to perform better than the other methods. According to the 
results of MAP@N and NDCG@N in Fig. 4, 5, 6, 7 and 8, CSSAE consistently outper-
forms other compared methods in all four datasets. The MAP@10 score and NDCG@10 
score of CSSAE are at least 26% better than those of the autoencoder based methods such 
as CDAE and SDDRS since it takes only the user preference as ratings which do not reflect 
the concrete preference in many cases. The SDDRS method performs better than CDAE 

Fig. 3  Corruption ratio selection

Fig. 4  Hidden unit size selection
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since it is based on the stacked denoising autoencoder that uses the MF technique, and the 
results imply its importance to recommender systems. The deep learning-based methods 
such as CDAE and I-AutoRec perform at-least 25% better than SVD and Item-KNN on all 
metrics since these methods are unable to learn the nonlinear relationship from data. The 
MAP@10 score and NDCG@10 score of SVD outperform better than neighborhood-based 
method Item-KNN.

Table 7  The performance comparison of all methods in terms of map@10 and Ndcg@10

Dataset Item-KNN SVD I-AutoRec CDAE SDDRS CSSAE Improv
(%)

MAP@10
Musical_Instruments_5 0.0052 0.0163 0.0239 0.1247 0.1649 0.2207 33.9
Cell_Phones_and_Accessories_5 0.0041 0.0145 0.0200 0.1199 0.1893 0.2393 26.4
Office_Products_5 0.0074 0.0201 0.0313 0.1314 0.1715 0.2194 27.9
Automotive_5 0.0062 0.0121 0.0307 0.1408 0.1563 0.2025 29.6
NDCG@10
Musical_Instruments_5 0.0061 0.0109 0.0175 0.0816 0.1551 0.1893 22.1
Cell_Phones_and_Accessories_5 0.0035 0.0105 0.0144 0.0956 0.1609 0.1987 23.5
Office_Products_5 0.0081 0.0157 0.0234 0.1052 0.1243 0.1643 32.2
Automotive_5 0.0052 0.0102 0.0251 0.0867 0.1154 0.1523 31.1

Fig. 5  The comparison of the performance of the Musical_Instruments_5 data set

Fig. 6  The comparison of the performance of Cell_Phones_and_Accessories_5
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The proposed method CSSAE performed better on all the datasets which ensures that 
it gives Top N recommendation that exactly matches the current context situation of the 
active user which are generated using predicted concrete user preferences that it learns 
from both user-specific rating and review for a context-based item using the Stacked Auto-
Encoder framework that incorporates the users’ side information as an additional input to 
the sparse input vector which tackles cold start problem and extensively outperformed the 
state-of-the-art baseline methods.

4.6  Ablation Study

An ablation analysis is conducted to further analyze the efficiency of the proposed CSSAE 
model, based on the contribution of the various components. To do this, two variants of the 
model have been developed where all the experimental parameters are the same on each 
data set. Such various variants are further compared to the default settings based approach 
as defined in Sect. 3. Figure 9 shows the ablation effects on all the datasets.

• Default CSSAE Method: In this setting, all the prevailing components of the CSSAE 
model are used in Top-N recommendation generation as illustrated in Sect. 3.

• Without time feature: In this variant, the process of context generation from the date 
of purchase as explained in Algorithm(2) and the process of item splitting to create 
context-based fictitious items (F) by Algorithm(3) has been removed and hence directly 
the original items (I) from the dataset are used as input into the model. Therefore, in 

Fig. 7  The comparison of the performance of Office_Products_5

Fig. 8  The comparison of the performance of Automotive_5
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the online recommendation phase, the items are recommended without considering 
the current context situation of the user. This is particularly performed to examine the 
impact of the user rating in a particular context situation associated with the item. From 
this analysis, it can be concluded from Fig. 9 that, the model without time feature can-
not learn the nonlinear relationship from the user preference that is given exactly to a 
context-based item. Hence, considering the context-based items’ user preference in the 
proposed CSSAE model increases the performance by at least 22% on all datasets by 
predicting and recommending the exact item depending upon the context situation of 
the active user. This clearly shows the influences of user-fictitious item interaction for 
better learning of user and item representation.

• Without Sentiment Score: In this variant, the process of sentiment score prediction 
from reviews by Algorithm (4) is removed and only the rating value given by the user 
to a context-based fictitious item is considered for rating prediction. To do this, the 
expanded dual input layer in the CSSAE model is detached and thereby the user emo-
tions expressed via text are not considered together with rating to predict the concrete 
preference of the user. Hence it is impossible for the model to significantly explore deep 
semantic associations between the rating and sentiment. Here the user-item interaction 
occurs only with the rating value at the prediction layer which consequently degrades 
the performance of the model by at least 19% when compared to the default CSSAE 
method on all datasets as shown in Fig. 9 since it does not consider the concrete prefer-
ence of the user by combining both the rating and sentiment value into stacked autoen-
coder.

Due to space limitations, we have reported only the results of MAP@10 on all data-
sets in Fig. 9. From Fig. 9, it is concluded that without using time feature and sentiment 
score in the proposed CSSAE methodology degrades the performance in recommending 
the most appropriate item depending upon the users’ context situation. Besides, the model 
CSSAE integrates the users’ side information based on sparse ratings to enrich each user 
features to deal with the cold start problem, the achieved results can show that the model 
CSSAE can generate accurate Top-N recommendation to the user.

4.7  Scalability

One major challenge that most collaborative filtering has to overcome is scalability, as the 
dataset mostly has millions of users and items. An effective algorithm needs to be trained in a 
decent length of time and produce fast Recommendations during the evaluation phase. All our 

Fig. 9  MAP@10 results of the 
model variants on all the datasets
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experiments are carried out with one NVIDIA Tesla K40C GPU which can train Large Neural 
Networks in just a few minutes. For Musical_Instruments_5 and Office_Products_5 datasets, 
each epoch takes only 3.1 s and 3.9 s respectively, and each run takes 250 epochs. It takes 
around 5.7seconds and 6.3 s for the Cell_Phones_and_Accessories_5 and Automotive_5 data-
set and needs 250 epochs to get conventional performance. This shows that CSSAE is very 
scalable since Automotive_5 datasets are far larger than the other three datasets.

The efficiency measure in terms of average training duration demonstrates that SVD is 
the method of dimensionality reduction, such that the computation time outperforms other 
methods while the accuracy is poor. As context-based fictitious item training is taken place 
in the CSSAE, the computation time is comparatively high with higher accuracy with exact 
context situation based recommendation generation compared to the other systems. I_Autorec 
and CDAE have medium performance in terms of time and accuracy. The training duration 
of SDDRS is comparatively low whereas the accuracy is low than the proposed method. The 
Item-KNN model has a very low accuracy relative to all other approaches in all the datasets, 
with a longer test period relative to its training time.

5  Conclusion and Future Work

In this paper, context-specific sentiment based stacked autoencoder (CSSAE) model was 
proposed to enhance the top-N recommendation in a context-aware environment by integrat-
ing both the users’ rating and review into the prediction of users’ concrete preferences using 
Stacked Autoencoder. To do so, the proposed system extracts contextual information and turns 
out the item to a context-based fictitious item for which the concrete user preference is pre-
dicted by integrating an additional layer which merges both the rating and reviews as an input 
layer by expanding the autoencoder and also to overcome sparsity users’ side information is 
appended in each layer of the network. Compared with all the top-N recommendation gen-
eration methods which consider only the rating as an actual preference, the proposed method 
obtains concrete preference of the user by combining rating with reviews thereby enhances the 
context-aware top-N prediction accuracy on all datasets.

The proposed CSSAE method utilizes item splitting, a contextual prefiltering technique 
which assumes that certain items may have different estimation in distinct contexts. Conse-
quently, it was noticed that item splitting is constructive, but most of the real-world data are 
inadequate as they lack exact contextually labeled ratings. This model has been validated to 
perform well in the e-commerce recommendations, but it can still be applied in any domain 
that includes user ratings and text feedback. Our work can be further enhanced to generate 
polarity scores from reviews using deep learning architectures such as LSTM-RNN, CNN, 
etc. to improve the accuracy of sentiment analysis, and incorporating other types of user pref-
erence criteria might reflect a more specific and focused Top-N items recommendation for a 
particular user.

Appendix

In this section, the basic architectural components of the auto-encoder have been described 
and the changes introduced to implement the proposed Context-specific Sentiment based 
Stacked AutoEncoder (CSSAE) method to fit with the recommendation problem is 
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described in detail with an example with a table provided with the parameters of each layer 
and the layer input shapes.

An autoencoder consists of three components

Encoder: An encoder is a feedforward, fully connected neural network that a compress 
i.e. encodes the input into a latent space representation.
Code: This part of the network contains the reduced representation of the input that is 
fed into the decoder.
Decoder: Decoder is also a feedforward network like the encoder and has a similar 
structure to the encoder. This network is responsible for reconstructing the input back to 
the original dimensions from the code.

The following are the changes made to the CSSAE model to fit 
with the recommendation problem

However, to consider the multiple feedback scenario, each context-based item has multiple 
feedback that is required as input to the network. Therefore, as shown in Fig. 2 the tradi-
tional stacked autoencoder was expanded by integrating an additional layer which holds 
two input layer for both the rating and sentiment data. Thus, the additional layer acts as the 
input layer in the context-specific sentiment based stacked autoencoder, and Table 8 pro-
vides the parameters of each layer and the layer input shapes.

Note: The shape of the input layer is the total number of context-based items in the 
training set is 19366.

The first layer acts as a dual input layer i.e. two input layers (R_Score[0][0] and S_
Score[0][0]) which are linked to their respective custom layer where elementwise_weights 
are trained for each node. Hence the particular node in the custom layer elementwise_
weights_14[0][0] which is connected to R_Score has the value r

ij
× w1

j
  and elementwise_

weights_15[0][0] which is connected to S_Score has the value s
ij
× w2

j
 and both which in 

turn is fed into the lambda layer for merging two inputs which hold r
ij
× w1

j
+ s

ij
× w2

j
.

Hence corresponding item nodes in the following intermediate layer (lambda_7) has the 
value as mentioned in Eq. (3)

where rI
ij
 be the combined rating value of an item j rated by user i which is obtained from 

both r
ij
 , the rating and s

ij
 the sentiment score obtained from the review specified by user i 

to item j.
This intermediate layer (lambda_7) which in turn is linked to consecutive M encoding 

layers that are being concatenated with User_sideInfm that are employed to find out the 
hidden representation of the items. The final encoding layer (LatentSpace) is linked to M 
successive decoding layers that are used to decode the hidden factors acquired from corre-
sponding encoders. The Final decoding layer (UserScorePred) acts as an output where the 
actual concrete ratings of the items are predicted.

We have selected the intermediate layer (lambda_7) and its successive set of layers as 
an autoencoder because the nodes in the intermediate layer (lambda_7) has the merger of 
values of both the rating and sentiment scores as mentioned in Eq. (3)

rI
ij
= r

ij
× w1

j
+ s

ij
× w2

j
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Hence this intermediate layer acts as the input to the autoencoder, which encodes the input 
to find out the hidden representation of the items. Therefore, the latent feature vector (code) in 
the stacked autoencoder fits the ratings and reviews simultaneously. The final decoding layer 
(UserScorePred) acts as an output where the actual concrete ratings of the context-based items 
are predicted.

rI
ij
= r

ij
× w1

j
+ s

ij
× w2

j

Table 8  The following table provides the parameters of each layer and the layer input shapes
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Note

In the proposed methodology, Sentiment Analysis is performed using Textblob on 
Users’ review on context-based items in-order to predict the Numerical sentiment score. 
This numerical sentiment score is given as the input into stacked autoencoder, a fully-
connected neural network that was expanded by integrating an additional layer that 
holds two input layers for both the rating and sentiment data, where the training takes 
place end-to-end.
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