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Abstract

Image denoising is an essential and important pre-processing step in digital imaging sys-
tems. However, most of existing methods are not adaptive in real-world applications due to
the complexity of real noise. To address this problem, a novel pyramidal generative struc-
tural network (PGSN) is proposed for robust and efficient real-world noisy image denoising.
Specifically, we consider the denoising problem as a process of image generation. The pro-
cedure is to first build a Gaussian pyramid where a cascade of encoder-decoder networks
are used to adaptively capture multi-scale image features and progressively reconstruct the
corresponding noise-free image from coarse to fine granularity. Then, we train a conditional
form of GAN at each pyramid level. By integrating the conditional GAN approach into the
Gaussian pyramid, the proposed network can well combine the image features from different
pyramid levels, and an incremental distinction between the real noise and image details is
dynamically built up, hence greatly boosting the denoising performance. Extensive experi-
mental results demonstrate that our PGSN gives satisfactory denoising results, and achieves
superior performance against the state-of-the-arts.

Keywords Image denoising - Real-world noisy images - Gaussian pyramid - Generative
model

1 Introduction

Image denoising aims at recovering the clean image from its noisy observation. Over the past

few decades, a considerable amount of methods have been extensively studied in literature,
e.g., [1-15]. These studies mainly concentrate on additive white Gaussian noise (AWGN)
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removal, and assume that the noise can be modeled with Gaussian or mixture of Gaussian
(MoG) distribution. Despite the promising denoising results, most of them can either be less
effective, or lack flexibility for complex noise, especially when dealing with real-world noisy
images. In fact, the noise in real-world noisy images is much more complex than AWGN
and MoG noise. This is because that in the in-camera imaging process, the realistic noise
comes from multiple sources and varies in different sensors, cameras, camera settings and
the image acquiring environment [16-18]. As a result, most of existing denoising methods
may still not be flexible enough to deal with real noisy images directly.

In recent years, several approaches [19-24] have been proposed to cope with realistic
noise in real images. Among such methods, [19-22] focus mainly on noise modeling, where
the noise model is estimated by using the multivariate Gaussian or mixture of Gaussian
(MoG) distribution. However, these methods would remove noise incompletely, or introduce
visible artifacts. More recently, dictionary learning and sparse coding (SC) have exhibited
a remarkable capability for practical image denoising problems [23,24]. Their analysis fol-
lows a two-step framework. First, they employ weighted SC to better exploit sparsity priors of
natural images. Then, by solving the sparse system, they are able to enforce sparse regulariza-
tion on the noise information at each channel of color images, achieving better performance
on removing unknown noise from real images. Nevertheless, even though the statistics of
realistic noise can be characterized adaptively, the learned image priors are modeled on a
specific model explicitly and heavily rely on human knowledge, providing some leeway to
fully capture the fine-scale image characteristics.

Recently, deep neural networks have been widely used and advanced many computer
vision tasks like image retrieval [25], image captioning [26], image recognition [27] and so
on. Particularly, they could leverage the benefits of deep neural architecture and external
large-scale datasets to effectively learn meaningful image features without the conjunction
of human knowledge of image priors. For the denoising problem, deep neural network archi-
tectures based on discriminative learning have also been proposed to learn the distinction
between image details and noise [15,28-31]. Therefore, the adaption of discriminative learn-
ing model can break through the limitations of the previous approaches, and contribute to
the success of denoising. However, one nonnegligible drawback of many existing network
methods is that they usually focus on more deeper and larger convolutional neural network
(CNN) design. That is to say, they need to train a huge number of network parameters and
gain the optimal solution to better learn the latent feature representations of noise. As a result,
they may involve a complex rebalancing of computational efficiency as well as denoising
quality, and can hardly satisfy the actual application.

To overcome the above drawbacks, we propose a pyramidal generative structural network
(PGSN) for real-world noise removal. Our PGSN employs two modules: a denoising module
and a discriminative module. The denoising module first repeatedly downsamples the noisy
image by a factor of two, producing a series of decreasing downscaled images to construct
a Gaussian pyramid. We start from the next to last pyramid level, and adopt an encoder-
decoder network to combine the last two pyramid images to reconstruct the sub-band clean
image. Subsequently, the reconstructed image is upsampled and fed into the subsequent
level for improvement. We continue this process of reconstruction until we get back to
the first level. Our discriminative module is utilized to enforce the features between the
recovered and ground-truth noise-free images to be as similar as possible. In addition, we
use the conditional generative adversarial network (CGAN) approach to better regularize
the training process of the denoising. The network architecture of the proposed approach is
simple yet flexible enough to handle real-world image denoising tasks. Figure 1 provides an
illustration of denoising results. Another prominent characteristic of our PGSN is that we
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Fig. 1 Denoising results of our PGSN model. In each panel from left to right: noisy images, our denoising
results. Note that the ground-truth clean image of the noisy input is not available. Better zoomed-in on screen

break the denoising into a succession of more manageable refinements, each of which has
potential in reducing the complexity of the overall optimization procedure, allowing a more
stable network training and enforcing better denoising performance. The contributions of
this paper are summarized as follows:

— A stacked convolutional learning algorithm is developed for real-world noisy image
denoising by combining the Gaussian pyramid with CGAN, which effectively and effi-
ciently simplifies the denoising process and achieves excellent performance.

— We formulate the problem of image denoising as a process of image generation and devise
a multi-scale decomposition and progressive reconstruction architecture. This approach
can significantly improve the learning of the discriminative representation between image
details and noise. More importantly, it provides a better guidance to the reconstruction
of clean image from coarse to fine granularity.

— We evaluate the proposed model on three datasets. The further experimental results show
that our PGSN performs robustly for real-world noisy images. And it’s worth noting that
PGSN outperforms the state-of-the-art methods, with which we can effectively preserve
fine-scale structural details of image while removing realistic noise.

2 Related Work
2.1 Image Denoising

A wide variety of approaches have been proposed for image denoising. Generally speaking,
they fall into two groups, with one group mainly focusing on AWGN or MoG noise while
the other adopting parameter estimation techniques or image prior learning for noise in real
photographs.

For the first group, based on the properties of images, wavelet and curvelet transforms
[1,2]are introduced for denoising. Later, [3—6] propose sparse coding and dictionary learning
for more complicated image denoising tasks by exploiting the sparsity of natural images. In
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[7,8], the authors propose non-local means algorithm for AWGN image denoising. Compared
with predefining image priors in some transformed domains, learning image priors from
natural images has been developed to recover the clean image from the noisy input and proved
to achieve encouraging denoising results [9-12]. Recently, neural network has also gained
much attention in the field of image denoising, among which the representative works include
the methods proposed in [13—15]. In particular, Chen et al. [14] propose a trainable nonlinear
reaction diffusion (TNRD) learning framework for Gaussian image denoising. In [15], the
authors devise a residual learning scheme to distinct the noisy observation from the clean
images by a feed-forward CNN, receiving state-of-the-art Gaussian denoising performance.
Although the methods mentioned above have paid a lot of efforts in learning the correlation
between noise and the clean image and facilitated the process of image denoising, they are still
limited in AWGN or MoG noise removal and found inflexible to estimate the real noise model.

For the second group, recent papers have sought deeper understanding of realistic noise
in real photography. Typically, Lebrun et al. [19] propose a multiscale noise clinic (NC)
algorithm for image denoising by adopting the NL-bayes means filter [7]. In [20], the authors
investigate the influence of in-camera image processing [32] on noise and use a data-driven
approach to estimate the noise parameters for image denoising. Moreover, neat image (NI)
[21] is developed to reduce the complex noise by estimating the noise model. Zhu et al. [22]
build a “dependent Dirichlet process tree” and model each group of patches of the given
noisy image with MoG distribution. However, these approaches [19-22] take the common
idea that the noise in real images follows Gaussian or MoG distribution while it has been
found that noise in real images can be more complex and may not be well modeled by
explicit distributions. More recently, Xu et al. [23,24] exploit the beneficial relationship
between realistic noise and image priors, and utilize it to perform real-world noisy image
denoising. Despite their high denoising performance, both methods are defined based on a
learned sparse model. The over-reliance on human knowledge of image priors makes them
unable to faithfully explore full image textures and structural information when removing
the real noise. Lately, Chen et al. [31] propose a GAN-CNN based blind denoiser (GCBD)
for real noise removal task. This method leverages the benefits of a generative model for
noise modelling then uses the generated noise samples for image denoising. However, their
generated noisy samples are assumed to be additive noise with zero mean, which is too ideal
for practical image denoising problems because it is still not entirely clear whether such an
explicit distributions can well characterize the property of realistic noise.

2.2 Conditional Generative Adversarial Network (CGAN)

In recent years, generative adversarial network (GAN) [33] has made considerable progress
on synthesizing impressive photorealistic images via a min-max two-player game between
two networks: a generative network and a discriminative network. However, GAN is an
unconditioned generative model, with which the generated samples cannot be controlled
during training and is more likely to lack diversity. To conquer this dilemma, Mirza et al.
[34] propose the conditional generative adversarial network (CGAN), which is an extension
of original GAN. CGAN feeds additional information, i.e., class labels or data from other
modalities, to both the generator and discriminator and aims at controlling the generative
model with the conditioning variable. In contrast to GAN, CGAN can not only stabilize
the learning processing but also enhance the descriptive power of generative network. Many
successful vision tasks, such as image fusion [35], image synthesis [36], image deblurring
[37], etc., benefit from CGAN and achieve significant success.
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Fig.2 The architecture of our PGSN

In our work, we apply the CGAN method and combines it with a Gaussian pyramid for
real-world noisy image denoising. Such a mechanism has two prominent features. First, this
framework makes it suitable to capture the multi-scale structure of images and denoise the
real image in a coarse-to-fine manner, from which fine-scale image details can be faithfully
preserved. Second, it allows us to break the denoising procedure into a succession of more
manageable stages, making the denoising easier and more efficient. As we will see later in this
paper, the integration of CGAN with pyramid-based neural network has a certain beneficial
effect in achieving a favorable denoising performance and fast processing speed.

3 The Proposed Method

As shown in Fig. 2, the proposed model is composed of two parts: a denoising module and
a discriminative module. We start with a noisy image and progressively downsample it by a
factor of two within a pyramid framework, yielding a small spatial image at the final level. We
then feed the last two pyramid images into a fully convolutional encoder-decoder network,
which is designed as a generator used to synthesize clean image from its real-world noisy
observation. For each of the subsequent level, we follow a two-stage processes: first, we
upsample the generated image by a factor of two; second, we feed the upscaled image as well
as another noise image from the previous scale into the encoder-decoder network to generate
a finer clean image. Furthermore, a discriminative module is introduced to enforce the final
clean synthesized image to draw near to the actual one.

3.1 Denoising Module
3.1.1 Model Design

The denoising module in our work aims to remove the real noise, and reconstruct the corre-
sponding clean image. From the viewpoint of [38], the high-level image features extracted
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from an object image play an essential part in general image reconstruction. However, the
noise embedding in the original input images may give rise to undesired correlated features,
making the reconstructed image deviate from the target contents. So the key insight of our
denoising module is to effectively transfer the high-level features extracted from the input
noisy images to the output domain that is independent of the noise. When human try to obtain
in-depth knowledge of complex objects, we never make any attempts to use one-step learn-
ing. On the contrary, we usually divide the process into several stages and move towards the
goal step by step. Inspired by this cognition process, we propose to integrate the conditional
GAN model into the architectural guideline of a Gaussian pyramid, and make it a promising
approach to deal with realistic noise in real-world images.

According to the above analysis, given a noisy image, we first decompose it with a down-
sampling factor of two to build a Gaussian pyramid: g(IlD) = [IOD, IlD, IZD, IZD] , where
1 ID is parameterized by / representing the downsampled image on the /-th pyramid levels,
and I(l)) is the input noisy image. For example, as depicted in Fig. 2, the input is the full
512 x 512-pixel image and the framework consists of 8 pyramid levels, with which the final
level of the pyramid is a 4 x 4-pixel small spatial slow-frequency image. Then, we start
from the last two pyramid images, and then feed them into a generator which comprises an
encoder extracting the high-level features of the input and a decoder inverting the extracted
features to recover a clean image that has the same spatial size as the input. Our encoder is
formed by the VGG-19 model with layers from convl to pool3, and we stack another two
convolution layers as well as a fully-connected layer [39] after that. The decoder follows the
same structure of the encoder but with fractional strides.

3.1.2 Denoising with CGAN and Gaussian Pyramid

In this part, we will describe in detail how the denoising module separates the image details
from noisy observation via the combination of CGAN and Gaussina pyramid.

When building our Gaussian pyramid, the image pixel value at spatial location (i, j) on
the /-th pyramid level could be expressed as:

c

PG )= > Y Gm.ny«I (2 —1—m,2j—1-n), 1)

m=—cn=—c¢

where * denotes the convolution operation. G(m, n) is the Gaussian windown with a size of
(2c 4+ 1) x (2¢ + 1) and is defined as:

1
g(m’ I’l) — 26—(m2+n2)/202’ (2)
2o

where o is the Gaussian filter and is set as /2 in our work. Here, the Gaussian pyramid
could be regarded as a low-pass filter, with which the noise can be reduced effectively. After
repeated downsampling operations which blur and decimate the noisy input image, the final
pyramid level has very small spatial extent with very little noise. Therefore, we roughly
assume that the noise distribution of the small image is almost to zero.

Then, we take both the last two pyramid images into the encoder-decoder to recover the
clean image. Note that initially, the small image at the final pyramid level is considered as the
additional information of the encoder-decoder network since it can provide as many useful
noise-free features as possible to help the network classify different features accurately into
the corresponding class, i.e., the real noise and the image details. The reconstruction process
is formulated as follows:
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121 = G P, ud))) )

where 1 /—1 and G;_1 represent the recovered image and the encoder-decoder network on the
[ — 1 pyramid levels, respectively. u(.) is an up-sampling operator by a factor of two, and
udy) isa conditioning variable for G;_1. Then, we up-sample the output image by a factor
of two by using use a transposed convolutional layer [40] (a shallow CNN). The upscaled
image, in addition to the downsampled noisy image at the subsequent level, are then used as
the input for the next encoder-decoder network to generate a finer clean image. Subsequent
levels repeat the same procedure until we get to the first level.

Intuitively, the encoder-decoder network with conditional form distinguishes between
image structure and noisy observation at multiple pyramid levels. This strategy brings the
following two advantages: on the one hand, the output of the encoder-decoder network
can be well constrained by the additional variable, say, a generated clean image, which
makes it possible to strengthen the denoising capability for the encoder-decoder network
by concatenating and integrating the contextual information. As such, the proposed network
is of high effectiveness and reliability, as well as fine flexibility in capturing discriminative
image features, thus further enforcing the generated clean image with more plausible fine
details in different frequency bands. On the other hand, instead of directly starting from some
random noise, our network generates images by taking into account both the noisy and clean
images, which helps the proposed network to avoid learning irrelevant details and stabilize
our training process.

In order to encourage the generated clean images to preserve prominent fine details of
image structure, we apply a pixel-wise L2 norm regularization as our reconstruction loss
function, and it takes the form:

1 Ll GT F
%:%ﬁZEWW”HWf @
J

i=1 j=

where W, H represent the width and height sizes of an image, and 1 ,GT is the corresponding
downscaled ground-truth image on the / pyramid levels. The reconstruction loss is measured at
the L2 distance between the generated output and the downscaled noise-free image. Although
this simple loss is capable of removing noise with small reconstruction errors, it either remains
noise or reconstructs over-smooth edges and textures as illustrated in Fig. 3b. This stems from
the fact that the reconstruction loss penalizes the deviation of the generated image I, from the

. . ~GT . . .
downscaled noise-freeimage I, , so thatit encourages spatial smooth and blurry synthesized
results to avoid heavy penalties.

3.2 Discriminative Module

Following Goodfellow et al. [33], we further adopt a discriminative module to help the denois-
ing results obtain better visual quality with consistent contents. The discriminative module
contains five convolutional layers which use 3 x 3 kernels. Besides, we add a channel-wise
fully-connected layer after that to output a 1024-dimensional feature vector. The adversarial
loss is calculated as follows:

Eadv - glm\wp(lr“) - 10g D(Irec), (5)

where D denotes our discriminative module and p(Z,..) denotes the distributions of the final
recovered image. Actually, adversarial loss is widely used to reflect how well the discriminator
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(a) Noisy input (b) Lree (©) Lrec + Laaw (d) Mean images

Fig.3 Denoising results under different variants of our proposed network. a Input noisy images. b Denoising
results with £;¢.. ¢ Denoising results with £, + L,4,. d Mean images. Better zoomed-in on screen

can correctly distinguish between the recovered and real images and how realistic of the
synthesized images are. From Fig. 3c, solving this min-max problem can enforce a more
convincing denoising result with sharp edges and fine-scale textures while removing the
noise, avoiding the spatial smoothness while using the reconstruction loss alone.

3.3 Objective Function

The objective loss function of our model is to minimize differences in feature representations
between the noisy image and the corresponding clean one. Taking the loss functions defined
above, the overall loss function is constructed as:

L= )‘-lﬁrec + )‘-ZACadv’ (6)

where A; and A, are constant weights of different losses. Given a noisy image, the recon-
struction loss focuses on features learning and noisy image denoising while the adversarial
loss aims to regularize the global structure of entire image and boost much the image denois-
ing performance. It is the combined loss that allows our model to preserve more faithfully
the better image details as well as structure, and ensure that the new generated textures are
visually realistic.

3.4 Training Details

Except for denoising a real-world noisy image to its corresponding clean counterpart, our
proposed model also aims to faithfully characterize clear details of each object part. To
effectively train our network, we follow the curriculum strategy [41] and use Adam [42]
with an initial learning rate of 1073, decreased by a factor of 2 for 50 epochs. The training
process is split into three steps. First, at the last two scales of the pyramid, an encoder-decoder
network is trained using L. to obtain a coarse-scale denoising version. Then, we optimize
the L., across the encoder-decoder networks at each pyramid level. At the last stage, we
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fine-tune the network with adversarial loss to further force the output of the generator to
maximally fool the discriminator, leading to visually more satisfying denoising results.

3.5 Analysis on Complexity

The complexity of our proposed PGSN includes the model network learning and stable
training of CGAN. First, learning deep convolutional network features for real-world image
denoising may involve a complex optimization problem due to the complexity of real noise,
resulting in an increased computation time. Second, since the training procedure of CGAN
comprises jointly minimizing and maximizing conicting objectives, it would cause instability
during learning. To remedy these limitations, we develop a pyramid-based neural architec-
ture, which attempts to break the denoising procedure into more manageable successive
refinements. In other words, we train a cascade of networks to progressively reconstruct
clean image by inverting the extracted deep feature maps in multiple up-sampling levels
from coarse to fine granularity. Such a learning strategy allows our PGSN to be easily trained
for image features learning with improved accuracy. In the meanwhile, each pyramid level
is capable of generating a clean image for the next one to improve. Consequently, it is far
more stable to regularize the learning process and train the network to convergence.

4 Experiment
4.1 Experimental Settings
4.1.1 Datasets

In order to drive our model to learn high-level image feature representations comprehensively,
we conduct experiments using three real-world noisy image datasets. Specifically, Dataset
1, taken from Nam et al. [20], contains 11 different static scenes, each with 500 images
captured under a same camera model but with different ISO values. Images in this dataset
are of 7360 x 4912 pixels and the ground true clean image is represented using the mean
of the 500 images. Dataset 2, namely Darmstadt Noise Dataset (DND) [43], is composed of
50 different scenes and each scene is taken by 4 different consumer cameras. Each camera
captures pairs of images under the same scene, where the image captured with higher ISO
values and shorter exposure time is taken as the noisy image while the image under the
opposite operation is taken as the noisy-free image. Dataset 3 is provided in Xu et al. [23],
where the authors use two cameras, i.e., the Canon 80D and Sony A7II cameras, to capture
10 different scenes with more comprehensive and realistic objects. Similar to the Dataset 1,
each camera captures 500 images per scene and the mean image of the 500 images is used
as the ground-truth clean image.

To effectively train and evaluate our deep model, we cropped 112 000 images of 512 x 512
pixels from different shots in the three datasets. Considering that the ground-truth noise-free
images of Dataset 2 have not been publicly available, we choose 100 000 cropped images
from Dataset 1 and Dataset 3 for training. To demonstrate the efficiency of the proposed
algorithm on dealing with real-world noisy images, we select 12 000 images for testing, plus
extra testing images from CC [20] and NI [21].
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Fig. 4 The average PSNR and SSIM results according to different weighting parameters pairs on the entire
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4.1.2 Parameter Setting

The parameters of our method include the weighting parameters of the objective function
(Eq. 4), i.e., A} and Ap. We jointly obtain parameters A; and A by computing the peak
signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) values between the
denoising results and the ground-truth noise-free images. Results are shown in Fig. 4.

Seen as a whole, the weighting parameters achieve the best quantitative evaluation within
acertain range. Specifically, one can see that the proposed model yields the highest PSNR and
SSIM result when A is set between 5 x 107%to 5 x 1073. Meanwhile, the PSNR and SSIM
performance drop gradually from both sides. As a trade-off between the effects of two losses,
we empirically set ; = 1073 and A, = 0.03. In our proposed method, we fix the weighting
parameters throughout the experiments and find it robust and flexible enough to cope with
various real-world noisy images. All the experiments are carried out in the MATLAB2017b
environment using an Intel Core i7-8550u CPU of 3.7GHz with 6 cores and NVIDIA Titan
X GPU.

4.2 Qualitative Results

We qualitatively compare the proposed method against several state-of-the-art image denois-
ing methods whose codes or executable files are online available, such as CBM3D [4], Noise
Clinic (NC) [19], Cross-Channel (CC) [20], Neat Image (NI) [21], Zhu et al. [22], Xu et al.
[23] and GAN-CNN Based Blind Denoiser (GCBD) [31].

We first compare our approach with those of the competitors in Dataset 1. Since Xu et al.
[23] perform experiments using 500 x 500-pixel images, we crop the testing images with
the same size. The visual comparisons are shown in Fig. 5. From the results, we can see that
CBM3D does not work well on real noisy images because the realistic noise is much more
complex than Gaussian. It’s not surprising to see that NC, CC, NI and GCBD perform better
than CBM3D, whereas they would either remove noise incompletely or tend to generate much
noise caused artifacts. This lies in the fact that the distribution of the real-world noise is usually
unknown and is hard to be modeled by explicit distributions, because using Gaussian, MoG
or zero-mean noise to estimate the model of real-world noisy images would lack flexibility
and adaptability. It turns out that these methods are not good enough in handling real-world
image denoising tasks and lack robustness against artifacts. From Fig. 5g, h, it can be found
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31.36 dB / 0.764 32.89 dB / 0.826 35.49 dB / 0.926 35.69 dB / 0.952 33.27 dB / 0.848
(a) Noisy input (b) CBM3D [4]  (c) NC [19] (d) cC [20] (e) NI [21]

35.56 dB / 0.936 35.78 dB / 0.958 35.97 dB / 0.977 35.84 dB / 0.961
(f) GCBD [31] () [22] (h) [23] (i) Ours (j) Mean image

Fig. 5 Denoising results by different methods of the real-world noisy image on Dataset 1. Better zoomed-in
on screen

(a) Noisy inputs (b) [22] (c) [23] (d) Ours

Fig. 6 Comparison with state-of-the-art denoising methods. Images are cropped from Dataset 2. Better
zoomed-in on screen

that our PGSN obtains qualitatively similar results to Zhu’s [22] and Xu’s [23] model. One
can see that these three approaches achieve more promising performance than CBM3D, NC,
CC, NI and CGBD that they can remove unknown noise completely, resulting in natural clean
images.

We then perform another denoising experiments, compared to Zhu’s [22] and Xu’s [23]
model, to illustrate the superior denoising performance of our method. We specifically present
more results on images cropped from Dataset 2 and Dataset 3 since these two datasets contain
more realistic and comprehensive scenes. Results are shown in Figs. 6 and 7. Overall, the
denoising results of our method are close to the state-of-the-arts. What’s more, the proposed
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37.42 dB / 0.861 39.28 dB / 0.942 40.09 dB / 0.962 39.41 dB / 0.955
(a) Noisy inputs (b) [22] () [23] (d) Ours () Mean images

Fig. 7 Comparison with state-of-the-art denoising methods. Images are cropped from Dataset 3. Better
zoomed-in on screen

Table 1 Average PSNR (dB) and SSIM values of different methods under five different camera settings

Method Camera setting

Canon 5D Nikon D600 Nikon D800 Nikon D800 Nikon D800

1SO=3200 1SO=3200 1ISO=1600 1SO=3200 I1SO=6400
CBM3D 37.57/0.966 32.10/0.927 37.36/0.933 34.51/0.874 31.11/0.831
NC 36.66/0.953 37.18/0.949 38.42/0.951 36.85/0.928 33.05/0.908
cCc 36.22/0.951 37.36/0.953 38.88/0.959 38.27/0.955 33.38/0.923
NI 35.77/0.946 36.05/0.938 37.93/0.945 36.32/0.910 31.35/0.824
GCBD 36.23/0.949 36.54/0.937 38.52/0.919 37.44/0.927 32.85/0.887
[22] 37.62/0.962 36.94/0.947 39.04/0.948 37.80/0.939 33.50/0.910
[23] 37.89/0.968 36.81/0.956 39.43/0.964 38.08/0.942 33.59/0.912
Ours 37.58/0.963 36.78/0.965 38.96/0.932 37.91/0.945 33.38/0.898

The test images are cropped from Dataset 1

PGSN shows very clear edges and details, such as the stone surface in Fig. 6d and the blooming
flower in Fig. 7d, respectively. Although Zhu’s [22] and Xu’s [23] model demonstrate high-
quality denoising performance, they do not sharpen edges discriminately when handling
heavily structured objects. This suggests that our proposed method may be more aware of
modeling high-level semantic representation of images. One explanation is that the encoder-
decoder network based on VGG-19 network could implicitly learn to distinguish different
types of semantic reasoning about the input scene. Besides, we take a set of encoder-decoder
networks at different pyramid levels to better transfer semantic deep features to the domain
of clean target images, therefore the training with CGAN approach encourages the recovered
image to be semantically similar to the ground truth noise-free image.

4.3 Quantitative Results

To make a more comprehensive comparison among the competitors, we conduct quantitative
evaluation using two metrics, i.e., the PSNR and SSIM. Considering that the code of CC [20]
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Table2 Average PSNR (dB) and SSIM values of different methods on Dataset 2 and dataset 3

Method Dataset 2 Dataset 3 Method Dataset 2 Dataset 3
CBM3D 32.14/0.925 37.14/0.756 [22] 36.21/0.968 37.29/0.903
NC 36.07/0.951 36.76/0.901 [23] 36.41/0.969 37.64/0.910
NI 35.11/0.924 35.70/0.878 Ours 36.12/0.962 37.15/0.897
GCBD 35.58/0.936 36.67/0.885 - - -

35.81 dB / 0.686 36.85 dB / 0.874 36.98 dB / 0.892 36.95 dB / 0.884

(a) Noisy input (b) NC [19] (c) NI [21] (d) GCBD [31]

37.84 dB / 0.916 37.91 dB / 0.921 37.79 dB / 0.912

(e) [22] (f) [23] (g) Ours (h) Mean image

Fig. 8 Denoising results of the Chinese calligraphy by different methods. The test image is cropped from
Dataset 3. Better zoomed-in on screen

is not available and direct comparison with a single dataset has nonnegligible limitations,
for concreteness, we perform quantitative comparison on three datasets separately for fair
quantitative evaluation of different denoising algorithms.

We first perform experiments on 15 cropped images from Dataset 1 and the average PSNR
and SSIM values are listed in Table 1. We can see that on 3 out of the 5 camera settings, Xu’s
model [23] obtains better PSNR and SSIM values in most cases while CC achieves the best
PSNR and SSIM values on 2 out of the 5 camera settings. In Table 2, we list the average
PSNR and SSIM results of the denoising methods on Dataset 2 and Dataset 3, respectively.
Again we can see that Xu’s model obtains better PSNR and SSIM results.

Although our PGSN has not yet achieved the best quantitative evaluation, we obtain
relatively higher PSNR and SSIM values. For example, in Table 1, on average, our method
has 0.238 dB PSNR and 0.0078 SSIM reduction over the best method, but has much higher
PSNR and SSIM gains over other competing methods. Meanwhile, the proposed PGSN
generally yields to better perceptual quality. We provide an additional example to show the
denoising results both quantitatively and qualitatively, as shown in Fig. 8. Judging from the
figure, it is clear that our method shows visually pleasant output where we reproduce clearly
the image details, but corresponds to lower PSNR and SSIM values. More results can be
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Table 3 Average speed (sec.) results of different methods on testing images cropped from Dataset 3

Method CBM3D NC NI GCBD [22] [23] Ours

Time 6.872 15.502 0.594 24.682 26.741 23.988 18.953

seen in Figs. 6 and 7. Here, we give an explanation of this issue. Xu’s model [23] has higher
PSNR and SSIM values in most cases, as they use dictionary learning and sparse coding for
universal image denoising problems and train their model by minimizing the mean square
error. Nevertheless, we invert deep extracted learning features to reconstruct clean signals.
Generally, the CGAN approach ensures the generated contents to have a high-level semantic
similarity to the target image, but at the same time, our model trained for feature reconstruction
based on VGG-19 netwrok encourages the denoising results to reconstruct more clear edges
and textures than the ground-truth noise-free images, which may therefore harm the PSNR
and SSIM values [44,45]. Similar phenomenon also occurs in [46,47].

4.4 Comparative Analysis on Efficiency

In addition to visual quality and quantitative evaluation, we also compare the average compu-
tational time of all competing methods except for CC. We perform efficiency comparison on
Datatset 3 since the testing images contain various realistic objects and more comprehensive
scenes. For a fair comparison, all experiments are conducted on the same machine with an
Intel Core 17-8550u CPU (32G RAM) of 3.7GHz. Moreover, we evaluate each testing image
for 20 times and provide the average computational time in Table 3.

From the results, we can observe that NI costs about 0.594 second to process an image
and achieves the fastest running time. Compared to CBM3D and NC, one can observe that
GCBD, Zhu’s model, Xu’s model and ours entail larger computational costs as these four
methods involve either complex dictionary learning or deep network training. However, it
should be noted that CBM3D, NC, CC, NI and GCBD are not capable enough for some
practical image denoising applications, while the other methods can better eliminate the real
noise effectively. Compared to those two state-of-the-art methods, the speed of our PGSN
achieves very appealing computational efficiency.

5 Conclusion

In this paper, we made a good attempt for real-world noisy image denoising by using a deep
generative model based on a Gaussian pyramid framework. Our network first extracts features
from the multi-scale pyramid framework and then progressively generates clean images in
a coarse-to-fine manner. Furthermore, we incorporate the conditional form of GAN model
to train our network to improve the visual quality of the denoising results, with which the
proposed method does a very good job at recovering the full characteristics of image texture
and structures while removing realistic noise. Experiments on three datasets demonstrate
that our PGSN can not only be robust for complex realistic noise, but also achieve better
denoising efficiency than other competitors.
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