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Abstract
In this paper, a novel active contourmodel based on hybrid image fitting energywhich utilizes
both global and local image information is proposed. Two fitting images are constructed to
approximate the original image and the square of the original image. Both global and local
image information are incorporated into these two fitting images. Based on these two fitting
images, a hybrid image fitting energy, which is then minimized in a variational level set
framework to guide the evolving contours to the desired boundaries. The proposed approach
is validated by experiments on both synthetic and real images. The experiments demonstrate
that the proposed model is more efficient and robust for segmenting different kinds of images
compared with several typical active contour models.

Keywords Image segmentation · Intensity inhomogeneity · Active contour · Level set ·
Hybrid model

1 Introduction

Image segmentation is an important task in many image processing and computer vision
applications. However, due to the presence of noise, complex backgrounds, inhomogeneous
intensities and low contrast, image segmentation is still a challenging problem. In the past
few decades, various approaches have been proposed for image segmentation. Among them,
active contourmodels (ACM) have attracted considerable interest. The active contourmodels
treat image segmentation as an energy minimization problem. It can iteratively evolve the
initial contour toward object boundaries by minimizing a given energy functional. The active
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contour models can be classified into two categories: edge-based methods and region-based
methods. Edge-based active contour models [1–4] usually design a gradient stopping func-
tion to accurately segment object boundaries. The geodesic active contour (GAC) [2] model
which is one of the best-known edge based models, utilizes the edge indicator depending
on image gradient to construct forces to guide the contour toward the boundaries of the
specific objects. This method is particularly effective in segmenting images with sharp gra-
dients. Generally, edge-based models are very sensitive to noise and initializations. Unlike
the edge-based models, region-based models often utilize the region statistical information
to guide the evolution of a contour. Thus, they are less sensitive to noise and initializations.
Furthermore, region-based methods perform better than edge-based active contour models
for the segmentation of images with weak and missing boundaries. The region-based models
can be further divided into ACMs based on global image information, the ACMs based on
local image information and hybrid active contour models. Chan and Vese [5] proposed an
active contour model (C–V model) based on Mumford-Shah [6] and level set method [7]. It
is one of the most famous global image information based active contour models. However,
these global based models may not work well for images with intensity inhomogeneity due
to merely use of global intensity information. To overcome the difficulty caused by inten-
sity inhomogeneity, Li et al. [8] proposed the region-scalable fitting active contour model
(RSF model) which draws upon spatially varying local image information as constraints and
has the ability to handle intensity inhomogeneity. Similarly, Lankton et al. [9] proposed a
localized region-based active contour model, which utilizes a characteristic function defined
by the radius parameter to extract the local image information. Zhang et al. [10] proposed
a local image fitting (LIF) energy that minimizes the difference between the original image
and a local binary fitting (LBF) [11] image. That is, the LIF model aims to look for a LBF-
image that best fits the original image. Based on the LIF model, Wang et al. [12] composed
a square fitting image to construct a local hybrid image fitting energy. Li et al. [13] proposed
an active contour model based on local image statistics and kernel mapping strategies for
the segmentation of image with intensity inhomogeneities. These models seem to produce
good results only in such cases where the intensity inhomogeneity is slowly varying. Wang
et al. [14] defined a hybrid energy functional (LGIF) with a local intensity fitting term used
in LBF model and an auxiliary global intensity fitting term used in C–V model. Xie et al.
[15] proposed an improved scheme of LIF model to combine both the global and local image
information. However, to some extent, thesemodels are still sensitive to initial contours, noise
and severe intensity inhomogeneity which limit their practical applications. More advanced
features(e.g., structure tensors [16], texture features [17], salient information [18]) are also
employed to get more robust segmentation results. Some related methods can be found in
Refs. [19–28].

In this paper, two fitting images I f and I s are constructed to approximate the original
image I and the square of the original image I 2. Both global and local image information
are incorporated into these two fitting images. We construct a hybrid energy functional based
on the Kullback–Leibler divergence to evaluate the difference between I and I 2 and two
constructed fitting images I f and I s respectively. Minimizing this energy functional in a
variational level set formulation will guide the contours toward the desired boundaries. The
proposed method has been tested on both synthetic and real images and the experimental
results show that the hybrid energy effectively drives the active contour to the object boundary
compared to state-of-art methods.
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2 RelatedWorks

Let I : � → R be the input image. C is a closed contour represented by a level set function
φ(x), x ∈ �, that isC := { x ∈ �|φ(x) = 0} . The region inside the contour is represented as
�in = { x ∈ �|φ(x) > 0} and the region outside the contour is �out = { x ∈ �|φ(x) < 0}.
Then the energy functional of theC–Vmodel can be reformulated by the level set [7] function:

ECV (φ, u1, u2) = μ

∫
�

|∇H(φ(x))|dx + λ1

∫
�

(I − u1)
2H(φ(x))dx

+ λ2

∫
�

(I − u2)
2(1 − H(φ(x)))dx, (1)

where μ, λ1, λ2 are fixed positive constants. The first term is the regularization term which
helps to maintain the smoothness of the contour. u1, u2 are two constants that represent the
average intensities inside and outside the contour respectively. However, the C–Vmodel can-
not achieve satisfying segmentation results when the intensity of an image is inhomogeneous
since the model assumes that the image domain is composed of some homogeneous parts. To
overcome this problem, Li et al. [8] proposed the RSF model by embedding the local image
information into the C–V model. Instead of using the global average intensities inside and
outside the contour, they used a Gaussian kernel with a controllable scale to define the region
fitting term in the energy functional. The energy functional is defined as:

ERSF (φ, u1(x), u2(x)) = λ1

∫
�

∫
�

Kσ (x − y)|I (y) − u1(x)|2H(φ(x))dydx

+ λ2

∫
�

∫
�

Kσ (x − y)(I (y) − u2(x))
2(1 − H(φ(x)))dydx

+ μ

∫
�

|∇H(φ(x))|dx,
(2)

whereμ, λ1, λ2 are the same as in theC–Vmodel, u1, u2 are smooth functions to approximate
the local image intensities inside and outside the contourC . Kσ (x− y) is the Gaussian kernel
function with variation σ 2:

Kσ (x − y) = 1

2πσ 2 e
−|x−y|2

2σ2 . (3)

The LIF model [10] was proposed by introducing the local image fitting energy to extract
the local image information. A local fitted image ILF I is composed to approximate the
original image I .

ILF I = m1H(φ) + m2(1 − H(φ)); (4){
m1 = mean(I ∈ (�in ∩ Wk(x)))
m2 = mean(I ∈ (�out ∩ Wk(x)))

(5)

ILF I denotes the local fitted image to approximate the original image I . m1 and m2 are
local intensity averages in the local region defined by a Gaussian window function Wk with
standard deviation σ and of size (4k + 1) × (4k + 1), where k is the greatest integer smaller
than σ . A local image fitting energy functional by minimizing the difference between the
fitted image and the original image is formulated as:

ELF I = 1

2

∫
�

(I − ILF I (x)
2)dx; (6)
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This model is able to achieve similar segmentation results as the RSF model but with less
computational time.However, itmay also get unprecise segmentation resultswhen the images
to be segmented are with severe intensity inhomogeneous.

3 The ProposedModel

The C–V model approximates the images with piecewise constant functions. The original
image I can be approximate by u1 and u2 as:

I = u1H1(φ) + u2H2(φ), (7)

where H2 = 1 − H1. The data fitting term of the C–V model can be written as:

Edata(φ, u1, u2) =
∫

�

(I − u1)
2H1(φ)dx +

∫
�

(I − u2)
2H2(φ)dx,

=
∫

�

(I 2H1(φ) − 2I u1H1(φ) + u21H1(φ) + I 2H2(φ) − 2I u2H2(φ) + u22H2(φ))dx

=
∫

�

(I 2 − 2I (u1H1(φ) + u2H2(φ)) + u21H1(φ) + u22H2(φ))dx

(8)
By using the approximation (7), the data fitting term becomes:

Edata(φ, u1, u2) =
∫

�

(I 2 − 2I (u1H1(φ) + u2H2(φ)) + u21H1(φ) + u22H2(φ))dx

=
∫

�

(I 2 − 2I 2 + u21H1(φ) + u22H2(φ))dx

=
∫

�

(u21H1(φ) + u22H2(φ) − I 2)dx

(9)

This means that, during the minimization of the C–V energy functional, u21H1(φ) +
u22H2(φ) − I 2 is also minimized. In other words, I 2 can also be approximated by I 2 =
u21H1(φ) + u22H2(φ). Inspired by the LIF model [10] and the LGIF [14] model, we can
construct the following two fitting images: I f and I s to incorporate both global and local
image information. These two fitting images are defined as follows:

{
I f = (ω1c1 + (1 − ω1)m1) ∗ H(φ) + (ω1c2 + (1 − ω1)m2) ∗ (1 − H(φ))

I s = (ω2c21 + (1 − ω2)m2
1) ∗ H(φ) + (ω2c22 + (1 − ω2)m2

2) ∗ (1 − H(φ)).
(10)

Here c1 and c2 are global intensity averages in �in and �out , m1 and m2 are local intensity
averages defined in 5. I f and I s are two fitting images to approximate images I and I 2

respectively. The square image I 2 usually shows higher contrast than the original image.
From the definition of local fitted image in 5, we can come up with a logical idea that using
the combination of the square of c1, c2 andm1,m2 to approximate the original image and the
square of the original image. In this way, I f and I s combined both global and local image
information.

We use the Kullback–Leibler [29] divergence to measure the difference between the
images. The hybrid energy functional of the proposed algorithm is:

EH (φ) = λ1

∫
�

I (x)log

(
I (x)

I f (x)

)
+ I f (x)log

(
I f (x)

I (x)

)
dx
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+ λ2

∫
�

I 2(x)log

(
I 2(x)

I s(x)

)
+ I s(x)log

(
I s(x)

I 2(x)

)
dx . (11)

To obtain smooth contours, two regularization terms P(φ) = 1
2

∫
(|∇φ| − 1)2dx and

L(φ) = ∫ |∇H(φ)|dx defined in [8] were introduced. The total energy functional of the
proposed model becomes:

E(φ) = EH (φ) + μP(φ) + νL(φ)

= λ1

∫
�

I (x)log

(
I (x)

I f (x)

)
+ I f (x)log

(
I f (x)

I (x)

)
dx

+ λ2

∫
�

I 2(x)log

(
I 2(x)

I s(x)

)
+ I s(x)log

(
I s(x)

I 2(x)

)
dx + μ

1

2

∫
(|∇φ| − 1)2dx

+ ν

∫
|∇H(φ)|dx,

(12)
where μ and ν are weighting parameters for the two regularization terms. By taking the first
variation of the energy functional with respect to φ, we can get the updating equation of φ:

∂φ

∂t
= δε(φ(x))(λ1e1

(
− I

I f
+ 1 + log

(
I f

I

))
+ λ2e2

(
− I 2

I s
+ 1 + log

(
I s

I 2

))

+ μ

(
∇2φ − div

( ∇φ(x)

|∇φ(x)|
))

+ νδε(φ)div

( ∇φ

|∇φ|
)

. (13)

Here e1 and e2 has the following form:

{
e1 = (ω1c1 + (1 − ω1)m1) − (ω1c2 + (1 − ω1)m2)

e2 = (ω2c21 + (1 − ω2)m2
1) − (ω2c22 + (1 − ω2)m2

2)
(14)

4 Experiment Results

The proposed algorithm is implemented withMatlab R2011a on a PC of CPU 2.5GHz, RAM
6.00G. In this section, we apply the proposed method to synthetic images and real images
of different modalities. For the experiments in Sects. 4.1 to 4.3, we keep the parameters
as follow: timestep = 0.01, ε = 1, ω1 = ω2 = 0.01, μ = 2.8, whereas the parameters
λ1, λ2, σ and ν should be tuned for different kinds of images.

4.1 Application on Real Images and Synthetic Images

Figure 1 shows the segmentation results of the proposed model for both synthetic and real
images, which are with inhomogeneous intensities and nonuniform illumination. Three ran-
domly chosen initial rectangular contours are shown in the first row. The I f and I s are shown
in the last two rows respectively. From Fig. 1, both the I s and I f can effectively emphasize
the desirable objects and the I s can significantly reduce the adverse influence of complicated
image background in image segmentation. Due to the existence of both global and local
image information in I f and I s , the proposed model can successfully capture the boundaries
of the desired objects with different texture characteristics.
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Fig. 1 Segmentation results of the proposed model for both synthetic and real images displayed in different
columns by changing parameter values (λ1 = 0.1, λ2 = 0.6, σ = 3 and ν = 90 for the first image, λ1 = 0.5,
λ2 = 0.3, σ = 3 and ν = 10 for the last two images). Row 1: initial rectangle contours. Row 2: final
segmentation results. The last two rows show the two fitting images I f and I s respectively

4.2 Application onMedical Images

Figure 2 shows the segmentation results of the proposed algorithm on clinically medical
images with inhomogeneous intensities and chaotic backgrounds. The proposed algorithm
successfully identifies the object boundaries in these images. Due to the usage of both global
and local information in the fitting images I f and I s , the proposed algorithm can efficiently
drive the contour to the desired object boundaries with different texture characteristics and
reduce the influence of chaos in backgrounds.
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Fig. 2 Segmentation results of medical images. The first and third rows: Original images with initializations
(blue contours). The second and fourth rows: the segmentation results (red contours). For the first image in
the first row, λ1 = 1, λ2 = 0.08, σ = 3, ν = 4. λ1 = 0.5, λ2 = 0.2, σ = 3, ν = 10.8 for the second and
third images in the same row. For the first image in the third row, λ1 = 0.9, λ2 = 0.1, σ = 3, ν = 4. λ1 =
0.45, λ2 = 0.01, σ = 3, ν = 2.3 for the second image in the third row. λ1 = 0.45, λ2 = 0.01, σ = 5, ν = 4
for the last image in the third row

4.3 Robustness to the Initial Contours, Intensity Inhomogeneity and Noise

We compared the proposed model with some of the famous active contour models1 (i.e. the
C–V model [5], the RSF model [8], the LIF model [10] and the LGIF model [14]).

In Fig. 3, we show the segmentation results of the proposed model with different ini-
tializations. Two intensity inhomogeneous images are used in this experiment. In the first
column, these two intensity inhomogeneous images with three different initializations are

1 The matlab source code of the C–V, the RSF, the LIF and the LGIF algorithms can be found from http://
www.engr.uconn.edu/~cmli/, http://www.kaihuazhang.net/ and https://www.unc.edu/~liwa/.
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Fig. 3 Images with different initializations are shown in the first column. In the second column, segmentation
results of the proposed method are presented. The segmentation results of the C–V, RSF, LIF and LGIFmodels
are shown in the last four columns respectively

shown. Segmentation results of the proposed algorithm are shown in the second column.
The segmentation results of the C–V, RSF, LIF and LGIF models are presented in the last
four columns respectively. Generally, the RSF, LIF and the LGIF models have better perfor-
mance than the C–Vmodel. But they are sensitive to initializations to some extent. The LGIF
model utilizes both global and local image information. But for some of the initializations
in this paper, it can not get correct segmentation results. Due to the usage of the I f and I s

which contains the higher order of image information, the proposed model is less sensitive
to initializations compared to the other four active contour models.

The proposed algorithm is also used to segment images with extremely inhomogeneous
intensities. Three images are shown in the first column in Fig. 4. Initializations are blue
rectangles, and the segmentation results of the proposed algorithm are shown in the third
column. The segmentation results of the C–V, RSF, LIF and LGIF models are shown in
the last four columns respectively. The LIF and LGIF models achieve better segmentation
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Fig. 4 The first column: the original intensity inhomogeneous images. Second column: initial contours shown
in blue rectangles. The segmentation results of the proposed model, the C–V model, the RSF model, the LIF
model and the LGIF model are shown in the last five columns respectively

results than the C–V and RSF models. But for the segmentation of the last image with
extremely inhomogeneous intensities, both the LIF and LGIF models missed some part of
weak boundaries. In Fig. 4, we can see that, for these intensity inhomogeneous images,
the proposed hybrid energy functional can guide the active contours to the correct object
boundaries. This experiment shows that for the segmentation of intensity inhomogeneous
images, the proposed model behave superior to the other four active contour models.

In Fig. 5, we show the noise robustness of the proposed algorithm. We show the segmen-
tation results of images with the different level of Gaussian noise. The first column shows the
original clean image and imageswithGaussianwhite noise withmean 0, variances 0.01, 0.02,
0.04 and mean 0.01, variance 0.008. The second column shows the segmentation results of
the proposed method, the third column shows the segmentation results of the C–Vmodel, the
fourth column shows the segmentation results of the RSF model, the fifth column shows the
segmentation results of the LIF model and the last column shows the segmentation results of
the LGIFmodel. The proposed model yields the best overall performance for the five images.
The LGIF model behaves better than the C–V, RSF and LIF models. The LGIF model can
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Fig. 5 Segmentation results of noisy images

also get the boundaries of the objects. However, for the segmentation of last two images, the
proposed model is more accurate. This experiment shows that the proposed model is robust
to some extent against Gaussian white noise in segmentation compared with the other four
models.

4.4 Results on Large-Scale Image Set

To further test the effectiveness of the proposed model, we did experiments based on the
MSRA dataset [30]. The MSRA dataset contains 1000 color images and the ground truths.
We also quantitatively assessed the performance of these models using the Dice Similarity
Coefficient (DSC) [31] defined as:

DSC(A, B) = 2|A⋂
B|

|A| + |B| , (15)

where A is the segmentation results of a given algorithm, B is the ground truth. The higher
DSC is, the more accurate the segmentation result is.

Table 1 shows the Dice of the proposed algorithm and the other four methods. It can be
seen that among all the tested models, the proposed model has the highest Dice. Table 2
illustrates the average executive times of the five models, and the results show that the
proposed algorithm performs faster than the LGIF model but a little bit slower than RSF
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Table 1 DSC of the C–V, RSF, LIF, LGIF and the proposed model respectively

C–V RSF LIF LGIF Proposed

DSC (%) 56.8 61.3 60.2 62.4 68.6

Table 2 Average executive times of each methods

C–V RSF LIF LGIF Proposed

Time (s) 1.5 4.5 4.1 5.3 4.6

model, it is because the proposed model needs to generate two fitting images I f and I s .
In Fig. 6, we show some of the segmentation results of the five models from the MSRA
dataset. Natural images are usually have more information and more complex backgrounds,
so they are more difficult to be segmented. The C–V model mainly considers the global
intensity information, the RSF and LIF models consider the intensity information in local
regions. From Fig. 6 we can see that, the segmentation results of these three models contain
the area of background in different extent. Due to the usage of both global and local intensity
information, the LGIF performs better than the other three methods but the structures in the
images cannot be completely detected. However, due to the usage of both global and local
intensity information in the original image and the square image, the proposed model has the
overall best performance.

4.5 Initialization and Parameter Selection for theMSRA Dataset

For most of the active contour models, different positions of initial contours may lead to
different segmentation results. In order to achieve unprejudiced initializations for each algo-
rithm, the initial contours are obtained by threshold the saliency map achieved by Cheng et
al. [32]. The thresholding value is set to be 0.25.

There are totally six parameters in the proposed model: λ1, λ2, μ, ν, ω1 and ω2. Although
the proposed model shows a relatively high performance, it is not easy to achieve an optimal
tradeoff among different weighting parameters. In our experiments on MSRA dataset, we
empirically set μ = 20 and ν = 0.02 × col × row, where col × row denotes the size
of the images to be segment. For simplicity, we set ω1 = ω2. In this way, λ1, λ2, and ω

have influence on the final segmentation results. In this experiment, we only focus on the
effectiveness of ω, so λ1 and λ2 are also empirically set to 0.3 and 0.06 based on our previous
experiments. The selection of ω is based on the following experiment. It is shown that, ω

controls the influence of the global image information in the energy functional, so when
the intensity inhomogeneity in the image is more severe, the parameter value ω should be
chosen smaller. 200 images from the MSRA dataset were randomly selected to calculate the
mean DSC by using ω ∈ [0.01, 0.2]. The following figure (Fig. 7) shows the DSCs of using
different ω. Based on this experiment, for the segmentation of the MSRA dataset in this
paper, we set ω = 0.02. It is worth mentioning that, for the segmentation of MSRA dataset,
except for the ω, the other parameters are fixed. Our tests in previous sections show that if
the parameters are further optimized for each single image, we could get better segmentation
results.

123



1000 X. Li et al.

Fig. 6 The first column: the original images. The second column: the ground truths. The last five columns:
the segmentation results of the C–V model, the RSF model, the LIF model, the LGIF model and the proposed
method

Fig. 7 The DSCs of using different ω
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Fig. 8 The first row: the original images. The second to sixth rows: the segmentation results of the C–Vmodel,
theRSFmodel, the LIFmodel, the LGIFmodel and theU-net. The segmentation results of the proposedmethod
and the ground truths are shown in the last two rows respectively

4.6 Comparison with CNN-Based SegmentationMethod

Recently, deep convolutional networks have achieved a great success in image analysis such as
classification, detection and segmentation [33–37]. U-net [36] is a representative convolution
network for image segmentation. In this paper, we also compare the proposed algorithm with
the U-net on the MSRA dataset. 200 images are randomly selected to test the performance
of the U-net and the other 800 images are used to train the U-net. The DSC of the U-net
and the proposed model on 200 images is 63.9% and 68.8% respectively. Usually the U-net
can achieve better segmentation results when the training dataset contains sufficient images.
However, the size of the current training dataset is small. 800 images are not enough for
training the network. We believe that if there are more images for training, the segmentation
performance of theU-net can be improved.Thedifference between theU-net and the proposed
model is that the proposed model is an unsupervised model and the U-net is a supervised
model which needs training samples and limits its application sometimes. In Fig. 8, we show
some of the segmentation results of the proposed model and the C–V, the RSF, the LIF, the
LGIF and the U-net models.
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5 Conclusion

In this paper, a novel hybrid region-based active contour model is proposed for image seg-
mentation. The energy functional of the proposed model is based on the quantification of the
Kullback–Leibler divergence of the original image I and I 2 and two constructed fitting images
I f and I s . The I f and the I s utilize the global and local image information in I and I 2.
The square operation of the original image can somehow enhance the contrast of the original
image. It is supplementary of the intensity information of the original image. Experimental
results show that the proposed model is capable of segmenting images with intensity inho-
mogeneities, robust to noise and less sensitive to initializations. Segmentation results on both
synthetic and real natural images fromMSRA dataset show that, compared to the-state-of-art
methods, the proposed segmentation model has a relatively better performance.

In our current model, the only used information of the images is the intensity. More image
information like texture, is not considered into our model. The performance of the proposed
model still has space for further improvements by utilizing more image information. In our
future work, we will consider texture information to enhance the segmentation results for
images with clutter background. In addition, we will also try to find an automatic way to
calculate the weights during evolution.
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