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Abstract This paper studies aspect-based opinion summary (AOS) of reviews on particular
products. In practice, an AOS system needs to address two core subtasks, aspect extraction
and sentiment classification. Most existing approaches to aspect extraction, using linguistic
analysis or topic modeling, are general across different products but not precise enough or
suitable for particular products. Insteadwe take a less general butmore precise scheme,which
directly maps each review sentence into pre-defined aspects. To tackle aspect mapping and
sentiment classification, we propose a convolutional neural network (CNN) based method,
cascaded CNN (C-CNN). C-CNN contains two levels of convolutional networks. Multiple
CNNs at level 1 deal with aspect mapping task. If a review sentence belongs to pre-defined
aspect categories, a single CNN at level 2 determines its sentiment polarity. Experimental
results show that C-CNN with pre-trained word embedding outperform cascaded SVM with
feature engineering. We also build a system called OpiSum with C-CNN. The demo of
OpiSum can be found at http://114.215.167.42.

Keywords Aspect-based opinion summary · Sentiment classification ·Convolutional neural
networks · Data mining

1 Introduction

Analysis of data is a process of modeling data with the goal of discovering useful informa-
tion to support decision-making. Various data analysis techniques are widely used in many
research fields, such as analysis of time series data in order to extract meaningful statistics
and other characteristics [1–4], analysis of text to extract and classify information from tex-
tural sources. This paper focuses on text analysis especially on analysis of online reviews.
User generated reviews on products are expanding rapidly with the emergence and advance-
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Fig. 1 An example aspect-based summary of smartphone reviews

ment of e-commerce. These reviews are valuable to business organizations for improving
their products and to individual consumers for making informed decisions. Unfortunately,
reading through all the product reviews is hard, especially for popular products with large
volume of review texts. It is therefore essential to provide coherent and concise summaries
of user generated reviews. This has bred a new line of data mining research on aspect-based
opinion summary (AOS) [5]. Given a set of product reviews, an AOS system extracts aspects
discussed in the reviews and predicts reviewers’ sentiments toward these aspects. Figure 1
presents an example summary of smartphone reviews. The smartphone aspects, such as bat-
tery life and screen, with the hyperlinks and numbers of positive and negative opinions, are
illustrated in a structured way. The goal of this paper is to generate such aspect-based opinion
summary.

StandardAOS typically involves two component subtasks, aspect extraction and sentiment
classification. Aspect extraction finds related aspects and extracts all textual mentions asso-
ciated with each aspect. Sentiment classification task classifies sentiment over each aspect
using the associated textual mentions.

Existing researches on aspect extraction move along two quite different lines. The first
extracts aspect expressions using linguistic patterns or supervised sequence labeling (see
Sect. 2). This scheme is very limited for only identifying explicit aspects and failing to
handle implicit aspects. Besides, it needs additional efforts to group synonymous aspect
expressions into the same category. The second is based on topic modeling (see Sect. 2).
Topic modeling is fully unsupervised, saving the labeling of training data. It handles implicit
aspects well, and simultaneously extracts and groups aspects. It is, however, not suitable for
summarizing reviews on particular products inmany respects. The unsupervised naturemakes
it more general across different products, but less precise for particular products compared
to supervised learning methods. The learned topics of topic modeling are implicit and often
do not correlate well with human judgments, making it not applicable if users care about
some particular product aspects. Topic modeling categorizes aspects, but its unsupervised
nature makes the grouping not controllable or adaptable. Categorizing aspects is subjective
because for different applications the usermay need different categorizations. For example, in
smartphone reviews, front camera and back camera can be regarded as two separate aspects,
but can also be one general aspect, camera.

For some vertical e-commerce websites that focus on particular products, users already
know what aspects a product has. Ontologies negates the need for identifying aspects auto-
matically. Herein the most pressing challenge is to extract all relevant text mentions for each
aspect. Therefore, this paper takes a line different from prior work on aspect extraction:
directly mapping each review sentence into pre-defined aspect categories. That is, we for-
mulate aspect extraction as sentence-level aspect mapping (or classification) problem. This
scheme extracts relevant text mentions for pre-defined aspects and enjoys a lot of advantages.
It handles both explicit and implicit aspects, and simultaneously extracts and categorizes
different aspect expressions into the same aspect category. It also enables users to design
different aspect categories for different application purposes.
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Besides aspect extraction, sentiment classification is also necessary to enable real appli-
cations. This paper presents an aspect-based summary system which addresses both tasks.
Most previous work on AOS deals with a single task, either aspect extraction or sentiment
classification, using traditional machine learning. Motivated by the recent success of deep
Convolutional Neural Network (CNN), we propose a CNN-based approach to jointly tackle
aspect mapping and sentiment classification problems. The method is a two-level Cascaded
CNN (C-CNN). At level 1, multiple convolutional networks map the input sentences into
pre-defined aspects. If a review sentence belongs to pre-defined aspect categories, a single
convolutional network at level 2 predicts the sentiment polarities of the input sentences.
As no such benchmark corpus involving a collection of sentences labeled with pre-defined
aspects and sentiments can be found, we create two datasets detailed in Sect. 4 especially
for such aspect-based opinion summarization tasks. Empirical results show that C-CNNwith
pre-trainedword embedding representation outperform cascaded SVMwith feature engineer-
ing. With the proposed C-CNN, we also build a system called OpiSum, which can generate
aspect-based summary like Fig. 1.

2 Related Work

AOS has attracted a lot of attentions with the advent of online user generated reviews [6–
11]. Deep learning and representation learning, initially enjoying great success in computer
vision, have also achieved some success in Natural Language Processing (NLP).

An AOS system needs to address two core tasks, aspect extraction and sentiment clas-
sification. One line of work on aspect extraction detects aspect expressions using linguistic
patterns (e.g. part-of-speech and dependency relations) [5,12–15] or supervised sequence
labeling such as CRFs [10,16–19]. This scheme is very limited in many respects. It only
extracts explicit aspect expressions, and cannot deal with implicit aspects well. For example,
in the sentence “this phone runs smoothly and fast, but its battery life is very poor”, battery life
is explicitly mentioned, while running speed is implicitly mentioned and thus cannot directly
discovered using linguistic patterns or sequence labeling. This scheme is also limited for not
grouping aspect expressions into aspect categories. For example, screen, display and retina
refer to the same aspect for iPhone. After extracting all aspect expressions, additional efforts
are required to categorize domain synonyms into the same aspect.

Another line of related work applies variants of standard topic modeling such as LDA [9–
11,20–26]. Topic modeling deals with implicit aspects to some degree, and simultaneously
extracts and groups aspects. However, it often learns incoherent topics since its objective
functions do not always correlate well with human judgments. Compared with supervised
methods, unsupervised topic modeling is more general across different products, but less
precise for particular products. In addition, mapping from topics to aspects is not explicit,
making it not a good choice if users care about opinions on some particular aspects. Topic
modeling categories aspects based on co-occurrence counts. However, categorizing aspects
is subjective because for different applications the user may need different categorizations.
For example, in smartphone reviews, front camera and back camera can be treated as two
different aspects, but can also be only one aspect. The unsupervised nature of topic modeling
makes the grouping not controllable or adaptable.

An AOS system also involves sentiment classification. This task aims to classify an opin-
ionated review as expressing positive or negative sentiment over an aspect. Compared to
aspect extraction, sentiment classification was studied earlier and more extensively. Most
prior work used traditional machine learning with complicated feature engineering [27–34].

123



584 X. Gu et al.

Very recently, some researchers applied deep convolutional neural networks to sentence
sentiment classification and reported considerably better results than traditional approaches
[23,35,36].

In practice, much work has been devoted to perform aspect-based opinion summarization
(or sentiment analysis) as a joint system. And topic model is a widely used method. Joint
Sentiment/Topic model (JST) [37] is a flat topic model based on LDA. For each polarity, a
flat mixture of topics is associated with it and all the words with the polarity are generated
from this mixture. The drawback of JST is that finding the different polarities for the same
topic is difficult. Reverse JST (RJST) reverses the association direction between topics and
polarities in JST. RJST makes it more convenient to find the different polarities for the
same topic, but performs poorly on document-level sentiment analysis. More works within
topic modelling framework can be found such as Seeded Aspect and Sentiment Model,
Multi-grain Topic Model, etc. These topic model based system are fully unsupervised or
weakly supervised, and suffered from the drawbacks mentioned above. Also there has been
a great deal of research into discovering both aspects and the related sentiments outside of
the topic modeling framework. A machine learning framework was proposed by Jin, Ho,
and Srihari [38] to discover aspects and sentimental polarities related to each aspect. Their
lexicalized HMMs based framework naturally integrates multiple linguistic features (e.g.,
part-of-speech, phrases’ internal formation patterns, and surrounding contextual clues of
words/phrases) into automatic learning of potential product entities and opinion orientations.
The experimental results demonstrated the effectiveness of their approach. While according
to the analysis delivered above, this linguistic patterns based machine learning framework
is limited in extracting implicit aspects and grouping similar aspects expressions into aspect
categories. Approaches and frameworks mentioned above don’t consider the usage of deep
learning techniques, e.g., Convolutional neural network (CNN) which is proved to be an
effective approach in many traditional NLP tasks. Limited work that use deep learning for
aspect-based opinion summarization can be found. Most of them use CNN only in sentiment
analysis but not the whole AOS system.

Convolutional neural network (CNN) is currently underpinning the cutting edge in com-
puter vision [39,40]. It has also achieved state-of-the-art results in many traditional NLP
tasks [41] and other NLP areas such as information retrieval [42,43] and relation classifica-
tion [44,45]. Words are encoded as low-dimensional word vectors in CNN, instead of high
dimensional one-hot representations. Word vector representations capture semantic infor-
mation, so semantically close words are likewise close in low dimensional vector space.
CNN models for specific NLP tasks often use unsupervised pre-trained word vectors [46] as
initialization, which are then improved by optimizing specific supervised objectives.

3 Methodology

3.1 System Overview

An architectural overview of our aspect-based summary system is given in Fig. 2. The input
to the system is a set of crawled reviews for a particular product. The sentence segmenter
divides review texts into a set of sentences. The aspect mapper maps these sentences into
pre-defined aspect categories. In this step only sentences belonging to the pre-defined aspects
are extracted and retained. The sentiment classifier then predicts the polarity of each of these
extracted sentences as positive or negative. After annotating each sentence with aspect and
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Fig. 2 An overview of our aspect-based opinion summary system

sentiment, thefinal opinion aggregator counts the number of positive andnegative opinionated
sentences corresponding to each aspect, and gives the hyperlinks to these sentences.

3.2 Cascaded CNN

The architecture of our C-CNN is shown is Fig. 3. The network contains C CNN aspect
mappers and a CNN sentiment classifier. Aspect-mapping CNN and sentiment-classification
CNN are organized in a cascaded way. Each mapper determines whether the input sentence
belongs to its corresponding aspect. If that is the case, the sentiment classifier predicts sen-
timent polarity as positive or negative.

We address two considerations about the cascaded network. (1) The network only contains
one sentiment classifier. Onemay think it is problematic as a single sentence (e.g. “This phone
runs fast, but loses its charge too quickly!”) could contain different aspects, and sentiments
towards these aspects could be opposite. We do not train a separate sentiment classifier for
each aspect category since in practice only a few sentences imply opposite sentiments for
different aspects. (2) The sentiment classifier only deals with sentences belonging to at least
one pre-defined aspect categories as practical applications only care the sentiments of aspect
related sentences. In addition, sentences not belonging to any pre-defined aspect could be
objective. It is not suitable classifying the sentiments of objective sentences as positive or
negative.

Each CNN contains a word embedding layer, a convolutional and pooling layer, and a
fully-connected layer.

Word embedding. This layer encodes each word in the input sentence as a word vector. Let
be the sentence length, |D| ∈ R be the vocabulary size andW(1) ∈ Rk×|D| be the embedding
matrix of k-dimensional word vectors. The i-th word in a sentence is transformed into a
k-dimensional vector wi by matrix-vector product:

wi = W(1)xi (1)

Here xi is the one-hot xi representation for the i-th word.
Convolution. After encoding the input sentence with word vectors, the convolution oper-

ations are applied on top of these vectors to produce new features. A convolution operation
involves a filter u ∈ Rhk applied to a window of h = 2r + 1 words. For example, a feature
fi is produced from a window of words wi−r :i+r by
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Fig. 3 C-CNN for aspect mapping and sentiment classification

fi = g(wi−r :i+r · u) (2)

Here g denotes a non-linear activation function. This filter is applied to every possible win-
dows of the input sentence to generate a feature map.

f = [ f1, f2, . . . , fl ] (3)

The above describes the process that one feature map is extracted from one filter. The
network uses mi (i = 1, 2, . . .,C) filters to generate mi feature maps for the i-th aspect
mapper andmC+1 filters for the sentiment classifier. The filter weights for i-th aspect mapper
are stored in a hk × mi - dimensional matrix W(2)

i ∈ Rhk×mi . For sentiment classifier,

W(2)
C+1 ∈ Rhk×m2 .
Pooling. This layer applies max-over-time pooling [41] to each of the feature maps pro-

duced by convolutional layers:

f̂ = max( f1, f2, . . . , fl) (4)

Max-over-time pooling takes the maximum element in each feature map and naturally deals
with variable sentence lengths. It produces a fixed-sized feature vector vi ∈ Rmi for the i-th
task.

Fully-connection. The fixed-sized feature vectors produced by pooling layers are fed into
fully-connected layers. Concretely, vi is passed to a binary logistic regression classifier.

a1 = 1/
(
1 + e−W(3)

i vi
)
, i = 1, 2, . . . ,C + 1 (5)

Here W(3)
i ∈ Rn×mi is the weight matrix for i-th task, and ai is the aspect output vector.

For aspect mapper, ai (i = 1, 2, . . .,C) is the probability of the input sentence belonging
to the i-th aspect category; for sentiment classifier ai (i = C + 1) is the positive-sentiment
probability.
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Table 1 The number of sentences belonging to each aspect category

Amazon smartphone review dataset Taobao skirt review dataset

Aspects #sentences Aspects #sentences

Battery 352 Price 1128

Run speed 370 Design 1296

Speaker 158 Quality 961

Screen 434 Fabric 549

Camera 344 Express delivery 647

None of the above 11,042 Service 532

All 12,700 None of the above 13,200

All 18,314

4 Dataset and Experimental Setup

4.1 Datasets

To train our C-CNN, we need a collection of sentences labeled with aspects and sentiments.
As there is no such benchmark corpus, we create two datasets and will make them publicly
available for research purpose. The first one is Amazon Smartphone Review (ASR) dataset.
ASR contains 12,700 smartphone review sentences crawled from amazon.com.1 Each review
sentence is labeled with respect to five pre-defined aspects, {battery, screen, camera, speaker,
running speed}. Sentences belonging to at least one aspect are also labeled as expressing
positive or negative sentiment.

The second is Taobao Skirt Review (TSR) dataset. TSR contains 18,314 labelled skirt
review sentences and one million unlabeled. Reviews are crawled from taobao.com.2 Each
labelled review sentence is labeled with respect to six pre-defined aspects, {price, design,
quality, fabric, express delivery, service}. Also, the sentiments for sentences belonging to at
least one aspect are labeled as positive or negative. The number of sentences belonging to
each aspect for ASR and TSR is shown in Table 1. Three people in our group crawled and
labeled the reviews in sentence level which constitute the current version of corpus.

Table 2 shows some example sentences in ASR dataset that belong to aspect camera.
Note that sentences 1, 3, 5, 6, 7, 8 do not explicitly mention camera, but they are still
labeled as camera. This enables our system to handle both explicit and implicit aspects, and
simultaneously extracts and categorizes different aspect expressions into the same aspect
category.

4.2 Experimental Setup

Baselines. The baselines exploit Support Vector Machine (SVM) as classifiers. Specially, we
adopt the L2-regularized L2-loss linear SVM. The implementation software is scikit-learn.3

Multiple SVMs are cascaded in theway like C-CNN.One-hot representation of eachword (or
term) is employed as feature for training SVM. The terms we use are unigrams and bigrams.

1 http://www.amazon.com.
2 http://www.taobao.com.
3 http://scikit-learn.org.
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Table 2 Example sentences
belonging to aspect camera in
ASR

1. The auto-focus/focus is middling at best on this phone

2. The regular back camera is good

3. Can take some pretty good quality photos (although not top
quality)

4. Camera works surprisingly well

5. By far the best photos and speed I have experiencing on a phone

6. Some expected noise on pictures taken in low-light

7. It takes great pictures and video

8. The colors aren’t incredibly vivid, but the pictures do look
pretty nice

The local weight of each term in the one-hot representation is simply assigned term presence
(tp), i.e. 1 for presence and 0 for absence. The most commonly used weighting scheme, term
frequency (tf), is not used as it produces very close results to tp. The reason may be that in our
experiments most words in a sentence only occur one time, so weights assigned by tp and tf
are almost the samewith each other.We also use three global termweighting methods, no (no
global term weighting), idf (inverse document frequency), and re (regularized entropy)[34].

Network settings.Weuse rectified linear units [47] as activation functions for convolutional
layer, and sigmoid function for output layer. Network models are trained using stochastic
mini-batch gradient descent with batch size of 1000, momentum of 0.9, learning rate of 0.5.
The weights in all layers are initialized from a zero-mean Gaussian distribution with 0.1 as
standard deviation and the constant 0 as the neuron biases. We use filter windows (h) of 1,
2, 3 with 100 feature maps each. The use of a momentum term is a technique that can help
the network out of local minima and keep gradient pointing in the same direction.

Word2vec (w2v). Besides random initialization, we also pre-train word embeddings using
word2vec tool, which implements continuous bag-of-words and skip-gram architectures for
learning word vector representations [46]. We train skip-gram model with context window
size of 9 on corpus of December 2013 English Wikipedia for ASR. For TSR, word embed-
dings are pre-trained using the one million unlabeled review sentences of TSR dataset. The
embedding dimension is 30.

Regularization. For regularizationwe employ dropout on the input intomax-pooling layer.
Dropout based max-pooling randomly picks activation based on a multinomial distribution
at training time, and employs probabilistic weighted pooling to act as model averaging at test
time [48]. Use of dropout can prevent the network from overfitting problem. The dropout
rate is set to 0.5.

Evaluationmetric.Weuse F1-measure for performance evaluation of aspect mapping, and
classification accuracy for sentiment classification. All comparisons are done using ten-fold
cross-validation. That is, the overall results are averaged over ten folds.

Parameters.All model parameters are selected either according to the experience of com-
mon deep convolutional model setups, which is recognized by reseachers (e.g., momentum
and dropout rate) [23,35,36,39,48] or considering both the performance and complexity of
the model via cross-validations (e.g., mini-batch size, word embedding size, size and number
of filters). Table 3 shows some of the main parameters used in the proposed C-CNN model.

4.3 Cross Validation

Cross-validation is used to generalize all the evaluation results, i.e., F1-measure for aspect
mapping and classification accuracy for sentiment classification, which is a model validation
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Table 3 Parameters used in the
proposed C-CNN model

Parameter Value

Mini-batch size 1000

Word embedding dimension 30

Momentum 0.9

Learning rate 0.5

Dropout rate 0.5

Filter size 1, 2, 3

#feature maps 100 for each filter size

technique for assessing how the trained model will perform on an independent data set. It is
mainly used in settings where the goal is prediction, and onewants to estimate how accurately
a predictive model will perform in practice.

One complete round of cross-validation involves partitioning the dataset into complemen-
tary subsets, training the model on one subset (i.e., training set), and validating the model
on the other subset (i.e., validation set or testing set). To reduce variability, multiple rounds
of cross-validation are performed using different partitions, and the validation results are
averaged over the rounds.

In this paper, ten-fold cross-validation is used to generalize the evaluation results. The
original dataset is partitioned into 10 subsets with equal size in random. Of the 10 subsets,
a single subset is retained as the testing (or validation) set for testing the model, and the
remaining 9 subsets are used as training set in combination. F1-measure and classification
accuracy are both averaged over ten rounds of validations for every aspect and sentiment
polarity.

5 Experimental Results

5.1 Computational Complexity

In practice, we use the elapsed time of training and test as the estimation of computational
complexity. For most deep learning algorithms training is notoriously time consuming, espe-
cially for task on images. Though our C-CNN is designed for mapping and summarization
task on text and less complicated, it still requires a lot more time to train the model compared
with traditional machine learning methods. Without any acceleration method and parallel
computing, C-CNN on ASR dataset takes around 20 min for training on an i7-4790K CPU.
For SVM, one-vs-rest model is used in aspect mapping, so six SVM classifiers are trained on
ASR dataset (including one sentiment classifier). The average time taken for training these
classifiers is around 1.5 min, on the same computer. Training time of C-CNN could be greatly
reduced by using acceleration techniques, such as parallel computing and GPU computing.

Different from the huge gap in training time between C-CNN and SVM, C-CNN takes
less time than SVM based methods in test. Benefit from the cascaded structure and multi-
output property of neural networks, C-CNN can complete the aspect mapping and sentiment
classification within one single test. The elapsed time is shorter than 1 s. While SVM based
method with one-vs-rest model have to test every aspects and sentiment separately, which
leads to the increment of total time in test. Around 10 s are needed for SVM based model to
accomplish both aspect mapping and sentiment classification.
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Table 4 F1-measure for aspect mapping on ASR dataset via ten-fold cross-validation

Methods Aspects

Battery Run speed Speaker Screen Camera

SVM+no 74.30 69.36 81.15 73.68 80.80

SVM+idf 73.50 71.22 79.78 73.61 79.72

SVM+re 74.62 71.29 81.15 73.68 81.55

SVM+no+bigram 74.67 68.72 81.11 74.76 80.76

SVM+idf+bigram 70.21 65.34 76.44 72.76 77.12

SVM+re+bigram 75.93 70.14 81.32 75.00 81.78

C-CNN 73.66 69.83 80.38 73.84 80.06

C-CNN+w2v 75.52 72.50 81.77 75.48 81.75

C-CNN+w2v+dropout 76.03 72.67 82.22 75.83 83.74

Bold values indicate the largest ones among each column

Table 5 Classification accuracy
for sentiment classification on
ASR dataset via ten-fold
cross-validation

Methods Accuracy

SVM+no 82.36

SVM+idf 81.28

SVM+re 82.53

SVM+no+bigram 82.97

SVM+idf+bigram 83.31

SVM+re+bigram 84.19

C-CNN 82.40

C-CNN+w2v 84.26

C-CNN+w2v+dropout 84.87Bold value indicates the largest
ones among column

5.2 Result for ASR

Table 4 presents the results of CNN basedmethods against SVMmethods for aspect mapping
on ASR dataset. For SVM based methods, global term weighting scheme idf provides poorer
results than no, with or without bigrams as the feature terms. But re always improves F1-
measure. The benefits of bigrams depend on aspects and global term weighting schemes.
For example, using idf as the term weighting scheme, adding bigrams always harms the
performance. But if feature terms are weighted with re, adding bigrams gives better results.

For CNN-based methods, C-CNN with randomly initialized word embeddings does not
show clear superiority SVM based methods, and even underperforms SVM+re+bigram for
all aspects. Pre-training word embeddings using word2vec provides significant gains of F1-
measureforC-CNNon all aspectmapping tasks. The improvement of F1-measureranges from
+1.39% (80.38 vs. 81.77%) to +2.76% (69.83 vs. 72.50%). With dropout as the regularizer,
C-CNN achieves the best results for all aspect mapping tasks.

Table 5 presents the classification accuracy of CNN-based methods against SVM based
methods for sentiment classification task on ASR dataset. As with aspect mapping tasks,
idf also underperforms no, and re outperforms no. Different from aspect mapping, adding
bigrams always improves the performance of sentiment classification. The reason may be
that bigrams could capture sentiment polarity shift caused by negation words. Again, C-
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Table 6 F1-measure for aspect mapping on TSR dataset via ten-fold cross-validation

Methods Aspects

Price Design Quality Fabric Express delivery Service

SVM+no 91.13 88.50 96.17 90.84 92.37 88.60

SVM+idf 90.52 90.52 90.52 90.52 90.52 90.52

SVM+re 91.65 91.65 91.65 91.65 91.65 91.65

SVM+no+bigram 92.39 91.35 96.24 90.86 92.10 89.66

SVM+idf+bigram 91.79 89.37 95.32 90.13 91.53 88.53

SVM+re+bigram 93.03 91.38 96.71 91.91 92.15 90.06

C-CNN 90.10 89.53 95.30 90.01 91.57 88.40

C-CNN+w2v 92.38 91.25 96.73 91.54 92.57 89.76

C-CNN+w2v+dropout 92.77 92.93 97.34 92.26 92.89 90.53

Bold values indicate the largest ones among each column

Table 7 Classification accuracy
for sentiment classification on
TSR dataset via ten-fold
cross-validation

Methods Accuracy

SVM+no 96.98

SVM+idf 96.88

SVM+re 97.08

SVM+no+bigram 97.81

SVM+idf+bigram 97.87

SVM+re+bigram 97.85

C-CNN 97.14

C-CNN+w2v 98.03

C-CNN+w2v+dropout 98.26Bold value indicates the largest
ones among column

CNN underperforms SVM+re+bigram by large margins, but pre-training word embeddings
usingword2vec provides significant gains and provides similar resultswith SVM+re+bigram.
Finally, C-CNN+w2v+dropout gives the best result, 84.87%, for the sentiment classification
task.

5.3 Results for TSR

Table 6 presents the results of CNN basedmethods against SVMmethods for aspect mapping
on TSR dataset. Generally, theF1-measure for this dataset is much higher than TSR. This is
due to that the expressions and keywords of reviews on Taobao are very similar, while reviews
on Amazon are diverse. As with ASR, idf underperforms no, and re outperforms no, with
or without bigrams as the feature terms. Different from ASR, adding bigrams almost always
improves the performance of aspect mapping. Again, for CNN-based methods, C-CNN with
randomly initialized word embeddings underperforms SVM+re+bigram for all aspects by
large margins. Pre-training word embeddings with word2vec narrows the margins. Finally,
with dropout as the regularizer, C-CNN achieves the best results on 5 of 6 aspect mapping
tasks.

Table 7 presents the classification accuracy of CNN-based methods against SVM based
methods for sentiment classification task on TSR dataset. Similar to the performance on
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ASR, idf harms the performance and re provides benefits. Adding bigrams gives significant
improvements for sentiment classification. The reason may be that bigrams could capture
sentiment polarity shift caused by negation words. C-CNN with randomly initialized word
embeddings provides similar result with SVM+no, and underperforms C-SVMwith bigrams.
With word2vec and dropout, C-CNN gives the best performance.

6 OpiSum

We build an aspect-based opinion summary system called OpiSum. Given the url of clothes
on tmall.com, the system automatically crawls all customer reviews within the webpages.
Then the system performs procedures in Fig. 2 to generate and visualize final aspect-based
opinion summary. The demo of OpiSum can be found at http://114.215.167.42.

7 Conclusions

In this paper we have presented an aspect-based opinion summary system for particular
products. Our system directly maps each review sentence into pre-defined aspects. This is
particularly suitable for some vertical e-commerce websites that only sell particular products,
or if users only care about opinions on particular product aspects. Meanwhile, two corpuses
containing reviews labeled with aspects and polarity in sentence level are proposed in this
paper, as no existing data set suitable for such task of aspect-based opinion summary can be
found. The ASR corpus contains labeled reviews of smartphones in English crawled from
Amazon. And the TSR corpus contains labeled reviews of skirts in Chinese from a chinses
e-commerce platform, Taobao.com. Both review corpuses will be made public for research
purpose. To attack aspect mapping and sentiment classification tasks, we have proposed a
convolutional network based approach, C-CNN. C-CNN contains multiple aspect mappers
and a single sentiment classifier, and aspect mappers and sentiment classifier are combined
in a cascaded way. Empirical results imply the superiority of CNN based methods over
SVM based methods in F1-measure and classification accuracy. A CNN based method is
able to capture word relations of varying size. Also external features provided by parsers
or other techniques are not required, as the model has the ability of learning and capturing
features itself through the procedure of back and forward propagations in network training.
Comparatively, feature designing and engineering are among the most important factors
which can significantly influence the performance of traditional machine learning methods
(e.g., SVM) for NLP problems. One common drawback of deep learning based methods is
that they usually require a lot more time and computational resources in training for better
performance, so as the proposed C-CNN in this paper. And parameters should be tuned
carefully to protect the model from over-fitting (or under-fitting) problem. However, when it
comes to test, the cascaded structure of C-CNN presents a remarkable reduction of elapsed
time, compared to SVM. Using the processing procedures in Fig. 2 and C-CNN, we also
build an aspect-based summary system called OpiSum, which can be accessed at http://114.
215.167.42.
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