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Abstract The brain is not a huge fixed neural network, but a dynamic, changing neural
network that continuously adapts to meet the demands of communication and computational
needs. In classical neural networks approaches, particularly associative memory models, syn-
apses are only adjusted during the training phase. After this phase, synapses are no longer
adjusted. In this paper we describe a new dynamical model where synapses of the associative
memory could be adjusted even after the training phase as a response to an input stimulus.
We provide some propositions that guarantee perfect and robust recall of the fundamental
set of associations. In addition, we describe the behavior of the proposed associative model
under noisy versions of the patterns. At last, we present some experiments aimed to show
the accuracy of the proposed model.
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1 Introduction

Humans possess several capabilities such as: learning, recognition, memorization and recall-
ing that make them unique. In the last 60 years, scientists and researchers of different commu-
nities have tried to implement these capabilities into a computer. Along these years, several
approaches have emerged, one common example are neural networks [1–3]. Since the rebirth
of neural networks, several models inspired in neurobiological process have been proposed.
Such models are often dedicated and incorporate some existing clustering or classification
algorithms. Among these models, perhaps the most popular is the feed-forward multilayer
perceptron trained with the back-propagation algorithm [4].
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Other classical neural models are associative memories. Several associative models have
emerged in the last years. For example, Steinbuch [5] suggested an associative memory based
on a switching matrix. Anderson [6] presented a simple neural network generating an interac-
tive memory. Kohonen [7] replaces the lernmatrix of Steinbuch by a correlation matrix, and
Nakano [8] replaces the lernmatrix of Steinbuch by an autocorrelation matrix. The output in
these models is produced in a single feedfoward computation where correlation or Hebbian
learning is used to synthesize the synaptic weight matrix. Another type of associative mem-
ory was proposed by Hopfield [9]. This model is different from other previous models in that
it computes its output recursively in time until the system becomes stable. Hopfield’s model
works only with binary and bi-polar patterns. Although this model has several constraints
that limit its applicability in complex problems, perhaps this is one of the most popular asso-
ciative memories which through the years has been object of research for several authors.
For example, in [10] the authors explore how the topology affects performance in Hopfield
associative memory using regular lattice, random, small-world and scale free structures. In
[11] the author extends the original model to a complex-valued multi-state in order to storing
and recalling gray-level patterns.

Other schemes of associative memories based on recurrent neural networks, see for exam-
ple [12,13], and other techniques [14–18] have been proposed.

Recently, morphological, median and fuzzy associative memories were proposed; refer for
example to [19–23]. Although the performance obtained with these models is pretty accept-
able, they also have to satisfy several constrains which limit their applicability in complex
problems. In general, these constraints are related to the type and quantity of noise supported
by these models.

However, the brain is not a huge fixed neural network as had been previously thought,
but a dynamic, changing neural network that adapts continuously to meet the demands of
communication and computational needs. In most of these associative models, synapses are
only adjusted during the training phase. After this phase, synapses are no longer adjusted.

Neurobiologists have identified key mechanisms by which the intricate “protein machines”
that govern the strength of connections among neurons build and remodel themselves to adjust
those connections. Such remodeling of the connections, called synapses, is central to establish
brain pathways during learning and memory [21]. Nowadays, scientists focus its research on
new mechanisms based on current study of biological neural networks. Modern brain theory
no longer uses the binary model of the neuron, but instead it uses continuous-time model
that either represent the variation in average firing rate of the neuron or actually capture the
time course of membrane potentials [25], see for example [26]. In this direction, several
works have been proposed, see for example [27]; most of these works are focused to emulate
and understand some process in human brain during learning and recognition and not their
capabilities to solve complex problems. In [28] the authors examined the role of dynamic
synapses in the stochastic Hopfield-like network behavior. In [29] the author analyses the
effect of synaptic depression on the stability of patterns stored in neural networks with low
activity level and later in [30] it is proposed an associative neural network with chaotic neuron
model and synaptic depression.

The main goal of this paper is to apply some process of human brain during learning and
recognition to develop new associative models with fewer restrictions than classic models
already mention. In this paper we describe a new dynamical model where synapses of the
associative memory could be adjusted even after the training phase as a response to an input
stimulus. This dynamic approach is inspired in some ideas described in [24,31,32]. We define
a set of synapses that determine the behavior of the model. This set of synapses will be modi-
fied in response to an input stimulus based on an up-date rule. We provide a set of propositions
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that guarantee the recall of the fundamental set of associations. In addition, we describe the
behaviour of the associative model proposed under noisy versions of the patterns. At last, we
present some experiments aimed to show the accuracy of the proposed model.

2 The Associative Model

Associative memories have been deeply researched in the last years. They can be seen as a
particular type of neural network specially designed to recall output patterns in terms of input
patterns that can appear distorted by some kind of noise. Some of these associative memories
have several constraints that limit their applicability for solving problems from real life. A
common application of an associative memory is as a filter, refer for example to [19–21].
In this case, the associative memory is fed with a pattern, probably altered by noise; at the
output the original image (without noise) should be obtained. However, to achieve the best
performance, input patterns must satisfy some conditions.

The model proposed in [19] is based on max and min operators; although authors proof its
robustness with noisy patterns, the model has several constraints. For example input patterns
can only be contaminated by additive or subtractive noise, but not both. In [22], the authors
proposed a new model based on median operator. In this model, patterns can only be con-
taminated by mixed noise (both kinds of noises). These constraints limit their applicability
in complex problems.

The proposed model is not an iterative model as Hopfield’s model [9]. Our model emerges
as an improvement of the model proposed in [22], which is not an iterative model, and the
results presented in [33]. This model is one-shot trained and also is capable to storing and
recalling real-valued pattern and true-color patterns. The main difference of this model against
classical models is that while in classical models the synapses of the associative memories
are adjusted only during training phase, in our model the synapses are adjusted also after
training phase as a respond to an input stimulus.

Definition 1 Let x ∈ Rn and y ∈ Rm an input and output pattern, respectively. An asso-
ciation between input pattern x and output pattern y is denoted as

{
xk, yk |k = 1, . . . , p

}
,

where k is the corresponding association and p the number of associations.

Definition 2 Let operator A(x, y) = y − x .

Definition 3 Associative memory W is represented by a matrix whose components wi j can
be seen as the synapses of the neural network.

W =

⎡

⎢
⎢
⎢
⎣

w11 w12 · · · w1n

w21 w22 · · · w2n
...

...
. . .

...

wm1 wm2 · · · wmn

⎤

⎥
⎥
⎥
⎦

m×n

where wi j = A
(
xi , y j

) = yi − x j

If xk = yk∀k = 1, . . . , p then W is auto-associative, otherwise it is hetero-associative. A
distorted version of a pattern x to be recalled will be denoted as x̃. If an associative memory
W is fed with a distorted version of xk and the output obtained is exactly yk , we say that
recalling is robust.
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2.1 Building the Associative Memory

As we have already mentioned, the brain is a dynamic, changing neural network that adapts
continuously to meet the demands of communication and computational needs [34]. This fact
suggests that some connections of the brain could change in response to some input stimuli.

Humans, in general, do not have problems in recognizing patterns even if these are altered
by noise. Several parts of the brain interact together in the process of learning and recalling
a pattern. For example, when we read a word the information enters the eye and the word
is transformed into electrical impulses. Then electrical signals are passed through the brain
to the visual cortex. After that, specific information about the patterns passes on the other
areas of the cortex. From here information passes through the arcuate fasiculus, a path that
connects a large network of interacting brain areas; paths of this pathway connect language
areas with other areas involving in cognition, association and meaning, for the details refer
to [35,36].

Based upon the above example we have defined in our model p interacting areas, one per
association we would like the memory to learn. Each interacting area will allocate useful
information for recalling phase. Also we have integrated the capability to adjust synapses in
response to an input stimulus.

As we could appreciate from the previous example, before an input pattern is learned or
processed by the brain, it is hypothesized that it is transformed and codified by the brain.
According to this idea, input patterns used to train the associative model are firstly coded by
using the following procedure recently introduced in [37]:

Procedure 1 Transform the fundamental set of associations into coded pattern versions and
de-coding patterns:

Input: FS Fundamental set of associations:

{1. Make d = const and make
(
x̄1, ȳ1

) = (
x1, y1

)

2. For the remaining couples do {

For k = 2 to p{

For i = 1 to n{

x̄ k
i = x̄ k−1

i + d; x̂ k
i = x̄ k

i − xk
i ; ȳk

i = ȳk−1
i + d; ŷk

i = ȳk
i − yk

i

}}} Output: Set of coded and de-coding patterns.

This procedure allows computing a coded version from input and output patterns. These
patterns are called coded patterns and are denoted by x̄ and ȳ respectively. In addition, this
procedure computes other kind of patterns useful to decode the coded patterns. These patterns
are called decoding patterns and are denoted by x̂ and ŷ respectively. As was shown in [37],
coded patterns are equidistant among them in a ratio of d; this radio also determines the noise
supported by our model. This fact allows us to use any association to train the associative
memory W. The reader can easily corroborate that any association can be used to compute
the synapses of W without modifying the results. Ratio d can be any value belonging to real
numbers domain; however, a better accuracy is obtained if we set d to the minimum absolute
difference among simplified input patterns.
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Coded and de-coding patterns are allocated in different interacting areas of the model. In
other words, each interacting area k will allocate the coded version and de-coding pattern of
each k association. In addition, a simplified version of xk denoted by sk is allocated in the
corresponding k interacting area. Simplified versions are obtained as:

sk = s
(

xk
)

= mid xk (1)

where mid operator is defined as mid x = x(n+1)/2.
mid operator has some interesting properties and advantages against median, max and min
operators. mid operator does not require of any ordering algorithm to find the median, max-
imum or minimum values. Some of these properties are described in the Annex.

Once computed the codified patterns, the de-codifying patterns and sk we can build the
associative memory as in Definition 3. In short, building of the associative memory can be
performed in three stages as:

1. Transform the fundamental set of association into coded and de-coding patterns by means
of previously described Procedure 1. Set d as the minimum absolute distance among
whole set of associations.

2. Compute simplified versions of input patterns by using Eq. 1.
3. Build W in terms of codified patterns by using definition 3.

2.2 Modifying Synapses of the Associative Model

When the brain is stimulated by an input pattern, some regions of the brain (interacting areas)
are stimulated and synapses belonging to those regions are modified. The next step in this
approach is to determine which interacting area of this model is the most excited area by the
input pattern. The most excited interacting area is called active region and could be estimated
in different manners. In order to determine the active region we will use the simplified ver-
sions sk allocated in each k interacting area and the simplified version of the input pattern.
The active region could be estimated as follows:

ar = r (x) = arg

(
p

min
i=1

|s (x) − si |
)

(2)

As we had already mentioned, synapses could change in response to an input stimulus; but
which synapses should be modified? For example, a head injury might cause a brain lesion
killing hundred of neurons; this entails some synapses to reconnect with others neurons. This
reconnection or modification of the synapses might cause that information allocated on brain
will be preserved or will be lost, the reader could find more details concerning to this topic
in [38,39].

This fact suggests there are synapses that can be drastically modified and they do not alter
the behavior of the associative memory. In the contrary, there are synapses that can only be
slightly modified to do not alter the behavior of the associative memory; we call this set of
synapses the kernel of the associative memory and it is denoted by KW. In the model we find
two types of synapses: synapses that can be modified and do not alter the behavior of the
associative memory; and synapses belonging to the kernel of the associative memory. These
last synapses play an important role in recalling patterns altered by some kind of noise.

Definition 4 Let KW ∈ Rn the kernel of an associative memory W. A component of vector
KW is defined as: kwi = mid

(
wi j

)
, j = 1, . . . , m
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According to the original idea of our proposal, synapses that belong to KW are modified
as a response to an input stimulus. Input patterns stimulate some active regions, interact
with these regions and then, according to those interactions, the corresponding synapses are
modified. Synapses belonging to KW are modified according to the stimulus generated by
the input pattern. The related adjusting factor is denoted by �w and can be computed as:

�w = �(x) = s
(
x̄ar ) − s

(
�
x
)

(3)

where ar is the index of the active region and
�
x = x + x̂ar .

Finally, synapses belonging to KW are modified as:

KW = KW ⊕ (�w − �wold) (4)

where operator ⊕ is defined as x ⊕ c = xi + c ∀i = 1, . . . , m and c is a scalar.
As you can appreciate, modification of KW in Eq. 4 depends on the previous value of �w

denoted by �wold obtained with the previous input pattern. Once trained the AM, when it
is used by first time, the value of �wold is set to zero.

2.3 Recalling a Pattern Using the Proposed Model

Once synapses of the associative memory have been modified in response to an input pattern,
every component of vector ȳ can be recalled by using its corresponding input vector x̄ as:

ȳi = mid
(
wi j + x̄ j

)
, j = 1, . . . , n (5)

In short, pattern ȳ can be recalled by using its corresponding key vector x̄ or x̃ in six stages
as follows:

1. Obtain index of the active region ar by using Eq. 2.
2. Transform xk using de-codifying pattern x̂ar by applying the following transformation:

�
x

k = xk + x̂ar .
3. Compute adjusting factor �w = �

(
�
x
)

by means of Eq. 3.

4. Modify synapses of associative memory W that belong to KW by using Eq. 4.

5. Recall pattern
�
y

k
by using Eq. 5.

6. Obtain yk by transforming
�
y

k
using de-codifying pattern ŷar by applying transformation:

yk = �
y

k − ŷar .

Perfect and robust recall is guaranteed if the problem satisfies any of the next propositions:

Proposition 1 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel. Every component of vector
KWis given as kwi = ȳi − mid (x̄).

Proof See the Annex.

Proposition 2 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel. Every component of vector ȳ
can be perfectly recalled by using its corresponding key vector x̄ if ȳi = kwi + mid (x̄).

Proof See the Annex.
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Proposition 3 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel, �w an updated value of
KW and x̃ a distorted version of x̄. Every component of vector ȳ can be perfectly recalled by
using the distorted version of x̄ if kwi = kwi + �w and �w = mid (x̄) − mid (x̃).

Proof See the Annex.

Proposition 4 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel, �w an updated value of
KW and x̃ a distorted version of x̄. Every component of vector ȳ can be perfectly recalled by
using the distorted version of x̄ if mid (x̃) = mid (x̄) − �w.

Proof See the Annex.

Proposition 5 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel, �w an updated value of
KW and x̃ a distorted version of x̄. Every component of vector ȳ can be perfectly recalled by
using the distorted version of x̄ if |�w| < d

2 .

Proof See the Annex.
Some important to remark is that if d is bigger than the maximum absolute difference

among simplified input patterns, then the active region will not be determined accurately. For
example, we have the simplified versions of three input patterns s

(
x1

) = 0.2, s
(
x2

) = 0.5
and s

(
x3

) = 1.2. If d set to the maximum absolute difference among simplified input pat-
terns, d = 1.0; this implies that after applied procedure 1 each simplified version allocated
in each interacting area will be s1 = 0.2, s2 = 1.2 and s3 = 2.2. Suppose that we have
a simplified noisy version of x2, s

(
x̃2

) = 0.6 which implies that active region will be the
interacting area 2; however, if we applied Eq. 2, we obtain that active region is interacting area
1. Now suppose that we have a simplified noisy version of x3, s

(
x̃3

) = 1.3 which implies
that active region will be the interacting area 3; however, by applying Eq. 2, we obtain that
active region is interacting area 2. Although the amount of noise added to the patters was
small (0.1), in both case, the active region was not computed correctly because d does not
satisfied proposition 5.

Finally, we can say that when d satisfied proposition 5, the noise supported by the asso-
ciative model will be low if d is small and the noise supported by the model will be high if
d is big.

3 Numerical Examples

Suppose we want to first memorize and then recall the following general fundamental set
using the proposed model:

x1 =
⎛

⎝
0.1
0.0
0.2

⎞

⎠ , y1 =

⎛

⎜
⎜
⎝

1.0
0.0
0.0
0.0

⎞

⎟
⎟
⎠ ; x2 =

⎛

⎝
0.6
0.4
0.3

⎞

⎠ , y2 =

⎛

⎜
⎜
⎝

0.0
1.0
0.0
0.0

⎞

⎟
⎟
⎠ ; x3 =

⎛

⎝
0.8
0.7
0.9

⎞

⎠ ,

y3 =

⎛

⎜
⎜
⎝

0.0
0.0
1.0
0.0

⎞

⎟
⎟
⎠ ; x4 =

⎛

⎝
1.1
1.2
1.4

⎞

⎠ y4 =

⎛

⎜
⎜
⎝

0.0
0.0
0.0
1.0

⎞

⎟
⎟
⎠
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Building the associative memory. By applying procedure 1 and computing d as described in
Sect. 2 we have that d = 0.4 and

x̄1 =
⎛

⎝
0.1
0.0
0.2

⎞

⎠ , x̂1 =
⎛

⎝
0.0
0.0
0.0

⎞

⎠ , ȳ1 =

⎛

⎜
⎜
⎝

1.0
0.0
0.0
0.0

⎞

⎟
⎟
⎠ , ŷ1 =

⎛

⎜
⎜
⎝

0.0
0.0
0.0
0.0

⎞

⎟
⎟
⎠ ; x̄2 =

⎛

⎝
0.5
0.4
0.6

⎞

⎠ ,

x̂2 =
⎛

⎝
−0.1
0.0
0.3

⎞

⎠ , ȳ2 =

⎛

⎜
⎜
⎝

1.4
0.4
0.4
0.4

⎞

⎟
⎟
⎠ , ŷ2 =

⎛

⎜
⎜
⎝

1.4
−0.6
0.4
0.4

⎞

⎟
⎟
⎠ ;

x̄3 =
⎛

⎝
0.9
0.8
1.0

⎞

⎠ , x̂3 =
⎛

⎝
0.1
0.1
0.1

⎞

⎠ , ȳ3 =

⎛

⎜
⎜
⎝

1.8
0.8
0.8
0.8

⎞

⎟
⎟
⎠ , ŷ3 =

⎛

⎜
⎜
⎝

1.8
0.8
−0.2
0.8

⎞

⎟
⎟
⎠ ; x̄3 =

⎛

⎝
1.3
1.2
1.4

⎞

⎠ ,

x̂3 =
⎛

⎝
0.2
0.0
0.0

⎞

⎠ , ȳ4 =

⎛

⎜
⎜
⎝

2.2
1.2
1.2
1.2

⎞

⎟
⎟
⎠ , ŷ3 =

⎛

⎜
⎜
⎝

2.2
1.2
1.2
0.2

⎞

⎟
⎟
⎠ .

Once obtained the coded patterns, the de-coding patterns associative memory W is build
using any couple of

(
x̄k, ȳk

)
. For example, by using Definition 3 and

(
x̄2, ȳ2

)
we have that

W =

⎡

⎢
⎢
⎣

0.9 1.0 0.8
−0.1 0.0 −0.2
−0.1 0.0 −0.2
−0.1 0.0 −0.2

⎤

⎥
⎥
⎦ .

At last, simplified pattern given by Eq. 1 is s1 = 0.0, s2 = 0.4, s3 = 0.7 and s4 = 1.2.

Example 1 Suppose we want to recall pattern: x̃ = (
0.4 0.5 0.7

)T
.

1. By using Eq. 2, active region is:

ar = arg

(
p

min
i=1

|s (x̃)−si |
)

= arg (min (|0.5−0.0| , |0.5−0.4| , |0.5−0.7| , |0.5−1.2|))
= arg (min (0.5, 0.1, 0.2, 0.7)) = 2.

2. Transform x̃ using x̂ar

�
x = x̃ + x̂2 = (

0.4 0.5 0.7
)T + (−0.1 0.0 0.3

)T = (
0.3 0.5 1.0

)T
.

3. By using Eq. 3, adjusting factor is equal to:

�w = s
(
x̄2) − s (x̃) = 0.4 − 0.5 = −0.1.

4. By using Eq. 4, the new values for synapses belonging to the kernel are

KW = [
1.0 0.0 0.0 0.0

]T ⊕ (−0.1 − 0.0) = [
0.9 −0.1 −0.1 −0.1

]T
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Notice how �wold in this case is equal to zero. Once adjusted the kernel, we have that

W =

⎡

⎢
⎢
⎣

0.9 0.9 0.8
−0.1 −0.1 −0.2
−0.1 −0.1 −0.2
−0.1 −0.1 −0.2

⎤

⎥
⎥
⎦ .

5. By using Eq. 5, operate the associative memory as

�
y = mid

(
wi j + �

x j

)
=

⎡

⎢
⎢
⎣

mid
(

0.9 + 0.3 0.9 + 0.5 0.8 + 1.0
)

mid
(−0.1 + 0.3 −0.1 + 0.5 −0.2 + 1.0

)

mid
(−0.1 + 0.3 −0.1 + 0.5 −0.2 + 1.0

)

mid
(−0.1 + 0.3 −0.1 + 0.5 −0.2 + 1.0

)

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

1.4
0.4
0.4
0.4

⎤

⎥
⎥
⎦

Transform
�
y by using ŷar . Finally,

y = �
y − ŷ2 = (

1.4 0.4 0.4 0.4
)T − (

1.4 −0.6 0.4 0.4
)T

= (
0.0 1.0 0.0 0.0

)T

Example 2 Now suppose we want to recall the distorted pattern: x̃ = (
0.2 0.3 0.8

)T
.

1. By using Eq. 2, active region is:

ar = arg

(
p

min
i=1

|s (x̃)−si |
)

= arg (min (|0.3−0.0| , |0.3−0.4| , |0.3−0.7| , |0.3−1.2|))
= arg (min (0.3, 0.1, 0.4, 0.9)) = 2.

2. Transform x̃ using x̂ar

�
x = x̃ + x̂2 = (

0.2 0.3 0.8
)T + (−0.1 0.0 0.3

)T = (
0.1 0.3 1.1

)T

3. By using Eq. 3, adjust factor is equal to:

�w = s
(
x̄2) − s (x̃) = 0.4 − 0.3 = 0.1.

4. By using Eq. 4, the new values for synapses belonging to the kernel is

KW = [
0.9 −0.1 −0.1 −0.1

]T ⊕ (0.1 − (−0.1)) = [
1.1 0.1 0.1 0.1

]T

Notice how �wold take the value of �w previously calculated in example 1. Then W is

W =

⎡

⎢
⎢
⎣

0.9 1.1 0.8
−0.1 0.1 −0.2
−0.1 0.1 −0.2
−0.1 0.1 −0.2

⎤

⎥
⎥
⎦ .

Notice how the values of the AM again have changed.
5. By using Eq. 5, operate the associative memory as

�
y = mid

(
wi j + �

x j

)
=

⎡

⎢
⎢
⎣

mid
(

0.9 + 0.1 1.1 + 0.3 0.8 + 1.1
)

mid
(−0.1 + 0.1 0.1 + 0.3 −0.2 + 1.1

)

mid
(−0.1 + 0.1 0.1 + 0.3 −0.2 + 1.1

)

mid
(−0.1 + 0.1 0.1 + 0.3 −0.2 + 1.1

)

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

1.4
0.4
0.4
0.4

⎤

⎥
⎥
⎦
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Fig. 1 Set of images A composed by 40 different images of flowers and animals

Fig. 2 Sets of images B1, B2, B3 and B4. Each set is composed by 600 images

6. Transform
�
y using ŷar . Finally,

y = �
y − ŷ2 = (

1.4 0.4 0.4 0.4
)T − (

1.4 −0.6 0.4 0.4
)T

= (
0.0 1.0 0.0 0.0

)T

4 Behaviour of the Proposed Associative Model Under Noisy Patterns

To corroborate the behaviour and accuracy of the proposed model we have performed several
experiments divided into two cases. In the first case we have verified the behaviour and accu-
racy of our model with patterns altered with additive, subtractive and mixed noise. Different
sets of images used in the first kind of experiments are shown in Figs. 1 and 2. In the second
kind of experiments we verified the behaviour and accuracy of our model with patterns dis-
torted by image transformations such as rotations, scale changes and object orientations.
Different sets of images used in the second kind of experiments were taken from [40] and
some images are shown in Figs. 3a and b. For both kinds of experiments, images were firstly
transformed into raw vectors. After that, performance of the proposed model was tested.

4.1 First Kind of Experiments

Experiment 1 Auto-associative case (memory acting as a filter): In this experiment we firstly
trained the associative memory with the set of images A. In this case, each image was
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Fig. 3 a Set of image C is composed by 100 classes of objects, 72 images per class. b Set of image D is
composed by 100 classes of objects, 20 images per class

associated with itself (40 associations). This implies that xk = yk . Once trained the asso-
ciative memory, we proceed to test the accuracy of the proposal. Firstly we verified if the
AM was able to recall the fundamental set of associations using set of image A, and then we
verified if the AM could recall the images from noisy versions of them by using the set of
images B1, B2, B3 and B4.

Set of images A is composed by 40 different images of flowers and animals. Set of image
B1 is composed by 40 classes of flowers and animals, 15 images per class. For each class the
pixels of each image were altered by additive noise (we begun with 5% of the pixels of the
image until 75% of the total of pixels in steps of 5), this set is composed by 600 images. Set of
images B2 is composed by 40 classes of flowers and animals, 15 images per class. For each
class the pixels of each image were altered with subtractive noise (we begun with 5% of the
pixels of the image until 75% of the total of pixels in steps of 5), this set is composed by 600
images. Set of images B3 is composed by 40 classes of flowers and animals, 15 images per
class. For each class the pixels of each image were altered by mixed noise (we begun with 5%
of the pixels of the image until 75% of the total of pixels in steps of 5), this set is composed by
600 images. Set of images B4 is composed by 40 classes of flowers and animals, 15 images
per class. For each class the pixels of each image were altered by Gaussian noise (we begun
with 5% of the pixels of the image until 75% of the total of pixels in steps of 5), this set is
composed by 600 images.

In the first case, the fundamental set of associations was correctly recalled. For the second
case, the AM recalled the corresponding image, even when the 75% of the pixels where
modified. In summary, the accuracy of the proposal was, in both cases, of 100%. This result
supports the applicability of the proposal for recalling images from noisy versions of them.

Experiment 2 Hetero-associative case: In this experiment we firstly trained the associative
memory with the set of images A. In this case each image was associated with a word that
best describes the content of the image i.e. we associated the raw vector of the image with
a vector of ASCII values that form the associated word. For example, the image of the tiger
was associated with the word “tiger”. Once trained the associative memory with the 40 asso-
ciations, we used the sets of images B1, B2, B3 and B4 expecting recall the corresponding
describing word that best describes the content of the input image. Instead of recalling an
image, the trained associative memory was used to recall the describing word. The accuracy
of the proposal in this case was also of 100%. This result supports the applicability of the
proposal for categorizing images in terms of their content; refer for example to [41].
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For both experiments 1 and 2, the accuracy of 100% was obtained because the noise affect-
ing the simplified version of the vector-image never surpassed mid (x̄) − mid (x̃) < d/2.
Finally, the results obtained with the proposal in these two experiments were compared with
the results provided by the associative memories based on the min, max and median oper-
ators. In short, the associative memory based on min and max operators presented a high
accuracy only with sets B1 and B2, with B3 and B4 the accuracy drastically decreased. The
associative memory based on median operator only presented a high accuracy with set B3.
Our proposal presented a high accuracy with B1, B2, B3 and B4.

4.2 Second Kind of Experiments

Experiment 3 Auto-associative case (invariant image recall): In this experiment we firstly
trained the associative memory only with the first image of each class of set of images C
(100 associations). Once trained the associative memory as proposed, we proceed to test its
performance. Firstly we verified the accuracy of the AM under rotations using set of images
C, and then we verified the accuracy of the proposal for different orientations using set of
images D.

Set of images C was generated by using the dataset COIL-100. Set of images C is com-
posed by 100 classes of objects, 72 images per class. For each class the object appears rotated
from 5◦ to 360◦ (in steps of 5), this set is composed by 7200 images. Set of images D was
generated by taking only the first 20 images of each object from dataset COIL-100.

For the first case, the AM recalled the corresponding image, even when the image was
rotated. Due to mid operator is invariant to rotations the accuracy of the AM for this trans-
formation was of 100%.

In the second case, the accuracy of the proposal diminished to 25%, but considering that the
AM was trained with 100 associations the results are acceptable. If we reduce the number of
associations the accuracy of the proposal increases. For example, when the AM was trained
with 15 associations the accuracy increased to 55%. In general, low accuracy is obtained
when the noise affecting the simplified version of the vector-image is mid (x̄) − mid (x̃)

> d/2.
At last, the results obtained with the proposal were compared with the results pro-

vided by the associative memories based on the min, max and median operators. In short,
the accuracy of the associative memory based on mix and max operators was less than
10%, with sets C and D. For the case of median associative memory, the accuracy was
also low. Our proposal presented a high accuracy with set C, and a low accuracy with
set D.

Although the percentage of recalling is low, it is one of the first results reported in liter-
ature for recalling images under image orientations by means of an associative memory. It
is worth mentioning, that to our knowledge nobody in this field had before reported results
of this type. Authors only report results when images or patterns are distorted by additive,
subtractive or both noises, but not when images suffer affine transformations.

Important to say is that the model was not compared against Hopfield-based models or
recurrent-based models because those model cannot be used to store real-color patterns.

5 Object Recognition Using Dynamic Memories

In this section, the proposal is tested with real patterns. We used the objects shown in Fig. 4.
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Fig. 4 The five objects used in the experiment. a A bolt. b A washer. c An eyebolt. d A hook. e A dovetail

5.1 Construction of the Associative Memory

Objects are not directly recognized by their images. Instead of this, we preferred to do it
indirectly by invariant descriptions of each of them. Ten images of each object in different
positions, rotations were captured. To each image a standard thresholder [42] was applied to
get its binary version. Small spurious regions were eliminated from each image by means of a
size filter. To each of the twenty images of each object the first three Hu geometric invariants,
to translations, rotations and scale changes were computed [43]. Using the set of ten images
of each object the average vector of each object was computed. These vectors will be xk and
the corresponding yk will have a “1” that represents the index of the class of each object.

x1 =
⎛

⎝
0.445
0.163
0.005

⎞

⎠ y1 =

⎛

⎜
⎜
⎜
⎜
⎝

1
0
0
0
0

⎞

⎟
⎟
⎟
⎟
⎠

x2 =
⎛

⎝
0.189
5.79E − 5
4.09E − 6

⎞

⎠ y2 =

⎛

⎜
⎜
⎜
⎜
⎝

0
1
0
0
0

⎞

⎟
⎟
⎟
⎟
⎠

x3 =
⎛

⎝
0.708
0.291
0.182

⎞

⎠ y3 =

⎛

⎜
⎜
⎜
⎜
⎝

0
0
1
0
0

⎞

⎟
⎟
⎟
⎟
⎠

x4 =
⎛

⎝
1.435
1.587
0.873

⎞

⎠ y4 =

⎛

⎜
⎜
⎜
⎜
⎝

0
0
0
1
0

⎞

⎟
⎟
⎟
⎟
⎠

x5 =
⎛

⎝
0.249
0.019
2.41E − 5

⎞

⎠ y5 =

⎛

⎜
⎜
⎜
⎜
⎝

0
0
0
0
1

⎞

⎟
⎟
⎟
⎟
⎠

After applying the training phase to the couples of patterns described in Sect. 2.1, we obtained
that:

M =

⎡

⎢
⎢
⎢
⎢
⎣

0.554 0.836 0.994
−0.445 −0.163 −0.005
−0.445 −0.163 −0.005
−0.445 −0.163 −0.005
−0.445 −0.163 −0.005

⎤

⎥
⎥
⎥
⎥
⎦

5.2 Object Recognition Using Recalling Phase

In order to obtain the identity of the objects appearing in an image we follow the next steps:

1. Apply a standard thresholder [42] to get its binary version.
2. Apply a connected component-labeling algorithm [44] to get all possible connected

binary components
3. Eliminate small spurious regions by means of a standard size filter.
4. For each object compute the first three Hu geometrics invariant, to translation, rotations

and scale changes [43].
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Table 1 Percentage of classification for the test set

Object Bolt (%) Washer (%) Eyebolt (%) Hook (%) Dovetail (%)

Bolt 100 0 0 0 0
Washer 0 100 0 0 0
Eyebolt 0 0 100 0 0
Hook 0 0 0 100 0
Dovetail 0 0 0 0 100
Percent of classification 100 100 100 100 100

5. Feed the associative memory with patterns obtained from step 4 and apply recalling
phase described in Sect. 2.3.

Fifty images (ten for each object), and different from those used to train the associative
memory were used to measure the efficiency of the proposal. Table 1 summarizes the recall-
ing results. As you can appreciate the efficiency obtained was of 100% for this set of images.
Compared with the result showed in [22] (in average 95%) the proposal was better.

6 Conclusions and Ongoing Research

In this paper we have proposed a new associative model with dynamical synapses. Due to the
brain is a dynamic, changing neural network that adapts continuously to meet the demands
of communication and computational needs, synapses of our model change in response to
an input stimulus.

The major trouble with this approach is to determine which synapses should be modified
in response to a stimulus and which of these synapses have to be modified. The properties
of the associative memory using mid operator were analyzed. There were also determined
the principal synapses (kernel) of the associative memory. One of the results obtained was
if the synapses belonging to KM change, the associative memory will not be able to recall a
pattern, this can be seen as loss of memory.

We have introduced the concept of active region and have integrated the capability to adjust
synapses according to an input stimulus. Training our model involves three main stages: infor-
mation codification, simplified version computation and building of the memory. We have
described which synapses and how these synapses are modified. We have also provided some
propositions that guarantee the recall of the fundamental set of patterns using noisy patterns.

The accuracy of the propose model was tested using different sets of complex images and
the result obtained supports the robustness of the proposals. We studied the behaviour of the
model when object in the images suffer affine transformations and the results were highly
encouraged (possibly applied to 3D object recognition and face recognition; some steps in
this direction can be found in [45–47]). It is wealthy mention that to our knowledge nobody
in this field had before reported results of this type.

On the other hand, there are other advanced in associative memories with continuous
adaptation. Refer for example to [27]. However, we cannot compare the results obtained in
this research against the results obtained in [27] because:

1. We are not looking to reproduce the behavior of some process of brain,
2. We are looking to up-perform the accuracy of classical associative models based on some

process of brain, and
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3. In [27] the authors only report how their model reproduces several features of exper-
imentally observed local UP states, as well as oscillatory behavior on the gamma and
theta time scales observed in the cerebral cortex.

From the experiments we can conclude that the proposed model can be efficiently used
to:

(1) Find the class of an object (the model can be used in object classifications when they
are described in terms of invariant describing feature vectors).

(2) Restore images when these appear distorted with additive, subtractive or mixed noise.
The proposed model is sensible to noise due to image transformations.

(3) Associate describing words to images. This suggests that the proposed model can be
used for generic object recognition, see for example [48,49].

Nowadays we are studying who increases the robustness of the proposal for complex
problems such as face recognition and 3D object recognition.

Annex

Some important properties of mid operator are:

Property 1 mid (x) = x

Property 2 mid (x + y) = mid (x) + mid (y)

Property 3 mid (x − y) = mid (x) − mid (y)

Proposition 1 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel. Every component of vector
KWis given as kwi = ȳi − mid (x̄)

Proof Starting from Definition 4:

kwi =
n

mid
(
wi j

)

i=1
, j = 1, . . . , m by applying Definition 3

kwi = mid
(
ȳi − x̄ j

)
, j = 1, . . . , m by applying Property 3

kwi = mid (ȳi ) − mid
(
x̄ j

)
, j = 1, . . . , m by applying Property 1

kwi = ȳi − mid
(
x̄ j

)
, j = 1, . . . , m by reducing common terms. Q.E.D.

Proposition 2 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel. Every component of vector
KWis given as kwi = ȳi − mid (x̄)

Proof Starting from Definition 4:

kwi =
n

mid
(
mi j

)

i=1
, j = 1, . . . , m by applying Definition 3

kwi = mid
(
ȳi − x̄ j

)
, j = 1, . . . , m by applying Property 3

kwi = mid (ȳi ) − mid
(
x̄ j

)
, j = 1, . . . , m by applying Property 1

kwi = ȳi − mid
(
x̄ j

)
, j = 1, . . . , m by reducing common terms

kwi = ȳi − mid (x̄) Q.E.D.
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Proposition 3 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel. Every component of vector ȳ
can be perfectly recalled by using its corresponding key vector x̄ if ȳi = kwi + mid (x̄)

Proof ȳi = kwi + mid (x̄) by applying Proposition 1

ȳi = ȳi − mid (x̄) + mid (x̄) by reducing common terms

ȳi = ȳi Q.E.D.

Proposition 4 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel, �w an updated value of
KW and x̃ a distorted version of x̄. Every component of vector ȳ can be perfectly recalled by
using the distorted version of x̄ if kwi = kwi + �w and �w = mid (x̄) − mid (x̃).

Proof Starting from result of Proposition 3

ȳi = kwi + mid (x̃) by substituting kwi with hypothesis

ȳi = kwi + �w + mid (x̃) by substituting �w with hypothesis

ȳi = kwi + mid (x̄) − mid (x̃) + mid (x̃) by applying Proposition 1

ȳi = ȳi − mid (x̄) + mid (x̄) − mid (x̃) + mid (x̃) by reducing common terms

ȳi = ȳi Q.E.D.

Proposition 5 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel,�w an updated value of KW
and x̃ a distorted version of x̄. Every component of vector ȳ can be perfectly recalled by using
the distorted version of x̄ if mid (x̃) = mid (x̄) − �w.

Proof Starting from result of Proposition 3

ȳi = kwi + mid (x̃) by substituting hypothesis

ȳi = kwi + mid (x̄) − �w by substituting kwi using Proposition 4

ȳi = kwi + �w + mid (x̄) − �w by applying Proposition 1

ȳi = ȳi − mid (x̄) + �w + mid (x̄) − �wby reducing common terms

ȳi = ȳi Q.E.D.

Proposition 6 Let
{(

x̄k, ȳk
) |k = 1, . . . , p

}
, x̄k ∈ Rn, ȳk ∈ Rm a fundamental set of asso-

ciations of an associative memory W and KW ∈ Rn its kernel, �w an updated value of
KW and x̃ a distorted version of x̄. Every component of vector ȳ can be perfectly recalled by
using the distorted version of x̄ if |�w| < d

2

Proof Let xi = x, x j = x + d and x̃ = x − �w, if |�w| < d
2 by expanding inequality then

we have − d
2 < �w and �w < d

2

Case 1 D (x − �w, x + d) < D (x, x − �w) by applying active region equation
mid (x − �w) − mid (x + d) < mid (x) − mid (x − �w) by applying Properties 2 and 3
mid (x) − mid (�w) − mid (x) − mid (d) < mid (x) − mid (x) + mid (�w) by reducing
terms
−mid (�w) − mid (d) < mid (�w) by applying Property 1
−�w − d < �w by reducing terms
−d < �w + �w
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−d < 2�w

− d
2 < 2�w

Case 2 D (x, x + �w) < D (x + �w, x + d) by applying active region equation
mid (x) − mid (x + �w) < mid (x + �w) − mid (x + d) by applying Properties 2 and 3
mid (x) − mid (x) − mid (�w) < mid (x) + mid (�w) − mid (x) − mid (d) by reducing
terms
−mid (�w) < mid (�w) − mid (d) by applying Property 1
−�w < �w − d by reducing terms
−�w − �w < −d
−2�w < −d
�w < d

2
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